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Studying the Performance of Cognitive Models in Time
Series Forecasting
Estudando o Desempenho de Modelos Cognitivos para Previsão de Séries Temporais
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Abstract: Cognitive models have been paramount for modeling phenomena for which empirical data are
unavailable, scarce, or only partially relevant. These approaches are based on methods dedicated to preparing
experts and then to elicit their opinions about the variables that describe the phenomena under study. In
time series forecasting exercises, elicitation processes seek to obtain accurate estimates, overcoming human
heuristic biases, while being less time consuming. This paper aims to compare the performance of cognitive and
mathematical time series predictors, regarding accuracy. The results are based on the comparison of predictors
of the cognitive and mathematical models for several time series from the M3-Competition. From the results, one
can see that cognitive models are, at least, as accurate as ARIMA models predictions.
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Resumo: Modelos cognitivos têm sido usados na modelagem de fenômenos onde dados empı́ricos são
indisponı́veis, escassos ou apenas parcialmente relevantes. Essa abordagem é baseada em métodos dedicados
a preparar especialistas e eduzir suas opiniões a respeito de variáveis de interesse que podem descrever
o fenômeno em questão. Na previsão de séries temporais, a edução do conhecimento tem como objetivo
obter estimações acuradas, superando os vieses humanos intrı́nsecos, enquanto que deixa o processo mais
eficiente. Esse artigo trata de uma comparação do desempenho em termos de acurácia de modelos cognitivos
e matemáticos na previsão de algumas séries temporais da M3-Competition. A partir dos resultados é possı́vel
avaliar que modelos cognitivos são ao menos tão acurados quanto os modelos ARIMA para as predições
avaliadas.
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1. Introduction

Opinions are sometimes imperative for the adequate modeling
and forecasting of stochastic phenomena. Forecasters thus
resort to cognitive models, i.e. an approximation of the animal
cognitive process (predominantly human) aimed to compre-
hend and predict dynamic systems [1]. These models can be
developed with or without a cognitive architecture. Although
these classes of models are not always easily distinguishable
[2], the resulting forecaster’s opinions are the synthesis of its
cognitive components.

On the other hand, mathematical models fail in incorporat-
ing disturbances not observed during the modeling phase, also
justifying the importance of cognitive models. Further, must
mathematical models need a large number of empirical data
to adequately describe the phenomena. In fact, the scarcity
of data has presented itself as one of the main challenges to
the models based on empirical data [3]. In areas like proba-
bilistic risk analysis, where the scarcity of data comes from
the attempt of modeling rare events, it has been challenging
[4]. According to MacCormack et al. [5], due to the usual
behavior of dynamic systems, historical data can not be the
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only source to supply the requirements of the probabilistic
risk analysis, also demanding experts’ opinions. Therefore,
cognitive models have been valuable [6].

An expert can be defined as someone who has a particular
knowledge about a specific topic [7]. Mainly, someone can
be considered an expert when this person has a recognized
knowledge about some topic by others researchers from this
field [8]. In turn, an expert opinion can be defined as a formal
judgment over some topic for which knowledge is required.
An expert opinion can also be a judgment or belief based on
uncertainty. Generally, an opinion is a subjective evaluation,
impression or estimate of the quantity or quality of a specific
variable [7] or the association between variables. For the
correct use of experts’ opinions regarding variables and asso-
ciations, it has been suggested the use of elicitation processes
[9, 10, 11].

Elicitation process is a set of steps which look for eliciting
the knowledge [12, 13, 14]. The primary purpose of this
structured and systematic approach of elicitation is to interact
with the experts in a way that they can faithfully transmit their
uncertainty about the characteristics of interest [15].

In time series forecasting context, it has been usual to
neglect cognitive models, i.e. forecasters, and thus to fully
resort to mathematical models. Time series can be defined
as a set of observations organized in a chronological order,
where the time is usually the index of assortment, being a
discrete index [16]. The main characteristic of this kind of
data is the dependency between the lags [17]. There are many
mathematical models proposed to time series forecasting, such
as: ARIMA [17], linear regression [18], artificial neural net-
work [19], supported vector machine [20], Intelligent Hybrid
Systems [21, 22], deep belief network [23], and others.

In this sense, the main aim of this paper is to quantita-
tively analyze the performance of cognitive models got from
elicitation process in the thematic of time series forecasting
through a comparison with ARIMA models.

The rest of the paper is divided as follows. Section 2
shows a background regarding the main topics of this paper:
elicitation processes, time series, and ARIMA models. Sec-
tion 3 contains the methodology of this paper, addressing the
series taken into account, the methodology to get the predic-
tions from the cognitive and mathematical models. Section 4
shows the comparison criteria and the confrontation between
the results of the two modeling strategies. Finally, Section 5
has the conclusion of the paper.

2. Background
For the better presentation of the paper, this section introduces
elicitation processes, time series, and ARIMA models. These
topics will be described in the next subsections.

2.1 Elicitation processes
In elicitation processes, each expert can freely be considered
as a source of information, inherently noise, to be decoded in
some quantities during statistical modeling [24]. Under this

reasoning, the process is dedicated to quantify the expert’s
opinions, considering not only his beliefs but also the underly-
ing noise resulting from his human heuristics and biases. To
reach this goal, fields as statistics, psychology, and computer
science have worked together.

Elicitation process is a set of techniques and methods
dedicated to eliciting knowledge, typically by some direct
interaction with the expert [15]. The main goal of the process
is to represent the expert opinions via probability distributions,
allowing one to precisely measure uncertainty. The elicitation
process looks for, through a set of steps, helping the expert to
better express his uncertainty about his knowledge regarding
some variable. This process is different from data mining
because it involves the construction of information. This
is a creative process and it is more complex than mining
information from a set of data [25]. The right choice about the
steps that will compound the elicitation process have direct
influence over the final results of the elicitation, once the
better the model fit to the problem the better the resulting
model from the experts is [26]. To elicit expert’s knowledge
is a complex task once the knowledge comes from sources
like randomness, cognition, and abstraction. This involves
knowledge about knowledge what needs meta-cognition [27].

Clemen and Reilly [12] divide the elicitation process into
five steps: (i) the evaluation on the real needing of knowl-
edge elicitation with the empirical confirmation about data
scarcity, once elicitation process is an expensive process in
terms of time; (ii) the selection of the experts about the prob-
lem of interest through objective criteria, e.g. tangible proofs
regarding their knowledge [7]; (iii) the training of the experts
to the elicitation process; (iv) the study about the variables
pertinent to the problem and their relation with the process;
(v) the elicitation of opinions from the selected experts; (vi)
the synthesis, analysis, and report of the opinions from the
elicitation process.

The training step is very import for all process because
in this step the experts begin to understand the nuances un-
derlying the elicitation process. Inside the training, there are
two main components to evaluate and correct the experts’
estimations: the calibration function and the scoring rules.
In the context of elicitation, calibration can be defined as a
model which adjusts the experts’ opinions in relationship to
the biases that they can present [7]. A mathematical approach
of calibration is based on constructing the model in which the
expert’s answers are processed and then it can be analyzed
the pattern of calibration the experts are using to formulate
their judgments. In this sense, the analyst can intervene in the
expert in order to soften the possible effects from the biases.
Cooke [9] says that mathematical models of calibration give
support to the analyst against inadequate heuristics used by
the experts.

In mathematical terms, the calibration model is used to
find the relation between the emitted probability (given by
the expert) and its expected probability (estimated by the fre-
quency of the occurrence) about a determined event. These
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probabilities are represented by the acronyms EMP and EXP,
respectively. For Any EMP in the interval [0, 1], the expert
is calibrated when EMP = EXP. It means that for some deter-
mined set of events which the expert attributed a probability
EMP, it is expected that the relative frequency of the occur-
rence associated to EMP get closer to EXP as the sample size
grows. Figure 1 illustrates some possible calibration patterns
that experts may show.
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Figure 1. Possible patterns of (mis)calibration presented by
experts

Following the possible (mis)calibration patterns in the
Figure 1, the sub-prediction curve indicates that the expert is
weakly self-confident in his opinions. This pattern indicates
that the probabilities given by the expert are lesser than the rel-
ative frequency of the analyzed event, showing that the expert
should be more self-confident in his judgments. The super-
prediction pattern indicates that the expert is being excessively
self-confident. The attributed probabilities by the expert are
higher than the real probabilities attributes to the events. This
indicates that the expert should consider better his judgments.
Sub-extremity is the pattern which the expert presents higher
self-confidence when emitting probabilities under 40% (in this
case) and low self-confidence when inferring about problems
with probabilities higher than 40%. Super-extremity occurs
when the expert has weak self-confidence when attribute prob-
abilities lowers than 50% and strongly self-confident when
emitting probabilities higher than 50%. All these patterns
should be avoided because the expert is not being faithful
to his real beliefs. The ideal pattern happens when EMP =
EXP, where the expert attributes a probability consistent to
his beliefs and adjust the probabilities on the occurrence of
the event, indicating that the expert is calibrated.

The scoring rules are the mathematical formalism used to
evaluate forecasters. The basic idea is to attribute a note to
the expert from the comparison of the probability distribution
which expresses his uncertainty and the correct answers of
the question [9]. One of the most known scoring rules is
the quadratic score (Q) introduced by Brier [28]. In this

scoring rule, the experts are more rewarded as they can get
more close to the real distribution of the variable. It means
that the experts’ opinion should be more similar possible
with the relative frequency of each event. In another hand,
if the expert is uncertain about some variable and far from
the real distribution, the will be penalized in the evaluation.
The Equation 1 presents the quadratic score formula. The
vector p = (p1, p2, ..., pn) is the probability distribution of
the variable attributed by the expert. The correct answer is
represented by the canonical vector d, where di ∈ d assumes
the value 1, indicating i as the position of the right answer in
d, and the other values of d, d j 6=i, are equal to zero. The lower
the Q value the more calibrated the expert is.

Q(p) =
n

∑
i=1

(pi−di)
2 (1)

2.2 Time series prediction models
A time series is any set of observations about some phenom-
ena organized for some time index of ordering. The main
characteristic that differentiates a time series from a regular
set of data is the usual chronological dependency that the data
has among them. This characteristic allows elaborate models
which can be possible to forecast, e.g. which would be the
next value assumed by a specified time series [29]. A funda-
mental characteristic in the time series analysis is stationarity.
It is an elementary attribute regarding the complexity of the
process, influencing directly in the modeling of the time se-
ries. A process is stationary when the mean and variance
do not vary on the time. Therefore, being yt a point in the
time series, µ its mean, σ2 its variance and γ its co-variance;
the time series will be stationary if: E[yt ] = µt = µ; (con-
stant mean for any time t), its variance is constant represented
by: E[(yt − µ)2] = E[(yt+s− µ)2] = σ2

y , being s a constant,
and the co-variance depends only on s and is described by:
E[yt ,yt+s] = [(yt−µ)(yt+s−µ)] = γ(|s|) [16]. For time series
that present tendencies or seasonality, there is no stationarity
because this tendencies and seasonality will affect the value
of the time series mean in different windows [30].

The auto-regressive integrated moving average (ARIMA)
is the statistical linear model to forecast times series formal-
ized by Box and Jenkins [17]. This is one of the most com-
mented models in the literature about time series forecasting.
The ARIMA model is a combination of two models, the au-
toregressive (AR(p)) and the moving average (MA(q)), with
an integration of d order. The architecture of the model is
represented by ARIMA(p,d,q), in which:

• p is the number of auto-regressive terms (auto-regressive
order);

• d is the number of differentiations need to establish
stationary (integration order);

• q is the number of moving average terms (moving aver-
age order).
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The autoregressive model (AR) to the interest variable is
based on a linear combination of past values of the time series.
Therefore the autoregressive model of order p can be defined
by the Equation 2:

yt = φ1yt−1 +φ2yt−2 + ...+φpyt−p + εt (2)

in which εt represent a white noise term, φi(i = 1,2, ..., p) are
the autoregressive parameters, and yt is the time series (at time
t).

The moving average (MA) model instead to use past val-
ues of the series to generate a regression, uses the error of the
previous predictions (or aleatory shock). The moving average
model of order q can be defined by the Equation 3:

yt = θ1εt−1 +θ2εt−2 + ...+θqεt−q + εt (3)

in which θi(i = 1,2, ...,q) are the parameters of the moving
average model. Some series are non stationary, but present
homogeneity behavior in their non stationarity. Because of
this behavior it is necessary employ a number d of differentia-
tions. Assuming d = 1, this differentiation is represented by
the Equation 4:

5yt = yt − yt−1 (4)

in which5yt is the derivation of the series, in a first approxi-
mation. Thus, 5(5yt) =52yt is the second derivation and
5dyt is the dth derivation.

A very important function to estimate the parameters to
the ARIMA models is the autocorrelation function. The au-
tocorrelation function uses the auto co-variance coefficients
to generate a function that revels a correlation between any
two values distant from each other by τ [17]. This function is
defined by the Equation 5:

ρτ =
γτ

γ0
=

E[(yt −µ)(yt+τ −µ)]

E[(yt −µ)2]
(5)

Other function used to estimate the forecast models is the
partial autocorrelation function. The partial autocorrelation
function, between any two points of the series, is the correla-
tion that remains if the impact of all the other points of the
series be eliminated. Being φk j the jth coefficient in an au-
toregressive function of order k [17]. In this way it is possible
write the Yuli-Walker equations [17] based on the Equation
6:

ρ j = φk1ρ j−1 + ...+φk(k−1)ρ j−k+1 +φkkρ j−k; (6)

with j = 1,2,3, ...,k. The partial autocorrelation function is
defined as the last element of the parameter φ of order k, or
φkk.

3. Methodology

The methodology of this paper is a comparative study with
a quantitative profile to evaluate the accuracy of cognitive
models applied in time series forecasting for mathematical
models. In the next subsections will be addressed the series
used in this paper, how was gotten the estimation for the
cognitive models and the mathematical models.

3.1 Time series cases
The series used in this paper came from the M3-Competition
[31]. The M3-Competition is a competition for time series
forecasting models. The M3-Competition gives a set of times
series, saying only the points, chronological order, category
and the correct values for the predictions. Thereby, many
models are proposed to forecast time series and the M3-
Competition statically analyzed them. For this comparison, 8
series were randomly selected 1. These series are described in
the Table 1.

3.2 Cognitive models prediction
To elicit opinions from experts is usually a tough task [32].
Convert expert’s opinions with biases through techniques of
elicitation into data which will be used in the problem model-
ing is not easy. The use of software aims to make the process
more accessible to the expert. Software promotes more inter-
activity, simplicity, and the possibility to evaluate the expert’s
behavior during the process [33]. The tool named Mesor Elic-
itor2 is a package which contains some of the main phases of
the elicitation of knowledge according to Clemen and Reilly
[12]. This tool implements both of the main steps, training
and elicitation.

The application work through a set of steps that starts
with the choice of the project until the syntheses of the re-
sults. Initially, it needs to create a new project and add all
the associated questions to this new project, these questions
will be related to the variables of interest. After registering
the project, the system asks to register the set of experts that
will compound the experiment. In the registering step, it will
be provided information about the project that the expert is
associated, the identification code, the methods of training and
elicitation that will be used in this expert. After registering
the expert, the training phase starts, with a specific number
of questions, presented in a similar way that will be shown
to the expert in the elicitation phase. The expert will have
a feedback about his performance through the scoring rules,
and the software can intervene in the expert if happens some
pattern of miscalibration. After the training, the expert will be
asked about a set of questions in the elicitation of the variable

1The times series are available in the electronic address:
https://forecasters.org/resources/time-series-data/m3-competition/

2The Mesor Elicitation was developed by the researchers: Paulo Re-
nato, Ademir Batista and Nielson Santana. It was registered by INPI
under the number BR512013000. The software is under the End User
License Agreement (EULA).The software and series are avaliable on:
https://github.com/ademirNeto/MesorElicitation.
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Table 1. Information regarding the time series used in the paper.

Quant.
Points

Predicted
Points

Mim.
Value

Mean
Value

Max.
Value

Chronological
Order

Type
of Variable

N0236 38 3 1674 3450.6 5303 Annually Industrial
N0290 17 4 3960.5 4321 5259 Annually Business
N1037 44 6 2958.5 4198 5250 Quarterly Business
N1268 45 4 3549.6 4473 5637.8 Quarterly Business
N1269 27 5 5039 5907.2 9439.4 Quarterly Finances
N1459 51 8 750 2911.8 6600 Monthly Market
N1708 108 5 680 2012 5060 Monthly Market
N2355 108 2 2053.4 3324.9 4285.6 Monthly Business

under study. Finally, the opinions of the expert will be synthe-
sized and the tool Mesor Elicitor will show the results to the
annalist. The flowchart presented in the Figure 2 shows the
steps involved in the elicitation process on the Mesor Elicitor.

Figure 2. Fluxogram with the steps in the software Mesor
Elicitor

In the elicitation step, dedicated to the cognitive forecasts,
the expert should define the credible interval of the variable.
In this specific example, the expert should estimate the mini-
mum and maximum value that the series at a given moment.
Using this estimation the expert is asked about his preference
between the two intervals (minimum and mean: mean and
maximum), and attribute a level of confidence to his choice
between 50% e 100%, considering that 50% means an aleatory
choice and 100% means maximum reliability in the expert’s
answer. This process of choosing intervals is interactively
repeated until the expert do not show more interest for any
interval. More details are given in [3].

At every interaction, the Mesor Elicitor presents a graphic
with the projection of the prediction from the expert for the
time series, using the idea of graphics tools supported by au-
thors as James et al. [34]. After each prediction, the software
prints the point in the series and also include other values as
maximum, minimum, mode, and mean for the expert can have
a better idea about his prediction. This graphic has the pur-
pose of facilitating the interaction of the expert with the tool.

Figure 3 illustrates an example of a time series containing the
predictions from the expert presented graphically with Mesor
Elicitor Software.

3.3 Mathematical models for prediction
To have the mathematical time series forecasts from the ARIMA
models, first, one can consider to get the autocorrelation and
partial autocorrelation functions from the time series. With
these two functions, it is possible to discover the signature of
the most appropriate ARIMA model [17]. The series 1269
will be used as an example to illustrate the procedure adopted
to estimate the autocorrelation and partial autocorrelation
function. All the demonstrated procedures were made in Mat-
Lab version 8.5.0. The Figure 4 shows the autocorrelation and
partial autocorrelation function from the series.

Through a graphical analysis, the behavior of not soft de-
cline in the autocorrelation function indicates that the time
series has a stationary behavior. After analyzing the functions,
it was estimated an ARIMA model (1,0,0) or AR(1) because
the gradual decline in the autocorrelation function and the cut-
off in the lag 1 in the partial autocorrelation function, typical
behavior of the AR(1) model [17]. To confirm this model, it is
used a pseudo-code presented in the MatLab documentation
[35] that generates the values of BIC (Bayesian Information
Criterion) [36] for some possible models in the time series.
With this data it is possible to check which model better ad-
justs to the time series. In this way it is possible to evaluate
that the approximation p = 1 and q = 0 is the most adequate
to this time series. Defining the model it is possible use the
pseudo-code and generate the predictions of the ARIMA mod-
els for the series. The Table 2 presents the approximation for
the models using this procedure to the series on this paper.

4. Results
The experiment was based on comparing the cognitive model
obtained through the elicitation of knowledge and the math-
ematical models obtained from the ARIMA estimation. In
order to estimate the cognitive models, 33 individuals were
interviewed. As this study is experimental, no individuals
had previous knowledge about times series forecasting. Each
interviewed was submitted to all the process of elicitation
to get their estimates for the time series. The mathematical
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Figure 3. Graphical support to time series forecast in Mesor Elicitor

Table 2. ARIMA models selected to the series based on their autocorrelation, partial autocorrelation functions, and related
Baysian Information Criterion (BIC) coefficients

Serires N0236 N0290 N1037 N1268 N1269 N1459 N1708 N2355
ARIMA (1,1,1) (0,2,0) (1,1,1) (0,1,0) (1,0,0) (2,0,2) (2,1,2) (2,1,1)

models were gotten in the MatLab.

4.1 Comparison metrics
There are some metrics to compare forecasting models. One
of the most used metrics to check the accuracy of the forecast
is the Mean Square Error (MSE) [37]. This measure is defined
by:

MSE =
1
N

N

∑
j=1

(d j− p j)
2 (7)

in which N represents the number of observations in the time
series, d j is the jth target value of the series in the point j and
p j is the value of the prediction. The lesser the MSE the better
the predictor.

Other measure is the Mean Absolute Percentage Error
(MAPE). This measure is the percentage forecasting error,
defined by:

MAPE =
100
N

N

∑
j=1

∣∣∣∣ (d j− p j)

d j

∣∣∣∣ (8)

Like MSE measure, the smaller the value of MAPE the
better the prediction is.

The metric Prediction of Change in Direction (POCID) is
defined by;

POCID = 100

N
∑
j=1

D j

N
, (9)

in which:

D j =

{
1 (d j−d j−1)(p j− p j−1)> 0
0 otherwise

}
D j is the correct estimates about the direction of the series.
This metric evaluate the percentage of right decisions about
increasing the series value or decreasing in relation to the
series previous point. The greater the POCID (limited to 100)
the better the predictor is.

4.2 Comparison models
A summary of the performance results is presented in Table 3.
From the 24 comparisons between the evaluated metrics for
both cognitive and mathematical forecasting models, 3 had
equal results in POCID metric. Among the metrics which
present different results, the cognitive models had a superior
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Figure 4. Autocorrelation and partial autocorrelation
function from the series N1269

performance in 11 out of 21 comparisons. In general, the
results of the cognitive models are aligned with the ones from
authors like Lawrence [38]. They affirm that models based on
expert opinions are able to be used in forecasting exercises.
However, as observed in the metrics for the series N1269 and
N1708, the cognitive models do not have a good result. These
series present a decreasing behavior and the series N1708 also
present too much oscillation. It suggests that cognitive models
can have a bias when forecasting a decreasing series and the
oscillation influences in the forecast. The small number of
points, in some of the series, contributed to the performance of
the cognitive model and made difficult the use of mathematical
models, such as artificial neural networks. The results showed
the potential of elicitation of knowledge applied by software
in time series forecasting, that can make opinions of regular
students who do not have the domain in time series forecasting
in the same level of a forecast from ARIMA models.

5. Conclusion
It is undeniable the importance of expert’s opinion in problems
in which empirical data are scarce, absent, or only partially
relevant. The human mind is a complex processor and with
a mathematical and computational help can lead to attractive
results. However, it is important to emphasize that many
factors bring noise to cognitive models. This factors can have
many sources as biases from the expert or even be present in
the knowledge from the expert. Nevertheless, it is clear that
expert’s opinions are practical resources for the modeling of
many problems including time series.

This paper used time series from real events in many areas.
For this, the tendencies and seasonality of these series were
more complex, making more difficult the prediction for both
models. Also, the size of the series does not favor the use of

more complex mathematical models. However, the compari-
son between the models was consistent and the results showed
that the cognitive models had at least equivalent accuracy in
comparison to the ARIMA models, even interviewing experts
who did not have previous knowledge regarding time series
forecasting. Those results highlight that expert’s opinions
can be used as forecasters for time series and highlight per-
spectives as the comparison of forecasts from mathematical
models and cognitive models in other problems.
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