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Abstract:

During disturbing financial times, the economy suffers from the lack of provisioning that
companies exhibit. Under IFRS 9, regulators intend to mitigate this issue. The following
research project provides evidence regarding the interactions between the Economic Cycle,
Loans and Provisions plus the adverse effect of the latter on regulatory capital. Moreover, using
an empirical approach, it updates existing literature regarding the influence provisions have on
the upward and downward movements of the business cycles. Overall, the new standard may
contribute to the stability of the economy but is dependent on its consistent and rigorous

application by banks.
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Introduction

After the 2008 financial crisis, the International Accounting Standards Board (2014) and the
Financial Accounting Standards Board (2016) have agreed to come up with a new standard that
has the purpose of resolving what has been considered as the major weakness of financial
accounting standards: the late recognition of credit losses. The newly created standard — IFRS

9 - focus on a more forward-looking methodology of accounting for financial instruments.

However, much concern has been recently expressed about the effects of the new accounting
standards implemented in 2018. The change for financial institutions on moving from the 1AS
39to IFRS 9 ), provides challenges both for themselves and for their stakeholders. Specifically,
due to the new impairment model, instead of recognizing expected loan losses when they occur,
entities will now have to forecast them, distributing provisions between periods of expansion
and recessions (thus, steadier state levels) and having an impact on their capital requirements.
Central banks, banking regulators, auditing and consulting firms are engaged on evaluating the
impact, as the change can alter the economic cycle, lead to a misallocation of lending resources

and possibly altering financial stability.

The main hypothesis to be tested in this paper is: The new accounting framework, IFRS 9, will
contribute to the financial stability of the economy. Consequently, this research studies the new
impairment model, providing evidence on the input that provisions and therefore, the new
accounting basis, brings to the economy. This paper is structured as follows: Section 1
familiarizes the new impairment model and covers the literature review on the adoption and
expected impact of IFRS 9. Section 2 details the methodology used over this paper and
addresses the research questions, while section 3, 4 and 5 presents and examines the main
results. Lastly, section 6 outlines the main outcomes, concluding remarks, limitations and

suggestions for further research.
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1. Literature Review

IFRS 9 is a new international financial reporting standard that has the mission of substituting
IAS 39 and addresses the accounting of financial assets. The objective is to overcome some of
the problems appointed to IAS 39, namely the late recognition of losses on lending and it
divides into three major topics: 1. Classification and measurement of financial instruments; 2.

Impairment (Expected Credit Losses (ECL) Model) and 3. Hedging.

Focusing on the second point for the development of this thesis and on held to maturity
instruments, namely loans, when banks provide them to numerous people or entities, they are
at the same time exposed to the borrower’s risk, that is, to the possibility of those entering in
default. In those situations, and when the collateral is lower than the loan carrying amount,
banks will face direct credit losses. With the new impairment model, banks are now required to
set aside an amount (referred to as loss provisions) to cover for any expected losses on their
lending. In terms of reporting adjustments to this account of loss provisions, an increase or
decrease of the same is going to be reflected on the company’s income statement, recorded as
a loss or gain, respectively. Now, the recognition of these provisions will occur with much more
frequency as the new impairment model is grounded on the long-term, i.e. on a forward looking
perspective, whereas IAS 39 only recognized incurred credit events, resulting in a backward-
looking framework. Before, credit losses were only recognized if there was a clear sign of a
credit event, being default situations or a delay to comply with loans obligations, prime
examples of a credit event. Hence, the new impairment model is not expected to increase the
amount of credit losses documented in a downturn. Rather, it will change how those same losses
are distributed over time, recognizing a bigger portion of those in the beginning of a downturn,

where expectations of defaults are starting to rise.

4|35



IFRS 9 divides the new impairment model into three layers, contingent on changes in credit

risk since the beginning of the instrument’s life. In other words, banks should move their loans

expected losses between stages if there is an increase or decrease in the expectation of those

Table 1: Overview of the Impairment Model
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Figure 1: IFRS 9 vs IAS 39
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reduced when compared to IAS 39, under which is triggered by a default event (Figure 1).

Although the implementation of the new IFRS 9 is expected resolve the before mentioned

concerns, it still has some challenges needed to be overcome. According to Leman, E (2015) it

still is considered an open book since a lot of its components are assigned to the

entities/regulators/accountant’s consideration (e.g. what a decrease in credit quality is). Also,

since the expected loss model includes too much managerial discretion, the accounting of

provisions may vary along different stakeholders. For example, with regards to timing, the

moment when the transition between stages is triggered is subject to the judgment of the

representatives and to their interpretation of the loan riskiness.
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Focusing on the effect that IFRS 9 can have on the financial stability of the economy, Laeven,
L., Majnoni, G. (2003), Beatty, A. and Liao, S. (2011), and Bushman, R.M. and Williams, C.D.
(2015) showed that by delaying the acknowledgment of expected credit losses, a negative
response on financial stability will follow. The logic behind starts with macroeconomic
variables, like unemployment, inflation or interest rates, that ultimately determine credit losses.
When those start to deteriorate, payments are going to become due. However, between the first
evidence of an economic downturn and the effective default, those delays in payments could be
used by banks to anticipate the amount of credit losses, “enhancing their loss-absorbing capacity
in downturns and ensuring a smooth provision of credit to the real economy afterwards”
(Serrano, A.S. (2018)). Nevertheless, and quoting Novotny-Farkas, Z. (2016), “from a financial
stability perspective, the concern is whether loan loss accounting amplifies the upward and

downward swings of the business cycle”.

Additionally, Deloitte (2016) and Novotny-Farkas, Z. (2016) presented in their reports evidence
regarding some of the consequences of IFRS 9. They consider that the measurement of loan
loss provisions is strictly connected to capital requirements and will eventually have an impact
in the economy as a whole, especially since banks are a key stakeholder for the economy (for
example, the capital requirements will most likely affect the lending criteria, which can impact
the sustainability and recovery of the economy). Also, the expected increase in provisions with
the introduction of the new IFRS 9 will decrease retained earnings. As it is an important
component of Common Equity Tier 1 (CET1) resources (Exhibit 1), the most loss-absorbent
type of capital and that to which investors and regulators take most consideration, additional

impairment will have an influence on capital resources.

Endorsing, Frykstrom, N. and Li, J. (2018) have estimated an increase between 13 and 25 per
cent of provisions and a strong effect on banks’ capital requirements: “The total transitional

effect of IFRS 9 on capital ratios is, mainly driven by the ECL requirements through increased
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provisions and the estimated transitional impact on CET1 ratio is a decrease around 45-50 bps”
(Exhibit 2). Moreover, Beatty, A. and Liao, S. (2011), using a sample of U.S. banks, concluded
that those that delay provisioning, will eventually reduce the amount of capital lent to the
economy in comparison with banks that have smaller delays, due to insufficient capital

resources and the subsequent difficulty to supplement capital in an economic downturn.

In other words, IFRS 9 is considered to have less pro-cyclicality when compared to 1AS 39,
particularly regarding to provisioning. According to Financial Stability Forum (FSF 2009), pro-
cyclicality is considered as “the mutually reinforcing interactions through which the financial
system can amplify business fluctuations and possibly cause or exacerbate financial instability”.
Under the ECL approach, which indicates future macroeconomic conditions, the model
specifies that credit losses should be accounted when the first indicators of economic distress
begins to surface. This allows banks to recognise credit losses in an early stage which in turn
are the periods where earnings are likely higher. Therefore, they will be able to prepare
themselves to shoulder future losses (through the increase in capital reserves, given the level of
provisions). That said, the new impairment model may contribute to the reduction of the
downturns and upturns swings of the business cycle, thus enhancing economic stability (Exhibit
3). In periods where the economy is growing, the likelihood of a bank to recognise a provision
under IAS 39 is almost zero. Thus, they will be overstating earnings and capital requirements
over this period, allowing banks to increase their lending rate. On the other hand, in recessions,
some unprovisioned loans will materialise and shrink CET1, followed by a decrease of the
company’s profits. Furthermore, the cut in capital requirements and the risk associated to the
current economic conditions will lead banks to either reduce loan growth or to raise new capital
to comply with the capital standards applied. Nevertheless, due to financing frictions, it might
be difficult for entities to issue equity. Having no other alternative, banks will decrease lending,

which may result on a credit crunch. Overall, the new ECL model is expected to diminish some
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of the features of IAS 39 that intensified pro-cyclicality as the “the recognition of 12-month
ECL in Stage 1 in a sense serves as an adjustment to the credit spread that is recognised through

the yield, and thus, results in less overstated profits” - Novotny-Farkas, Z. (2016).

Therefore, it is considered that the earlier accounting of expected losses and consequential
provisions would smooth the up and downward movements of the business cycle. When using
backward-looking, through economic expansions, there are fewer credit losses recognised,
resulting in subordinate loss reserves. Alternatively, in recessions, loan loss provisions rise
since defaults tend to increase over these stages. ““As a result, the non-discretionary component
is a driving force in the cyclicality of loan provisions and leads to a misevaluation” (Bouvatier,
V. and Lepetit, L. (2006)). In addition, Keeton, W.R. (1999) and Jiménez, G. and Saurina, J.
(2005) demonstrate that, typically, an increase of the lending rate in a thriving economic cycle

is followed by an increase of credit impairments in slowdowns.

Nevertheless, according to Greenawalt, M.B. and Sinkey Jr., J.F. (1988) the income-smoothing
hypothesis could mitigate provisioning effects. Management may seek to reduce the variability
of their profits through accounting decisions. For example, banks may shift particular revenue
or expenses to obtain yearly earnings with lower volatility. Therefore, the impact on financial
stability by the IFRS 9 could be diminished. However, in his study, Scheiner, J. (1981) obtained
results of smoothing behavior in only 21,5% of the sample used (107 large banks during 1969
to 1976). Thus, it was possible to conclude that "in general, banks do not appear to use the loan-

loss provision as a device to smooth income™.

2. Methodology

This research aims to infer how and to what extent can IFRS 9 back economic stability. Over
this section, a description of the analysis conducted is described based on the research questions

implemented as well as the samples and data used. The quantitative and qualitative analysis
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will focus on the level of provisions, which is considered to be the main variable associated

with IFRS 9, and the impact it may have on financial stability.

In alignment with this project hypothesis, five research questions (RQ) were established:

RQ1: Do provisions tend to increase during economic expansions and decrease in downturns?

RQ2: Do provisions contribute to the decrease of capital requirements?

RQ3: Do loans granted by banks reduce after a decrease in CET1 ratio?

RQ4: Can provisions contribute to the financial stability of the economy?

RQ5: Will IFRS 9 ultimately have the same impact as provisions?

For the first research question, a simple quantitative analysis was used to conclude about the
relationships between GDP, Provisions and Loans and how those are influenced. The data
collected was obtained from 2 different sources: ECB and Pordata for European Union from

2007 to 2017.

Secondly, regarding research question 2 and 3, a sample of 10 major banks in the E.U. was used
to obtain Tier 1 Capital and Retained Earnings (the two as a % of Assets) gathered from
companies’ annual reports. Empirical data from literature was also gathered regarding the effect
that capital requirements have on credit supply. These three research questions represent the
deductive study of this paper and establishes the link between the increases in Provisions with
pro-cyclicality. As discussed in the literature review, provisioning is influenced by the current
and expected economic conditions, and its effects start on regulatory capital, moving on to the

lending criteria before ending on the stability of the economy through pro-cyclicality.

Thirdly, for research question number 4 and to analyze the statistical influence that provisions
have on economic financial stability, two types of regressions were performed: Panel data and

Time-series. For the first one, the initial sample of the regression intended to include all the 28
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countries of European Union plus United States for the period of 2008 to 2017. However, due
to the lack of information available for some of these countries, the final sample ended up
including only 23 European Union countries. Moreover, two time-series were also performed.
One will feature E.U. and the other U.K. Both will represent a larger period of time, 1998-
2017, bringing a different perspective into the analysis. However, since the total provisions of
each country/region was only available from the beginning of 2007, a sample of the provisions
from the 5 biggest banks in each region was gathered. For this research question the databases

used were Pordata, ECB, World Bank, United Nations and OECD.

Lastly, and based on the answers to the previous research questions the results will be

extrapolated to estimate the impact that IFRS 9 new impairment model has on the economy.

3. Deductive Study

3.1 Relationship between Provisions, Loan and GDP Growth (RQ1)

For the purpose of this paper it is important to better understand bank’s response to economic
fluctuations and the relationship between Provisions and some macroeconomic conditions.
Therefore, data was gathered through 2 different sources: World Bank and European Central

Bank regarding European Union

By analyzing figure 2, it is evident that Figure 2: Provisions, Loans Issued and GDP Evolution in E.U.
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4,7 p.p. These results were the ones expected with both supply and demand as driving forces
(during expansions, the lending rate plus the demand for loans is higher due to market
confidence and opportunities). Indeed, the years where Loans had the biggest decrease were
2009, 2012 and 2013 (-1,77% ; -2,55% and -5,68%, respectively), periods where the
macroeconomic conditions were struggling in the European Union, with Portugal and Greece

as examples.

The relationship between Provisions and GDP growth, even though not obvious, looks like a
negative one: when there is a reduction in the economy growth, usually the level of provisions
tend to increase. Indeed, if a regression is performed with Provisions Growth as the dependent

variable and GDP growth as independent one (Table 2), when GDP growth decreases by one

Table 2: Provisions Growth and GDP Growth Regression

SOVIARY OUTPUT percentage point, provisions increase
Regression Statistics R
e o by 10 percentage points, on average,
Adjisted R Square —0:06
Standard Error 0,85 - - - -
p " ceteris paribus (correlation is -0,69).
ANOVA . . . .
df S Ms__F_sgnfianceF Truly, if there is an increase in the
Regression 1 0,37 037 0,50 0,50
Residual 8 585 0,73
ot : = impaired loans due to economic
Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95,0% Upper 95,0%
Intercept 0,43 036 120 026 0,40 127 0,40 17| . .
Provisions Growth -1004 1417 071 0,50 071 0263 4 22,63 |nstab|||ty (|n other words, smaller or

even negative growth rates of GDP) by accounting laws, banks needed to put aside provisions
to cover for those impaired losses (IAS 39). Supporting, the most evidence scenarios of this
concept occurred in the years of 2008, 2009, 2012 and 2013 which were the years where GDP
growth was either negative or close to 0% and Provisions reached it biggest increase and highest
historical values. Indeed, when Provisions registered the highest growth from 2007 to 2008
(261%), it was when GDP growth was almost zero - only 0,58%. These were the times where

there were higher economy frictions, and consequently, a higher rate of defaults.

Lastly, the relationship between Provisions and Loan growth follows the same reasoning as

GDP growth, i.e. there is a negative correlation between the two (-0,84), specifically in the
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period of 2007 to 2015. Therefore, we can infer that backward-looking provisioning amplifies

the cyclicality of bank lending.

3.2 Impact of Provisions on Capital Requirements and Lending (RQ2 & RQ3)

Regardless of the accounting standards used, when there is a change in the level of provisions,
it will affect banks income statement, their returns on equity and most likely their capital
requirements. This happens because Provisions are considered as an expense and, hence are
deductions from net interest income (a direct consequence of increasing provisions). When the
level of dividends is fixed, a provisions increase will result in a decrease of retained earnings
and, following the same reasoning, a decrease on banks regulatory capital (via its impact on

Tier 1).

From a regulatory point of view, it is difficult to say whether an increase in provisions is
desirable or not. By raising the level of provisions during economic expansions, the level of
reserves applicable to absorb future expected losses might increase, while at the same time,
depreciating the regulatory requirements buffers that entities have to mitigate other unexpected
losses (e.g. sales reduction) (Exhibit 1). Nevertheless, it is also expected that if banks allocate
these provisions during good times, they are limiting their capacity over this period, but in the
long-run and in the possibility of a downturn, they are better prepared as the strike in capital

requirements might not be so high due to the higher provision levels.

Even though the net effect of the offsetting rules is difficult to estimate, by observing historical
evidence, one can get an idea of the extent to which provisioning can influence capital. It is
important to highlight that we are considering that provisioning will only directly distress
capital to the extent that it affects retained earnings. Figure 3 shows the retained earnings and
tier 1 capital as a percentage of assets of Europe 10 major banks in 2018 (by total assets) from

the period of 2007 to 2017.
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Figure 3: Tier 1 Capital, Retained Earnings and Provisions (% Assets) Evolution of Europe 10 major Banks
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By observing Figure 3, it is possible to verify that there is a clear relationship between Tier 1
Capital and Retained Earnings over this period as expected (CET1 is composed mainly by
common stock and Retained Earnings). So, if provisions have a direct and adverse impact on

company’s profit, it will decrease banks’ capital requirements as expected.

Regarding the subsequent effects of capital requirements, when banks increase provisions they
are reducing retained earnings. At the same time, an increase in provisioning is associated to
riskier and fragile economic conditions (as discussed before in section 3.1), meaning that their

risk weighted assets will increase. Consequently, when loan loss allowances increase, Core Tier
1 Capital ratio (%) will reduce significantly (through the decrease of CET1 and the increase

of RWA). Considering that Basel 111 requires banks to have at least 4,5% of core capital to total
risk weighted assets (Exhibit 1), one of the few possible solutions is to cut lending supply.
Doing so, banks will be reducing the risk associated to their total assets and CET1 decreases
considerably less. Thus, capital ratios increase and comply with the capital requirements under
Basel I11. However, in recessions, this event results in shortage of credit supply and negatively
impacts the economy, contributing, furthermore, to its depression. Additionally, according to
most empirical evidence, it is possible to corroborate that in general, an increase in capital
requirements will reduce total credit supply in the short-run between 1,2 and 4,6 percentage

points, on average, ceteris paribus (Table 3)

Table 3: Impact of one percentage point increase in capital requirements on credit supply

Francis, W.B., and BIG MAG (2010) Aiyar, S., Calomiris C. and

Sasly Osborne, M. (2012) Wiedalek, T. (2014)

Bridges et al. (2014) | Mesonnier, J. and Monks, A. (2014) |Noss, J and P. Toffano (2014)

Lending Reduction % 1,2 1,4 4,6 3,5 1,2 4,5
Sample Used U.K. 15 Countries U.K. UK. France U.K.
Years Considered 1996-2007 - 1998-2007 1990-2011 2011-2012 1986-2010

Source: Martynova, N. (2015)
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Overall, with the new impairment model, although the impact of one percentage point increase
of capital requirements on credit supply is expected to maintain the same, by spreading
provisions between up and downturns, capital ratios volatility (in absolute terms) will be

significantly reduced. Following the same rational, credit supply will also suffer less variations.

In conclusion, one can infer that the basis for the decrease of pro-cyclicality under IFRS 9 is
established. According to section 3.1, banks usually react to economic struggles by increasing
the level of provisions and, afterwards, reducing loans issuance. Moreover, as seen in section
3.2, provisioning will result in a decrease of bank’s capital requirements. Consequently, by
spreading provisions over time and not only in impairment events, banks are strengthening their
capital buffers for the future and their lending criteria will suffer lower reductions in worst
economic periods. As capital supply is a key influencer on the amplification of the upwards and
downwards swings of the economy, the level of provisions may contribute to the reduction of

pro-cyclicality.

4. Econometric Study - Models and Data (RQ4)

Moving on to the most quantitative examination of this paper, the intent of the upcoming
analysis is to confirm empirically whether the adoption of IFRS 9 can contribute to the
reduction of pro-cyclicality, achieved through Provisions. Thus, further on, we will develop an
econometric model (in this case a regression analysis). At first, the objective was to perform a
time-series with a range of 30 years for the European Union, where the regressand is a variable
that represents economic stability. For the independent ones, as the objective of study is the
possible contribution of provisions, those are going to be included, plus other macroeconomic

variables to control the true effect of loan loss allowances.

However, when accessing the various databases discussed in section 2, it was clear that

gathering the data for 30 years for the European Union was unreasonable (data about provisions
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was only available since 2007). To face this challenge, two solutions arise: First, in order to
overcome the small sample, a panel data was considered such that the amount of data available
to perform the regression was wider and this way, increasing the robustness of the results. The
data considers 23 countries across Europe over 10 periods (2008-2017). Secondly, the original
idealized time-series will be performed, but in this case, only for the U.K. and the European
Union where a sample of the 5 biggest banks is going to be considered to retrieve the data about

provisions for the period of 1998-2017.

The identification of the variables used in the model will be presented with due justification:

Dependent Variable:

Absolute value of GDP — GDP Trend: the variable reflects what is expected to be affected by
the adoption of IFRS 9 — economic stability. By using this variable, we are obtaining the
differences between the real GDP and the expected one based on previous years (using the trend
function in excel). Doing so, we will be able to conclude on whether or not a variable can
contribute to the reduction of the downturns and upturns swings of the business cycle and, thus,
increasing the stability of the economy. The variable is in million euros (€) and the absolute
value was used, since the objective is to conclude on the deviation of GDP from its trend,

whether it is a positive or negative difference. Figure 4 pretends to better explain the variable

Figure 4: Dependent Variable

in question, where the blue line represents the real GDP and the
black one, the trend.

Explanatory variables in study

e Provisions: the relevant variable for the analysis of this paper represents the amount of
provisions in the banking industry by country. This variable will help us understand the
contribution of IFRS 9 to financial stability. The variable is in million euros (€) and we
hypothesize a negative coefficient, since the expectation is that provisions will decrease the

differences between GDP and its trend:;
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Control variables

¢ Final Consumption: retrieved from World Bank, it is the total consumption made by private
households plus the exchange of capital for goods and services. The currency used is in the
current US dollar value ($), measured in millions, and we are expecting that higher

consumption reduces financial instability, especially due to the potential of mitigating the

Figure 5: Net Effect

downward movements of the economy through a fastest recovery,

P

offsetting the GDP increase in expansions (Keynesian Model);

e Foreign Direct Investment (FDI): this variable was retrieved from World Bank and consists
on an investment made by a company or individual in a different country than the one it is
originally based in. The currency used is in million in the current US dollar value ($) and we
are expecting that if FDI has an impact on financial stability, it will be a positive one;

e Net Exports: another World Bank data, which was calculated by making the difference
between a country’s exports and imports. Once again, we are eXpecting a negative
relationship, i.e., a higher financial stability (using the same logic as Final Consumption and
FDI), and it is measured in the current US dollar value ($) in millions;

e Inflation and Inflation?: a World Bank indicator, represented in percentage that reflects the
rate at which the prices for goods and services rise. This variable was also squared, since it
was expected that it follows a polynomial function, where until a certain level, the higher
the inflation, the higher is the expected financial stability of the economy but only until a
certain point. For example, having a 1% of inflation is a good sign of financial stability but
a -1% or a 3% will likely increase the volatility;

e Unemployment: once again, a World Bank indicator that represents the total unemployed
individuals divided in percentage of the labor force available. Evidently, we are expecting a

negative correlation between unemployment and the measured variable;
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¢ Population Density: the data regarding this variable was retrieved in the World Bank website
where it represents the number of people per square kilometer. The hopes of this variable is
that higher values represent lower fluctuations in the economy, since it is more challenging
for an economy to oscillate when the population is bigger (the macro conditions would have
to be worse than those countries with less population);

e Education Index: a United Nations Indicator that measures the population education level by
using average years of schooling as well as expected years of schooling. It ranges from 0 to
1. Consequently, the higher the index, the stable is the economy expected to be;

¢ Political Stability: a World Governance Indicators regarding the level of political stability,
lack of violence or terrorism, among others. To do so, it measures the perception of the
probability of political instability or the occurrence of violence/terrorism moved by political
causes. The index ranges from -2,5, which indicates higher likelihood of instability, to 2,5,
indicating a strong performance with lower political risk. Thus, it is expected that the
economy is stable in nations with a higher political stability.

e Public Debt and Public Debt?: data retrieved in the OECD database, denotes the amount of
outstanding debt a country has issued over the years and is measured as a percentage of the
GDP. This variable was also squared due to the trade-off theory, i.e., until a certain optimal
point, debt is favorable as it is cheaper. But since that point, due to the distress costs
associated, a higher amount of debt brings companies/countries to an instable situation. This
theory was, therefore, added to the regression, by assuming that there is an interval of this
variable, where a higher Public Debt converts into higher financial stability. Nevertheless, it
is important to highlight that the preliminary results of the panel data regression showed that
this relationship does not apply (both coefficients had the same sign). Consequently, for the
time-series regressions we included both variables, whereas for panel data regression only

the standard public debt was included.
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To study the aforementioned relations, we computed the following regression on Stata:

|GDP — GDP Trend| = By + Byprovisions + B,FDI + Bsinflation + Binflation? + BsUnemployment +
BsPop. Density + f;Consumption + BgNetExports + foEducationindex + fioPoliticallndex + B, PublicDebt +

Bi12PublicDebt? + i.Country + i.Year + i

4.1 Model Results

First of all, prior to proceeding with the analysis of the regressions it is important to clarify
whether they have indications of autocorrelation (when there is a correlation between the
dependent variable and its lagged form, over different time periods) and/or evidence of
heteroscedasticity (when the variable standard deviation is not constant over time) between the

variables, and possibly correct for it.

Starting with autocorrelation, in the panel data regression, the Wooldridge test was performed
in Stata to measure autocorrelation in Panel Data (Exhibit 6). When analyzing the results, one
concludes that the null hypothesis is rejected for a 5% significance value (p-value is 0,025),
meaning that there is evidence of auto-correlation in this regression. On the other hand, to
analyze autocorrelation in the time-series regression, the simple Durbin Watson test was used.
For the U.K. a DW value of 2,095 was obtained whereas for E.U. it is 2,54 (Exhibit 8 and 10).
By observing the Durbin Watson table, and considering that there are 12 regressors excluding
the intercept and 20 observations, the lower and upper limit (dL and dU) are respectively 0,2
and 3,234 for a 5% significance value. Since both test results are allocated inside the interval

of the lower and upper values, the test is inconclusive.

Secondly, for the existence of heteroscedasticity, Breusch Pagan test in Stata was performed
where the null hypothesis is HO: Constant Variance. Regarding Panel Data (Exhibit 6), we obtain
a p-value of 0. Consequently, for any significance value, the null hypothesis is rejected, and
there is evidence of heteroscedasticity in this regression. However, for both time-series, the p-

value of the Breusch Pagan test for the U.K. and E.U. is 0,97 and 0,81 respectively (Exhibit 7
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and 9). That said, for the time-series regressions and for any confidence level, we do not reject
the null hypothesis of constant variance and there is compliance with the homoscedasticity
assumption. In Wooldridge, J. M. (2002), he presents a way of correcting for both
heteroscedasticity and autocorrelation using a simple method — clustering. Cluster is a technique
used, which consists on partition the data in clusters and then perform an individual multiple
regressions within each cluster. If done correctly, the different clusters will exhibit minimal
correlation from one another. This technique was applied to the panel data regression using the
correspondent command in Stata — Cluster (country). However, by observing the preliminary

results (Table 4), it was observed that by using this technique, only provisions would be

Table 4: Panel Data Regression using Cluster

significant at a 90% confidence

Linear regression Nuzber of obs = 230
F 15, 22 -
Prob F = -
Seend. = Bl level although the R? is
L
Root MSE - 41073
Std. Exr. adjusted for 23 clusters in country) . . .
considerably high (75%). That said,
Robust
Coet Std. Exx t Prie [96% Cont Intezval]
-1.608849 9379659 1.72  0.100 -3.554071 3363738 (j 1 EJ 1 1
-.000074% 0000764 -0.98 0.338 -.0002333 0000836 an SInCe the Oal Of thIS researCh IS
218636.1 158679.8 1.38 0.182 ~110445.7 547717.9
-498531.6 1804989 -0.20 0.785 -4241851 3244797
688517.2 4242932 1.62 0.119 -191412.9 1568447 H
Smees s e smi mamee eeum | 0 focus on the sign of the
~.2144169 1606706 -1.33 0.196 -.5476273 1187934
-.2136381 3959836 -0.54 0.595 -1.034858 6075816
-35216.52 185773.9 -0.19 0.851 ~-420488.1 350055 = - - -
2o s ieasezs oae oeer  smoess amess | COEfficients and the contribution of
-117062.2 96880.53 -1.21 0.240 -3179%80.1 83855.73
189210.6 215789 0.88 0.3%0 =-258308.5 636725.7

the IFRS 9 to financial stability and its components, the standard errors are not the main
motivation in this study. Nevertheless, robust standard errors will be used for panel data, and
automatically be correcting for heteroscedasticity. Now that we have described the variables
and address violations of assumptions in Multiple Linear Regressions, we will proceed to the

analysis using the tables below.

Table 5: Panel Data Regression using Robust Standard Errors Table 6: U.K. Time-Series Regression

hinesr tegiusiion T T P Souzce ss as ¥s Nurber of obs = 20

F( 42, 187) = 13.83 Fl 12, n= 460

2N 0 0k00 Model | 4.4760e+11 12 3.7300e+10 Prob > F = 0.0260

S-squared = 0.7506 Residusl | 5.6743e+10 7 8.1061e409 R-squared = 0.8875

Root MSZ = 41073 Adj R-squared = 0.6946

Total | 5.0434es11 19 2.654de+10 Root MSE = 50034

Robust
ABSGDPTrend Coef. Std. Err. E ltl  [95% Conf. Invervall ARGeOyToang Coats: fudRex & Wisl;  [s&YCoaf. Incarval

Bl daanl it Ga vk Same e Provisions | -5.168502 10.86577  -0.48 0.649  -30.86197  20.524%6
FOI | -.0000749 .0001459  -0.51 0.608  -.0003627  .0002129 o | Sars: 0004020, .12 0.0 =00 0Nl
Inflation | 218636.1 143409.2  1.52 0.129  -64271.79 501544 fofistion | 9.0ty 2 llaQl: LA LA 8.1y 2.01m0)
nflati -498531.6 1214543  -0.41 0.682  -2894498 1897435 loflaconl | tleedh 60808 1,200 .28 CA00ee 240009
Unemployment | 688517.2 224828.7  3.06 0.003  244390.7 1132044 Unmploymsns | =S7730ey 5230l S0.92 .43 C1.GZevd)’  AGedeT
-220.0669 160.1765 -1.37 0.4m -536.052 95.91819 PopulaticnDensitypeopleper 25582.52 19259.05 1.33  0.226 -19957.89 71122.94
2144169 1574788  -1.36 0.175 - 5250743 0962404 | [inaiConsumptionExpenditure | -.4356344 179507  -2.43 0.046  -.8603009 -.0113679
Ak BhEs M LG e  adia NetZxports 1.05184 3.455238  0.30 0.770 -7.1185  9.222179
= riatain | SRR ik LPitE BeE Gaimea G Zducaticnlndex | -1441815 2554582  -0.56 0.590  -7482442 4598812
PoliticalStability 2627.18 18273.62  0.14 0.886  -33421.76  38676.12 Torwicalfvahlivivy | 2396273 12BN LT 0106 CHAAM.E '63SEL-7
PublicDebtofGDP | -117062.2 50819.43  -2.30 0.022  -217315.3  -16809.12 RubltcOabicofons €N0eeE | aqgeui7: j2dn Do TljeBESiLY  SXDoenor
o | ieszi0 e 2405057 575 © 435 286031 ¢  cessss s PublicDebt2ofGDP |  -3949750 1516358  -2.60 0.035  -7535368 -364132.8
o _cons | -5578522 3898858  -1.43 0.196  -1.48e+07 3640812
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Table 7: E.U. Time-Series Regression

il Starting with the overall
Model | 1.6595e+12 12 1.3829e+11 Prob - F = 0.0817
Residual | 3.3196e+11 7 4.7423e+10 R-squared = 0.8333 A .
Total 1.9914e+12 19 1.0481le+11 “;‘:‘E:R;’.;:ua:edj g::zzf) Slgnlflcance Of the mOdeIS' the
ABSGDPTrend Coef. Std. Err. T P>l [95% Conf. Intervall nu” hypotheSIS assumlng a”

ProvisionsSBanksSample 16.76251 41.15771 0.41 0.696 -80.56 114.085
DI 0003917 .0003186 1.23 0.259 -.0003616 .0011445

-9.75e+07  6.33e+07 -1.54 D0.168 -2.47e+08 5.23e+07 COEffICIeI’ltS belng equal to Zero

1.47e+09 1.36e+09 1.08 0.318 -1.76e+09 4.70e+039
3469014 1.85e+07 0.19 0.857 ~4.04e+07 4.73e+07
=-392820.1 315235.3 -1.25 0.253 -1138233 352593

1970519 .1223649 1.61 0.151 -.092295 4863989 h d I) 1 1 d
-1.878617  2.316051 -0.81  0.444 -7.355207 3.597973 ( ence’ no mode IS reJeCte
-2574799 1.28e+07 -0.20 0.846 -3.28e+07 2.77e+07

1120098 1021206 1.10 0.309 -1294670 3534867

i beeior romear  ave o samea ememe| for the 3 different regressions

3.76e+07 3.53e+07 1.06 0.323 ~4.60e+07 1.21e+08

with a 10% significance value, with the smallest F-test being the time-series regression for the
E.U - F(12;7) = 2,92 - while the panel data regression has the biggest one - F(42;187) = 13,83.
Thus, we can state that all the models pass the overall significance test for a 10% confidence

level.

Moving on to the overall fit of the models and significance level of the variables, although in
the three regressions the variables used are the same, the time range and type of regression is
different from the panel data regression to the time-series one. Therefore, the adjusted R? (and
not the normal R?) must be used to compare them and infer which the best one is, as the normal
R? assumes that all predictors have an impact on the deviation in the regressand, which may
not be the case. The regression which has the higher adjusted R? is the panel data (74%),
meaning that the independent variables justifies 74% of the variation in the dependent one .
Following, is the U.K. time-series regression with an adjusted R? of 69% and then, E.U. with
55%. These results are encouraged since we are obtaining for the 3 different regressions, a big
percentage in the adjusted R2. Nevertheless, the panel data is considered as the best regression
to obtain the most reliable conclusions. Proceeding with the analysis, regarding the
interpretation of the coefficients and their correspondent significance, we will perform the

evaluation regression by regression.

Focusing on the one we consider as the best one — Panel Data — some variables are not

significant at the 5% two-tailed significance value, namely FDI, Inflation, Inflation?,
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Population Density, Consumption, Net Exports, Education Index and Political Stability
(correspondent p-value is higher than 10%). In other words, there is not enough evidence to
provide a conclusion with relative confidence for these specific variables. As for the significant
ones — Provisions, Unemployment and Public Debt— the null hypothesis is rejected as their t-
stat is, respectively, -2,21, 3,06 and -2,3. In other words, since there are 229 degrees of freedom
(230 observations — 1), using the t-student table, it is possible to confirm that the absolute t-stat
of the significant variables are higher than 2.575 with a two-tailed alpha of 1%. On the other
hand, it is also important to add that if robust standard errors were not used, all those 3 variables

plus Final Consumption would be significant at the 1% significance level (Exhibit 5).

Since we have a high number of variables (11) but only a few are significant, some variables
were retrieved one by one (those with the highest p-values) in order to obtain a more simplified

model where the adjusted R? did not decrease (74%) «. By analyzing Table 8, not only

Table 8: Simplified Panel Data Regression using Robust Standard Errors

Provisions, Unemployment and
Linear regression Number of cbs = 230
F( 38, 1%1) = 13.64
s - Public Debt (% of GDP) are
R-squared = 0.7480
Root MSE = 40856
significant, but also Inflation,
Robust
ABSGDPTrend Coef. Std. Err. t P>l [95% Conf. Interval)
Population Density and Final
Provisions | -1.870781 .6745495  -2.77 0.006  -3.201304 -.5402581
Inflaticn 213340 133188 1.60 0.111  -49368.22  476048.3
Inflation2 | -466021.9 1085940  -0.43 0.668 -2607997 1675953 .
Unemployment 711902.2 208360 3.42 0.001 300920 1122884 Consumptlon at an 85%
PopulationDensitypeopleper -229.7836 157.607 -1.46 0.146 -540.6574 81.09025
FinalConsumption | -.2368604 .1448087 -1.64 0.104  -.5224901 0487694
PublicDebtofGDP | -116318.9 50087.68  -2.32 0.021  -215114.9 -17522.83 Confidence |eve| AnaIyZing the
cons 172507.2  78948.12 2.19  0.030 16785.01  328229.3

coefficients one by one of this new regression, we have that: (1) If Provisions increase by one
million €, the difference between the real GDP and its trend will decrease in 1,9€ million, on
average, ceteris paribus; (2) Financial Instability increases by 213 340€ million for an
additional one percentage point of Inflation. But for each additional percentage point of
Inflation, the slope is reduced by 466 021,9€ million, on average, c.p; (3) if Unemployment
increases by 1 percentage point, Financial Instability will increase 711 902,2€ million, on

average, c.p; (4) if Population Density increases 1 unit, Financial Instability decreases 229,78€
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million, on average, c.p; (5) if Final Consumption expenditure increases by one million $, the
difference between the real GDP and its trend decreases by 0,24€ million, on average, c.p; (6)
if Public Debt as a percentage of GDP increases by one percentage point, the financial

instability decreases by 116 318,9€ million, on average, c.p.

Regarding the other two regressions, since those were not considered as the best models and to
avoid being too exhaustive on the variables examination, only the explanatory variable results
will be discussed. In the U.K. time-series regression (Table 6), Provisions were not considered
as a significant variable as the p-value is equal to 0,64. Therefore, and although we don’t reject
the null hypothesis, if we were to provide with a conclusion about the effect of this variable,
we would infer that for every one million euro increase of Provisions (in those 5 banks sample),
Financial Instability would reduce by 5,2€ million, on average, c.p. On the other hand, regarding
the E.U. time-series regression (Table 7), Provisions are also not significant at the 10%
confidence level (p-value is 0,7). Regardless, one could deduce that if Provisions in one of the
5 banks sample increases by one million €, Financial Instability would increase by 16,76€
million, on average, c.p. Nevertheless, Provisions in these two models are far from being

considered significant and, thus, the reliability of this data is unclear.

Consequently, while there is the small possibility that the coefficients/estimated impact do not
represent the true effect when performing a regression, one can infer that if Provisions have
indeed an impact on the economy and specifically, on the financial stability of the same, it will
contribute to its increase. Among the three different regressions, in two cases (Panel Data and
U.K. TS), there is a negative coefficient for Provisions, meaning that an increase of those is
expected to bring a decrease of the upwards and downwards movements of the GDP, and
therefore, a decrease in the instability of the same. Additionally, and focusing essentially on the
Panel Data regression, the results lead us to believe that provisions have a direct and positive

impact on economic stability.
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To conclude, it is important to emphasize one major assumption. The purpose and objective of
this model is to study the marginal effect that Provisions have on the economic stability. That
said, the model does not suggest an optimal level of provisions. Truly, there is a point until
which provisions stop being appreciated for countries and companies that desire stability, since
one of the most important characteristic of economic growth is the circulation of money. In an
extreme scenario, if banks are constantly putting aside high amount of provisions, loan issuance
will be significantly reduced. Subsequently, the capital generated will be limited, and therefore,

rather than obtaining stability, one will reach the opposite objective — constant negative growth.
5. Aggregate Results (RQ5)

As concluded before, when answering RQ4, we can extrapolate our results to answer the final
research question of this paper and ultimate hypothesis: The new accounting framework, IFRS
9, will contribute to the financial stability of the economy. Undeniably, one thing that was
concluded during our literature and theoretical review was that the implementation of the new
impairment model will not only distribute provisions over time, but also increase the level of
the same during expansions (independently of the risk associated to loans, banks will have to
underwrite those with provisions, whereas before, it was only necessary in periods where
default kicks in). Empirically was observed that provisions have a positive impact on financial
stability. Following a logical reasoning, since the level of provisions will increase under IFRS
9, the new accounting model will also contribute to the stability of the GDP. Nevertheless, the
question that still remains is regarding the amount in which it will contribute. However, since
the new accounting framework was only implemented in 2018, the data available to quantify
the results is still limited. Being said, one of the main outputs of this paper is a suggestion to

further research on quantifying the effect of Provisions.
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6. Conclusions and Recommendations

The IFRS 9 is an accounting framework required to be implemented by several companies that
have to comply with the International Financial Reporting Standard and will primarily affect
banks and insurance companies. The purpose of this work project was to infer about the effects
that this new accounting framework, IFRS 9, will have on the economy and on the various
stakeholders and specifically, verify if whether or not it could contribute to higher financial
stability. Therefore, this research pretends to add to the existing literature some insight, not only
about the process of the new accounting framework, but also the identification, interpretation
and possibly quantification of the expected effects brought by the ECL model. This was
achieved using historical values and extrapolating those to the future. Indeed, previous literature
about this feature focuses only on the theoretical implications rather than the practical ones,
which can be explained by the lack of longevity (IFRS 9 was only implemented in 2018).
Therefore, over this work project, the main objective was to test different hypothesis discussed

in the literature and answering the different research questions.

The findings suggest that there is an expected positive contribution by the IFRS 9 to the stability
of the economy. As seen in section 3, loan loss allowances have a direct influence on capital
ratios calculations. For banks in particular, it affects their lending criteria, meaning that they
lend relatively more in times of depression and less in times of expansion, contributing to the
economy pro-cyclicality. However, after the implementation of IFRS 9, when the economic
conditions are most promising, banks will be required to allocate allowances (i.e. loan loss
provisions), which will lead to a decrease of the earnings accounted and reduce loan growth,
On the other hand, in a recession, formerly accrued loan losses materialise and the hit in capital
requirements is lower. That said, with the purpose of meeting the minimum regulatory capital,
it will not be vital for banks to have a substantial cut in lending. Consequently, and since banks

are a key stakeholder in the economy (as one of the main suppliers of capital and contributors

24 | 35



to economy recovery), it will reduce economic volatility through different macroeconomic
conditions. In section 4, using an empirical approach, it was inferred that provisions can
contribute to the financial stability of the economy by reducing the upward and downward

movements of the GDP, although the impact is limited.

Regarding limitations of the paper, we focus more on the availability of data as it would be
crucial to present data that would already reflect the effects of IFRS 9. Nevertheless, the
objective is to focus more on future expectations rather than on analysing current results.
Secondly, it could also be supportive to have a bigger sample of countries in order to have more
reliable results. Lastly, managerial discretion and smoothing hypothesis were not considered
over this work-project and can alter the results obtained, as the level of provisions required

under IFRS 9 are still significantly associated to professional judgement.

To conclude, we present three interesting ideas for future research that can be developed.
Firstly, complete the same type of analysis performed in this paper but include years that could
already represent the effects of the new accounting framework, i.e. after 2018. Secondly, and
as previously discussed, although it was empirically observed that provisions results in higher
economy stability, it is clear that there is an optimal point to which Provisions (as a percentage
of assets) is desirable. Therefore, it is suggested a research that could reveal this optimal level,
in form of an equation or interval percentage. Lastly, a forecast of the main changes that the
new accounting framework will bring in terms of presentation and disclosure for the different

financial statements (Balance Sheets, P&L, etc...).
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8. Appendix:

Exhibit 1 — Capital Requirements Composition under Basel Il
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breaches a pre-defined trigger, thus reducing liabilities ;_$ s }.%
£ 2
’ ) . im i
Common Equity Tier 1 Capital (CET 1): g
il Retained earnings and share capital, less regulatory deductions for assets that E E ;
cannot absorbe losses or that are difficult to monetise ‘:, i i
v ¥

Exhibit 2 — Summary of existing studies on the transitional effect of IFRS 9 on provisions and capital
ratios

Number | Effecton Effect on Effect on Total

Regi
Gy cgion ofBanks | provisions | CETiratio | Capital ratio

Barclays (2017) | Europe 27 +17% -50bps -

Europe, the Middle
East & Africa, Asia

Deloitte (2016) . 91 +25% -50bps -
Pacific and the
Americas

EBA (2017) Europe 49 +13% -45bps -35bps
Europe, the Middle
East & Africa, Asia

Moody (2017) . 185 - -50bps
Pacific and the
Americas

ECB SSM (2017) | Europe 91 - -50bps

Exhibit 3 — Upwards and Downwards Swings of the Economic Cycle

GDP Effect of incurred
Growth S5 / loss approach

Business cycle

Time
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Exhibit 4 — Procedures of differences between the ECL Provision under IFRS 9 and the Regulatory
one

Scenario 1: IFRS 9 Expected Loss < Regulatory Expected Loss

Regulatory 12-Month Expected Loss Amount

Internal Ratings-Based
Stock of Relevant IFRS 9 Impairment Provisions Shortfall (Deduction of
Regulatory Capital)

Scenario 2: IFRS 9 Expected Loss > Regulatory Expected Loss

Regulatory 12-Month Expected Loss Amount Count as Tier 2 Capital

Stock of Relevant IFRS 9 Impairment Provisions

Exhibit 5 — Standard Panel Data Regression
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Exhibit 6 — Autocorrelation and Homokedasticity Test Panel Data

[ Stata/MP 13.0 - [Results] - X
File Edit Data Graphics Statistics User Window Help g
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Exhibit 8 - Autocorrelation Test U.K. Time-Series

[ stata/MP 13.0 - [Results] - 4
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Exhibit 9 - Homokedasticity Test E.U. Time-Series

[ Stata/MP 13.0 - [Results] - *
File Edit Data Graphics Statisics User Window Help L]
Gem E ol #-E000

PoliticalStablicity 1120098 1021206 1.10 0.309 -12594670 3534867 ~ ‘m T2X
PublicDebtofGDP 2.44e+07 1.38e+07 1.7 0.121 -8304249 5.71e+07 Variable ~
PublicDebt20£GDP -1.85e+07  1.05e+07 -1.76 0.122 -4.32e+07 6325770 e —
_cons 3.76e+07  3.53e+07 1.06 0.323 -4.60e+07 1.21e+08 Year
ABSGDPTren
Provisions
- . . FDI
omokedasticity Test for E.U. Time-Series** .
) Inflation
. hettest Provisions5BanksSample FDI Inflation Inflation2 Unemployment PopulationDensitypecpleper FinalC ture ts EducationIndex PoliticalSt Inflation2
> ablitity PublicDebtofGDP PublicDebt20fGDP Unemploym
PopulationD
Breusch-Pagan / Cook-Weisberg test for heteroskedasticity P
Ho: Constant variance FinalConsur
Variables: ProvisionsSBanksSample FDI Inflation Inflation2 Unemployment PopulationDensitypeopleper FinalConsumpti e ts onIndex NetExports
PoliticalStablitity PublicDebtofGDP PublicDebt2ofGDP Educationinc
Political! g
chi2(12) = 7.6 L . °"'“s"’,b
Prob > chi2 = 0.8089
Properties x
v
8+

B Variables A~
[ ] | (Neme vear
‘Label Year
‘Type int
| Forma %10
| Value |
Notes
B Data
ilenar

Label

| Notes

Variabl 16

|Obsen 20 ¥
CAWINDOWS\system32 [cap][NUM][ovR

Page 34|35



Exhibit 10 — Autocorrelation Test E.U. Time-Series
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