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Trade and product innovations as sources for prtodiyc
increases: an empirical analysis
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Abstract

Commonly increases in total factor productivity P)Fare associated with technological
innovations measured by R&D expenditures. Empirgsédilence seems to corroborate this
relationship. However, in trading countries like tetherlands, productivity increases, even
in industry, can also be the result of innovationthe way transactions are managed. These
innovations reduce transaction costs and expleitxélfare gains from (further) international
division of labour. Such innovations are only paiticluded in R&D data. Consequently
there is not much attention for these “trade intions” — as we label them - in policy. In an
empirical analysis this paper compares the infleesfdrade innovations with the influence
of R&D expenditures on TFP in various industriafizountries. It appears that, at least in
the Netherlands, trade innovations are as impoftarFP as technological innovations
which directly affect the efficiency of producticand which we label “product innovations”.
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Trade and product innovations as sources for ptodiycncreases: an
empirical analysis

Frank A.G. den Butter and Paul Wit

I ntroduction

In modern growth theory productivity improvements eneasured by the increase of total
factor productivity (TFP). TFP forms the part irtimcrease of production in the production
function that can not be explained by capital aimblr inputs. Mostly innovations and
technical change are thought of as contributoH®. Empirical research on productivity
growth, thus, mainly focuses on R&D and human ehfarmation.

However, there exists an alternative for explairpngductivity growth: transaction costs.
Lowering these costs namely leads to further speateon and division of labour and
consequently to productivity growth. Although mesbnomists recognize the importance of
transaction costs, there is not much empiricalevie in the literature on the contribution of
innovations lowering transaction costs (which weeldrade innovationsto TFP. Data on
R&D only partly captures trade innovations and rfyameasures innovations which directly
enhance the efficiency of production (which we lgireduct innovations A reason that the
contribution of trade innovations to TFP has nqilexly been studied, is that transaction
costs and innovations lowering these costs ar&dlifito measure. This paper tries to deal
with this measurement problem by using a proxytfade innovations, namely the difference
in the growth of trade (import and export) and gitowf production. The implicit assumption
is that without trade innovations, which lead tatier specialization and division of labour,
the growth of trade should be equal to the grovibroduction. We use this proxy in order
to answer the following research questions: (i) Houch do trade innovations and R&D
contribute to total factor productivity? (ii) Areatle innovations contributing more to
productivity than investments in R&D in the Netlartis? (iii) How much does the impact of
R&D and trade innovations on productivity differ ang countries? (iv) Should innovations
lowering transaction costs be incorporated in tisbdn Strategy?

The content of the paper are as follows. The nectien shortly describes the concepts of
total factor productivity, R&D expenditure and tsactions costs from the perspectives of
economic growth theory and transaction costs ec@wrtt gives an overview of the existing
empirical research on the impact of R&D and humepital formation on economic growth
and productivity. Moreover some theoretical argutaeme given for government
intervention. Section 3 discusses the data andp(g)specification used in the empirical
analysis. This analysis is presented in sectidfirdtly it focuses on the Netherlands because
we expect trade innovations to play an importal® mo this country. The Netherlands is
regarded as a ‘nation of traders’, where distrdnytfinancing, marketing and services are
important sectors in the economy (see e.g. WRR3,208n Dalen and Van Vuuren, 2005).
We conduct a co-integration and regression anatystime-series data for the 1951-1992
period. After this, the contribution of R&D anddeinnovations to TFP for six OECD-



countries, namely France, Germany, Italy, the Néhes, the United Kingdom and the
United States, is estimated using time-series fdatdne 1983-2001 period. Section 5
concludes. Here we also look shortly at the impilices of the analysis for the Lisbon
Strategy. In the recommendations for economic gndhis strategy mainly focuses on
investments in R&D in order to enhance productiyibhe 3% GDP target). When trade
innovations play a major role, such as appearg tind case in the Netherlands, this focus is
less warranted.

Innovation, growth and transaction costs

Total factor productivity and endogenous growthoitye

In modern growth theory productivity improvements emeasured by the increase of total
factor productivity (TFP). It forms the part in threrease of production in the production
function that can not be explained by capital admbur inputs, and covers many other, and
sometimes unobserved determinants of productiltiplso includes measurement errors and
aggregation bias. In empirical studies on TFP daisulated by means of a growth
accounting approach (see e.g. Timmer et al, 2088, Afk and De Jong, 1996 and Van Ark
et al. 2002, Hulten, 2000).

Tinbergen already introduced the concepts of TRPeadiiciency in 1942 and Solow
provided a simple framework to measure TFP in 1@%7bergen, 1942, Solow 1957). The
neoclassical growth model, developed by Solow amdrS forms the basis for the derivation
of TFP. In this model technological progress irdpctivity growth is assumed to be
exogenous, in other words, technology is treatéthasna from heaven'. Yet, in order to
understand and measure the influence of R&D expersdi on TFP it is warranted to
endogenise technological progress and economictgréw earlier strand to endogenous
growth theory is the so-called ‘AK approach’, aatiog to which technological knowledge is
intellectual capital, which can be lumped togethigh computers, crankshafts, and other
forms of capital into a single aggregate K (seeiggland Howitt 1998). Seminal models of
endogenous growth theory are given by Robert L{t@88) and Paul Romer (1986; 1990).
As Romer (1994) points out, this new growth litarathas been motivated by several issues:
(i) a more satisfactory explanation of long rurfefiénces in performances of different
countries, (ii) an attempt to explain aspects efémpirical puzzle not addressed by the
neoclassical model, such as the importance of dheaSs residual, (i) a more central role
for the accumulation of knowledge or the economideés and (iv) a larger role for
macroeconomics, e.g. fiscal and public policiegxplaining long run growth process (see
OECD 2003, for a survey of endogenous growth theory

Lucas (1988) incorporated human capital into tleevtin model. In this endogenous growth
model, the level of output is a function of thecgt@f human capital. The accumulation of
human capital will lead to a period of accelerataangh towards a new steady state growth
path. Romer (1986; 1990) emphasized the importahteew ideas’ for economic growth. In
his model long run growth is primarily driven byetaccumulation of knowledge. Here, new
knowledge is assumed to be the product of a relséactinology that exhibits diminishing
returns. He also assumes that the creation of ledye by one firm has a positive external



effect on the production of other firms. Spill-owdfects are thus playing an important role
in his model, which all together consists of thetaments: externalities, increasing returns in
the production of output, and decreasing returriherproduction of new knowledge.

These ‘new growth theories’ have formed the baliumerous empirical studies aimed at
explaining economic growth and TFP. This researamiy follows two lines. The first line
builds on the model of Romer and focuses on R&e 3écond line explains growth through
the accumulation of human capital and builds onatbek of Lucas. As our empirical
research is confined to the influence of R&D on T®E will not discuss human capital
explanations for economic growth any further, d@lb®at what we call trade innovations is
much related to investments in human capital.

Empirical research on the determinants of growth

Empirical studies on the impact of R&D on produgtinclude cross-section, time series and
panel data analyses and use data on the leved abimtry, industry and firm. A survey by
Cameron (1998) shows that most empirical studiebdi strong relationship between R&D
capital and production. The elasticities range ffbfto 0.42. So it seems that the magnitude
of the impact of R&D on production is difficult ttetermine.

From a policy point of view the spill-overs fromvestments in new technologies are
important as they are associated with (positivégrealities. It hinges on the assumption that
technology developed elsewhere can, almost witbostis, be implemented in ones own
country or firm. CPB (2002) surveys research osetspill-overs and finds that spill-over
effects (or indirect effects) are a major contrdsub growth. On average, the indirect returns
of R&D are 2,63 times the value of the direct retuof R&D.

With respect to the link between TFP growth and R#fil-overs, Jacobs, Nahuis and Tang
(2002) use sectoral data for the Netherlands. Tineyan elasticity of total factor
productivity with respect to R&D of 37% for R&D cducted by the sector itself, of 15% for
R&D conducted by other sectors in the Netherlaadd, of almost 3% for R&D by foreign
sectors. This emphasizes the importance of R&D-gpérs as both domestic R&D as well
as foreign R&D have a significant impact on prodtitst growth. The impact of foreign

R&D is, however, relatively small.

Guellec and van Pottlesberghe de le Potterie (2pfd)ide empirical evidence on a country
level. Using panel data for 16 OECD countries, tfieg that R&D is important for
productivity and economic growth, be it developgdhsiness, by the public sector or
coming from foreign sources. According to theitirastes an increase of 1% in business
R&D, foreign R&D and public R&D generates respeelw0.13%, 0,44% and 0.17%
productivity growth. These outcomes are somewheaaance with the results from Jacobs,
Nahuis and Tang, who find a much smaller impadoaign R&D.

Transaction costs economics and trade innovations
The main argument of this paper is that besidedymtoand process innovations resulting
from technology oriented R&D, innovations in traxkn also lead to productivity growth.



The theoretical basis for this is provided by theremics of transaction costs. It shows that
lowering transaction costs will lead to further gpéization and division of labour, and
therefore to productivity growth. As a matter aftfavhen R&D data would include efforts
to reduce transaction costs, an empirical anabfdise influence of R&D on productivity
growth would automatically include the effect dde innovations. However, as we will see,
efforts to foster trade innovations are, for adapagrt, excluded from data on R&D.

Adam Smith already illustrated that specializatonl division of labour increases
productivity and therefore constitutes a major sewf economic wealth. He was inspired by
the idea that the price and market mechanism ceelyf coordinate the division of labour.
That there are costs involved in running the mankethanism has long been overlooked by
economists. Finally it was Coase (1937) who notited if the market mechanism
effectively allocates resources, there is no re&sioresource allocation to be planned within
the hierarchy of firms. He suggested that marKketation brings about costs, and that
optimal firm size is determined by marginal codtaltocation through the market being
equal to the marginal costs of allocation withia therarchy.

The first author to use the term ‘transaction cagés Arrow (1969). He referred to
transaction costs as the costs of running the eomngystem. A more detailed taxonomy of
transaction costs is given by Williamson (1985)lIlanson follows Arrow’s definition of
transaction costs and uses the economics of inf@ymas an important building block. He
distinguishes between ex ante and ex post trapsaotists. Drafting, negotiating and
safeguarding an agreement are part of the ex mmsdction costs. The ex post transaction
costs consist of the costs incurred when transachiift out of alignment with requirements,
the set up and running costs associated with tliergance structures to which the disputes
are referred and the bonding costs of effectingreecommitments (Dietrich, 1994).

Although Williamson focuses on the indirect codtexchange, also direct costs are part of
transaction costs. In this paper we define trammacbsts asll costs market participants
make in exchanging goods, services and idBath traditional costs of trade transactions
such as costs of transportation, taxes and taaiffsyell as more indirect costs as searching a
potential trading partner, information costs altbetreliability of the trading partner and the
guality of the goods and services, the costs obtietipn and contracting, monitoring and
enforcement costs, and also the legal infrastracue part of transaction costs. Shortly said,
transaction costs are all costs except the devadopand direct production costs.

In this vein North and Wallis (1994) make a distiog between transformation costs and
transaction costs. Here, transformation coststereosts of the land, labour, capital, and
entrepreneurial skill required to physically traosf inputs into outputs. Transaction costs
are the costs of the land, labour, capital, ancepreneurial skill required twansfer

property rightsfrom one person to another. Distinction betweaséhcosts is, however,
difficult to make. They illustrate this by the folling example. Hiring a foreman to
supervise workers should be treated as a transamst, since it changes the property rights
attached to the labour services by transferringitgie to direct labour from the worker to the
foreman, whereas in fact the foreman is typicathated as a cost of production.



Transaction costs, trade innovations and produttivi

In the traditional trade theory trade is viewedaasllocation problem where transaction
costs play a minor role (see Krugman and Obstfg8y7, for an overview of trade theories).
However, there are significant costs involved ading. These transaction costs, as specified
above, have an important impact on the size ott(adefler, 1985) and set a limit to
specialization and division of labour and thereflar@roductivity growth. Lowering these
costs will thus enhance further specialization dingsion of labor and consequently
productivity growth (see for example Amable, 2080 shows that there is a positive
relationship between specialization and produgtigiowth). In a theoretical exercise
Herrendorf and Teixeira (2005) show how barriersiternational trade, which can be
considered to bring about high transaction co$fiscaTFP in a negative sense.

Lowering transaction costs, which lead to an ineeeieefficiency of trade can impact wealth
in two different ways. The first extreme possililis when traders (or intermediaries) have a
monopoly position and trade margins stay the sdine.welfare gains of the productivity
growth will than solely benefit traders. In thisseathe country that benefits is the home
country of the traders. The other extreme posgibigithat the trade margins will decrease
with the same amount as the fall in transactioiscds this case the increased efficiency of
trade leads to an increase of trade because e qfrgoods and services lowers or the costs
of producing can increase. It shows that theredis@ibution problem associated with lower
transaction costs: it can either accrue to theetradintermediary, to the producer (producer
surplus) or to the consumer (consumer surplus).l&tter will occur in the case of a full
competition equilibrium with costless entry of inteediaries

Innovations lowering transaction costs (trade imt@ns) result in productivity growth
through further specialization and division of laban the same way as discussed above. In
fact, the use of an intermediary (lowering tranisectosts) is an example of a trade
innovation. Other examples of trade innovationsgiwven in North (1997). He explores
innovations that significantly lowered transactamsts and so lead to production and
exchange that had not existed before. Three impioitade innovations are mentioned. The
first is the development of institutions that peted anonymous exchange to take place
across space and time. Among these institutions wégrcommunity credit markets,
insurance markets, contracts for future deliveng the bill of exchange. Merchants
gradually evolved codes of conduct (Law Merchantthe absence of state enforcement, the
basis of enforcement lied in reputation damagemAskets grew, this reputation mechanism
was insufficient, which led to the second majodé&rannovation: the assumption by the state
of the protection and enforcement of property sgfithe third innovation is the realization of
the gains from the modern revolution in scienc&kifig@dadvantage of the ‘marriage of
science and technology’ that led to new technolagiled an enormous reorganization of
economies to realize the potential gains of thebrtelogy. It is necessary to have control
over quality in the lengthening production chaid &m have a solution to the problems of
increasingly costly principal-agent relationshipeerefore institutional and organizational
restructuring is essential to gain from technoldy North (1991) states: declining costs of
transacting brought about by the innovations diittsons played a key role in the process



of growth. It nicely illustrates the interactionttyeen technological progress and innovations
that reduce transaction costs.

Our concept of trade innovations is somewhat rdlegevhat Jacobs (1999) has labelled
‘transaction innovations”. In his view innovatiods not only comprise product and process
innovations, but also the mass customisationtheeway products and services are sold.
Examples the distribution of pizza’s and the leggihcars and also airplanes.

The role of the government

North and Wallis (1982) emphasize that the govemntrhas an important role in reducing
transaction costs. Their argument is that the satet only concerned with transfer
activities, but also must devise a set of rulethuce transaction costs of the economic
system in order to foster economic growth and edha tax base and therefore income
available for transfers. These transaction serviedgce transaction costs and lead to further
specialization and productivity growth. The fundautad argument is that, due to
externalities, free rider problems and economiexcafe, there is a market failure which the
government has to repair.

Measuring transaction costs

Although lowering transaction costs can contrilsigmificantly to productivity growth, the
empirical proof is scarce. That is because traf@acbsts are difficult to measure. Many
types of transaction costs are unobservable antbtde quantified, for example search
costs and risks. Wallis and North (1986) use the ef the transaction sector as their proxy
for the aggregate size of transaction costs iretdemomy. The fundamental problem in using
this proxy is that, on the one hand, division d&fdar gives rise to more exchange and hence
brings about more transactions and more transactists. On the other hand, at the micro
level it is desirable to minimize transaction co3ise rise of the transaction sector is exactly
to serve that purpose (Wang 2003). Therefore usiegize of the transaction sector as a
measure for transaction costs can be misleading.iglespecially true for a trading nation
such as the Netherlands, which has a comparatixangatje in keeping transaction costs low.
A further problem here is come to an operationéihd@n of the transaction sector. For
instance, production and value creation of muliometls is, in the statistics, allotted to
industry (the production sector), whereas, e.ghénNetherlands, a large part of the activity
of the multinationals relates to the orchestrafimgction of their headquarters. In fact this
can be regarded as value creation through transacti

If innovations lowering transaction costs were eotly measured in R&D figures, there
would be no case to use a proxy for trade innomatiblowever, R&D figures are an
inappropriate measure for innovations in transastidwo points need to be made in this
context. First, according to the present Systeidaidfonal Accounts (SNA-93) R&D is not
considered to lead to the creation of intangibtediassets. Second, following the Frascati
Manual (OECD, 2002), the international guidelinerfieasuring R&D, the main principle is
that R&D leads either to pure knowledge creatiotherinitial conception of a product or
process innovation. Here, the existence of exatusivnership of knowledge is an important
precondition for knowledge to comply with the geale8NA definition of an asset ( De Haan



and Van Rooijen-Horsten 2004). The creation of garlenowledge without exclusive
ownership is thus not considered as an R&D actiRigmarkably this definition is even at
variance with the argument of innovation policyttkmowledge creation from R&D brings
about positive externalities due to incomplete edability, so that innovation policy has to
repair this form of market failure. From the SNAfid&ion of R&D it follows that

knowledge about foreign markets that can leadwetdransaction costs is not included in
R&D figures. Trade innovations of an institutiomature, such as the creation of a system of
law, are also not captured in R&D. Finally, alsse@rch efforts which evoke trade
innovations in the form of intangible assets arepaot of R&D figures.

It shows that a large part of research efforts Wwigad to innovations lowering transaction
costs are not correctly measured in R&D figuressenfigures mainly focus on direct
innovations in production, because of the compkanith the SNA definition of an asset in
order to be captured in R&D figures. However, thies not mean that R&D figures do not
measure any efforts to come to trade innovatioradl .aSome technological innovations
included in R&D figures directly lead to lower tissaction costs. The most obvious
transaction costs that are lowered by technolognedvations are transportation costs, for
example by the creation of more efficient meansarisportation. So although efforts to
bring about trade innovations are not correctly snead in R&D figures, partially they are
captured in R&D figures.

This study uses an alternative proxy to measuréeatacro level, what we call trade
innovations. They contribute to a reduction of s@&tion costs at the micro level. So we try
to circumvent the problems of the proxy by WallslaNorth. Of course, we acknowledge
that our proxy is a very rough measure of the ugiohgy concept as well. The basis of our
proxy is that the limits to trade are caused bgdagtion costs. Trade innovations are,
through lower transaction costs, leading to furgpcialization and division of labour and
consequently to an increase in trade. Here the atradutrade can be seen as a function of
trade innovations and demand. Without trade innomatand thus further specialization and
division of labour, the growth of trade should logi@l to the growth of production, assuming
a unit elasticity. Therefore we regard the diffeebetween the growth of trade and the
growth of production as a suitable measure foretiadovations and use it in our empirical
analysis.

As already acknowledged, there are disadvantagesitg this measure in estimating the
(relative) contribution of trade innovations and BR&o TFP. In the first place, the difference
between the growth of trade and the growth of petidn measures the effect of trade
innovations on trade and specialization. It dogsmeasure the total amount of expenditures
on innovations lowering transaction costs (whiclyrna subjected to diminishing returns).
Consequently, by using this proxy nothing can bé shout the effectiveness of investing in
trade innovations. In the second place, the proloEraverse causality between trade
innovations and productivity growth exists. Prodkitt increases due to better technologies
may enhance specialisation as well and bring almaue trade. Because of these
opportunities for further growth and the limitsitglaced by transaction costs, economic
actors become more willing to invest in trade inmitans to stimulate growth. Productivity



growth can thus lead to more innovations in trfigi, as innovations in trade lead to
productivity growth. Finally, it should be noticéitht an accurate distinction between
innovations in production and trade innovations wanbe made. Although R&D figures
focus on innovations in production, they do, as tio@ed before, partly measure trade
innovations as well. When estimating the contritmutdf trade innovations and R&D to TFP
simultaneously, the effect of some innovationsrivdpiction that also lead to lowering
transaction costs is now picked up by trade infiomatand is no longer attributed to R&D.
In our empirical analysis we try to avoid probleafisimultaneity and of reverse causation
by specifying lagged relationships.

Trade innovations and the Lisbon strategy

Governmental policy aimed at stimulating econommagh mainly focuses on knowledge
(i.e. human capital formation) and research ane@ldgvnent. One of the criteria of the
Lisbon Strategy is that 3% of GDP must be invesgid®&D. However, as previously
explained, innovations in trade can also generdaa@nic growth. The Lisbon Strategy
should therefore also incorporate policies aimddwering transaction costs. Important
policy issues for lowering transaction costs angcation, infrastructure, better information
and international cooperation. Some technologimabvations indeed contribute to a
reduction of transaction costs, e.g. development€T which lowered search and
information costs substantially. But a large paihaovations in trade remains unobserved
and therefore unnoticed in policy. The Lisbon siggtalso focuses on investments on R&D
because these investments bring about large slisdbetween countries so that the EU-
countries collect welfare gains from each othevestments in R&D. That is why Gelauff
and Lejour (2006), using an applied general equuith model for the world economy, find
large positive effects for the EU when these coestwould meet the target of 3% GDP.
However, in their view investments in R&D mainljlat to product and process innovations
so that possible positive externalities of tradeirations remain out of sight.

3. Data

In order to measure the influence of R&D and trem@vations on TFP, we have collected
time series data on these variables In our empaitalysis we use two data sets. The first set
consists of data on TFP, R&D and trade innovatfonshe 1950-1992 period for the
Netherlands. The second set contains data on T&B,dRd trade innovations for six OECD
countries, namely France, Germany, Italy, the Biddimds, the United Kingdom and the
United States, during the 1983-2001 period. Aslttier observation period is rather short,
we are obliged to estimate simple specificationsrder to illustrate the differences among
these countries.

TFP, R&D and trade innovations in the Netherlands$he period 1950-1992

For the measurement of our proxy for trade innovesj we use data on export, import and
production form CBS Statline (Dutch Bureau of Stais), the OECD economic outlook and
the United Nations handbook of international tradd development statistics. Data on TFP
and R&D for the 1950-1992 period are taken from YAak and De Jong (1996). (see the
appendix for a more detailed description of ouadaturces) Unfortunately no comparable



data on TFP are available for a more recent pesaoithat the first part of our empirical
analysis does not take developments after 1992actount,

Figure 1 shows the development of the annual groatés of TFP, R&D and trade
innovations, according to this data set. The grawath of trade innovations seems to follow
the growth rate of productivity quite good, witketbxception of the first three years, and
looks like a stationary process. On the other hdragrowth rate of investments in R&D is
characterized by a strong negative trend until 1983
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Figure.l Annual growth of TFP, R&D and trade innovations, in per centages
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Table 1 Average annual growth of TFP, R& D and trade innovations, per centages

TFP R&D Tl

55-92 1,9 7,4 2,7
55-80 2,2 9,8 3,2
81-92 1,3 2,4 1,7
55-60 1,7 12,5 3,9
61-65 2,2 13,8 29
66-70 2,9 10,6 54
71-75 2,2 7,1 1.8
76-80 1,9 4 2

81-85 1,8 2,3 15
86-92 1 2,4 1,8

Table 1 summarizes the data set by giving averagaa growth rates for various
(sub)periods. The table shows that the growth ¢ T§the highest during 1966-1970.
During this period, the growth of trade innovatiesiglso peaking. After 1970, the growth
rate of TFP is declining to 1 percent a year. giwvth in trade innovations and investments
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in R&D is also declining, but we note a small irage in the growth rate during the 1986-
1992 period compared to the 1981-1985 period. &pa&rdecline of the growth rate of R&D
after the 1961-1965 period is also noteworthy.

TFP, R&D and trade innovations in six OECD coundrauring the 1983-2001 period

For the international comparison we collected ambstructed data on trade innovations from
the OECD economic outlook. Data on TFP is founthenTotal Economy Growth

Accounting Database of the Groningen Growth & Depaient Centre (GDDC). Data on
R&D expenditure are taken from the OECD Main Scgeand Technology Indicators
Database. Table 2 shows the average annual graveth of TFP, R&D and trade
innovations of all six countries.

Table.2 Average annual growth rates, 1983-2001, per centages

DE FR IT NL UK us
TFP 17 0,7 0,8 0,8 1 0.9
RD 2,8 2,7 3.1 2,8 15 38
TI 2,6 3,4 3,4 2,9 3,0 4,2

Average growth rates of R&D and trade innovatioasdt seem to differ much with the
exception of the UK. Germany witnessed the biggesivth of TFP, but does not have high
growth of R&D and trade innovations compared todtier countries. The United States,
according to these figures, is very innovative.yThave a very high growth rate of both
R&D and TI. This, however, does not yield a higbdrctivity growth.

4. Empirical Analysis

Specification

Most empirical analyses of productivity, and mgpedfically TFP, use a simple Cobb-
Douglas production function. Determinants of prddiky are either investigated directly, by
additional explanatory variables in a specificatidrich explains (total) production, or in a
two step procedure, where in the first step THRisved as unexplained part of a standard
production function, and where in the second step 1B explained by additional
determinants. Our empirical analysis follows the step procedure. For the first step we
take TFP data from the literature (see the prevemasion) so that our analysis concentrates
on the second step, namely explaining TFP. We depecify a fully fledged model which
encompasses the influence of both product and tremerations, but just perform a simple
time series analysis where we look at the relai@anatory power of R&D expenditure and
(our proxy for) trade innovations on TFP.

In our analysis we use two specifications. Firste/have the level of TFP explained by the
level of the explanatory variables:

(1) In TFR = Bo + [31 In RD.1 + Bz In Tl + Bs In Tle.q + &,

12



where TFP, RD, and Tl are respectively total fapr@ductivity, research and development,
and trade innovations

The above specification conforms the Cobb-Dougipgton where TFP as the residual
from the production function is explained by valébwhich represent induced technical
progress. However, when measured in levels alab#s in the equation show a strong
trend. Therefore much of the correlation in (1ré&nd correlation and the specification
represents the long term relationship. As an atéra we specified a relation in growth
rates:

(2)  TFR =Bm Tlia +PBro RDi1 + &,

where a dot indicates the change in percentagés.rdlation can be seen as a short run
relationship and does not suffer from trend coti@ta In our analysis of TFP in the
Netherlands we use both specifications, but ford¢lggessions for the other OECD countries
only specification (2) is used. Here i stands far tountry in the regression.

5.2 Co-integration analysis for the Netherlands

In order to gain more insight into the time sepesperties of the variables of our
regressions, we have tested whether the serig¢sdddetherlands are co-integrated and have
common trends. We used the so-called Engle-Grgiigey method for this test. The first

step is to determine the order of integration efvariables which we did by means of the
Augmented Dickey-Fuller (ADF) test. The result al®wn in table 3.

Table 3 Order of integration

LTFP LTI LRD

1(0) 1(1) 1(2) 1(0) I(1) 1(2) 1(0) (1) 1(2)
t-Statistic -1,33 -6,17 -2,29 -9,58 -2,45 -0,63 3,54
Critical Value 5% | -2,94 -2,94 -2,94 -2,94 -2,94 2,94 -2,94
Order of integration 1(2) (1) 1(2)

The table shows that TFP and trade innovationgnéegrated in the first order. However,
data on R&D pose a problem as they seem to berattljin the second order. An eyeball
test of figure 1 would confirm that the growth atéf R&D do not follow a stationary
process. It implies that there can be no co-iatikgn between TFP en R&D expenditure,
and consequently from this empirical perspectivelationship between R&D expenditure
and TFP is hard to establish.

In order to find out about the co-integration betw@ur measure of trade innovations and
TFP, we performed the ADF unit root test on thédwees of the static equation:
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INnTFR =Bo+ In Tl + &

The t-statistic of -3,56 indicates that TFP andérannovations are co-integrated indeed so
that here a long-run equilibrium exists. The faetttTFP and R&D expenditures are not co-
integrated, but that TFP and trade innovationcarmtegrated, strengthens our a priori
belief, that innovations in the transaction sector be an important source of productivity
growth in trading countries like the Netherlands.

The contribution of trade innovations and R&D t@guctivity

Now we come to our empirical investigation of thgpact of trade innovations and R&D on
TFP in the Netherlands. The results of 5 variahtgpecification (1) are shown in table 4.
Table 4 The contribution of trade innovations and R& D in the Netherlands, 1951-1992.

Dependent variable: LTFP
(1) (2) (3) (4) (5)

LTI 0,69* 0.42* 0.47*
(38,25 (2,94 (3,01

LTI(-D 0,68* 0,28* 0,32*
(37,81 (2,02 (2,18

LRD(-1) 0,26* -0,04
(28,56 (-0,82]

C 1,33* 1,40* 3,38* 1,29* 1,00*

(1358 (14,35 (56,43 (13,37 (2,74

Estimator OLS OLS OLS OLS OLS
Period 50-92 5192 51-92 5192  51-92
No of obs. 43 42 42 42 42

R? 0.97 0.97 0.9t 0.9¢ 0.9¢

* is significant at 5 percent level.

This table shows that during this reference petti@dcontribution of trade innovations to
TFP has been somewhat more substantial than theledion of R&D expenditures to TFP.
This is clear when comparing columns (2) and (3hwdgged values of both alternatives so
that there are no problems with simultaneity angiee causality. When R&D expenditure is
added to a specification with both the contempoeamy lagged values of trade innovations
as explanatory variables (column (5)), R&D expamdis has no additional explanatory
power.

Table 5 presents the estimation results for speditin (2) with growth rates when using the

long time series data set for the Netherlands. Nevhave split up the observation period in
some sub periods.
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Table 5 The contribution of R& D growth and growth of tradeinnovationsin the
Netherlands

Dependent variable: DLTFP

Period: 1955-1980 Period: 1981-1992 Period: 1987-1992
1) (2) (3) 4) () (6) ) (8) )
DLTI(-1) 0.35* 0.0¢ 0.55% 0.32 0.46* 0.4z
(3.61 (0.66 (3.67 (1.81 (4.17 (1.89
DLRD(-1) 0.20* 0.17* 0.52* 0.32 0.38* 0.04
(5.00) (2.86 (3.79 (1.94 (2.64 (0.19

Estimator OLS OLS OLS OLS OLS OLS OLS OLS OLS

No of obs. 26 26 26 12 12 12 6 6 6
* is significant at the 5 percent level

The results in table 5 indicate that there has besmft of importance between both
explanatory variables during the reference pefiothe first sub period, 1955-1980, R&D
expenditures have the better explanatory poweressuored by the t-values. When both
variables are taken together in the specificatiom coefficient and t-value of trade
innovations become small (column (3)). In the secsub period, 1981-1992, the sizes are
about equal, whereas in the third sub period, 18832, the influence of trade innovations
seems to dominate.

The overall conclusion is that trade innovatioresam important contributor to productivity
in the Netherlands. The empirical evidence als@sspthat the relative contribution of trade
innovations compared to innovations measured by R&iDcreasing over time.

Differences in the contribution of trade innovascend R&D among countries

One criticism on the Lisbon strategy is the ‘oreedits all’ approach. All countries,
according to this strategy, should invest at 188stof GDP on R&D. As mentioned before,
not all EU countries can be characterized as typicaduction countries. Some countries are
more focused on distribution, financing, marketamgl service. Our proposition is that in
these ‘trading nations’, investing in R&D expendési (as they are measured in the national
accounting framework) may be of less importance thaountries where production
technology matters more.

In order to test this proposition, table 6 gives ¢istimation results of specification (2) for six

OECD countries, namely France, Germany, Italy Nb#herlands, the United Kingdom and
the United States. The reference period now is 48R .
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Table 6 The contribution of R& D and tradeinnovationsto TFP in six OECD countries
(t values in parentheses)

Dependent variable: TFP Growth

FR GER IT NL UK us
Growth_TI(-1) 0,10 0,17 0,00 0,17 0,12 -0,04
Growth_RD(-1) 0,09 0,19 0,05 0,05 0,07 0,20

(1,54)  (149)  (0,72) 0,60)  (0,55)  (3,13)*
Estimator OLS OLS OLS OLS OLS OLS
Period 83-01 83-01 83-01 84-01 84-01 83-01
No. of obs. 19 19 19 18 18 19

* is significant at 5 percent level.

In the regressions of table 6 we have included bethsures for innovations in each
equation. It corroborates our previous result imdhis period trade innovations have more
explanatory power in explaining TFP growth in thetiNerlands than R&D expenditures,
albeit that the statistical significance of theffioent values is rather low. In Germany and
France the contribution of R&D expenditures is &rthan in the Netherlands, while, quite
surprisingly, the contribution of trade innovatiaaslso substantial. The results for the UK
are rather puzzling whereas trade innovations gedmave no impact at all in Italy and the
US. The contribution of R&D expenditure to TFP ighest in the US and its coefficient is
highly significant. All in all, even at the aggedagd level, these result clearly show the
differences between countries which are innovativeade and countries which are
innovative in production. Consequently, the ‘ormedits all’ approach of the Lisbon strategy
and the focus on R&D expenditures for enhancingvftand the competitive position does
not seem justified.

5 Conclusions

With respect to the 4 research questions in thhedottion, the empirical analysis of this
paper provides the following answers: (i) tradeowations contribute considerably to
productivity in the Netherlands; (ii) nowadays &adnovations seem to contribute more to
productivity than investments in R&D in the Netlzartls (iii) the impact of R&D and trade
innovations on productivity differs among OECD cuties: we can see a clear difference of
the impact of R&D expenditure on productivity beémecountries with large transaction
sectors (“trading countries”) and countries witlar@e production sector; (iv) it suggests that
innovations lowering transaction costs should loeliporated in the Lisbon Strategy, or at
least that the exclusive focus of the Lisbon daten R&D expenditure (the 3% GDP target)
is unwarranted.
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We acknowledge that this paper provides only & éittempt to separate the influence of
product and trade innovations on productivityelives much scope for future research. First,
the proxy that is used to measure transaction cosasures the effect of lowering
transaction costs and not the expenditures on atians lowering these costs. Here using an
adequate data set with longitudinal data at thetpéavel is warranted. However, a strict
separation between R&D and trade innovations wltbficult to make, because R&D do
partially measure innovations lowering transactioats. It may be useful to make a further
breakdown into various types of investments whichaace the division of labour and
productivity. As yet spillovers between these d#éfe types of knowledge investments will
complicate the analysis but can also give an ittidindor the need of government
intervention in case of externalities.

Second, the existence of reverse causality betWE@nand trade innovations can influence
the results. This reverse causality, or more pedcihie proposition that the causality runs
from productivity to trade, is a much discussedéss the literature. It is, in fact, part of a
more general discussion on the determinants dintlaé&e or buy” decision, where
transaction costs and R&D spillovers play an imgatrtole (see Gattai, 2005 and Lumanega
—Neso, Ollarreaga and Schiff, 2005). In our vieer¢his, from the transaction costs
perspective, reason to assume that causality alss) from the innovative skills to reduce
transaction costs to productivity. In our empiriaahlysis we tried to avoid the problem of
reversed causality by specifying the explanatoryaldes with lags. A related question for
further research regards the impact of these fradwations on employment, at home and
abroad. Up to now the focus is on employment cheiagel labour market dynamics because
of an international rearrangement of jobs in tredpction sector, including “production” of
services (see the survey by Hoekman and Winte3)20lo much attention is paid to the
transition of workers from the production to the@nsaction sectors and to the worldwide
division of labour in this respect. Future reseamay deal with these problems and provide
more empirical evidence on the contribution of &r@hovations to productivity growth.

Literature
Aghion and Howitt, 1998, ‘Endogenous growth thep@ambridge: The MIT Press.

Amable, B., 2000, ‘International specialisation gndwth’, Structural Change and
Economic Dynamigssol.11, pp. 413-431.

Arrow, 1969, ‘The organization of economic activitysues pertinent to the choice of market
versus nonmarket allocation’, in: Joint Economiar@aittee, The analysis and evaluation of
public expenditure: the PPB System, volUE Washington DC: Government Printing

Office, pp. 59-73.

Cameron, G., 1998, ‘Innovation and Growth: a survkthe empirical evidence’, Nuffield
College, Oxford.

17



CPB, 2002, ‘Onderwijs, R&D en economische groearft. ‘Education, R&D and economic
growth’), CPB memoranduymo. 24.

Coase, 1937, ‘The nature of the firrBgonomica4, pp. 386-405.

De Haan, M., Van Rooijen-Horsten, M., 2004, ‘MeasgiR&D output and knowledge
capital formation in open economie€BS Discussion Pape®4009.

Dietrich, M., 1994, ‘Transaction Cost Economics &ayond: Towards a New Economics of
the Firm’, London: Roudledge.

Gattai, V., 2005, From the theory of the firm tolFIDd internationalisation: a survey,
Fondazione ENI Enrico Mattdyota di Lavoro51 2005.

Gelauff, G.M.M. and A.M. Lejour, 2006, Five Lisbaighlights; the economic impact of
reaching these targetSPB Documenho.104, January 2006.

Guellec, D., van Pottlesberghe de le Potterie2@01, ‘R&D and procuctivity growth: panel
data analysis of 16 OECD countrie®ECD Economic Studie®. 33.

Herrendorf, B., Teixeira, A., 2005, ‘How barriecsihternational trade affect TFHReview
of Economic Dynamic8, pp. 866-867.

Hoekman, B., Winters, L.A., 2005, Trade and empleginstylized facts and research
findings, World Bank Policy Research Working Paj3&76, August 2005

Hulten, Charles R., ‘Total Factor Productivity: A@t Biography, NBER Working Paper
no. 7471, January 2000.

Jacobs, D., 199%et Kennisoffensief, Slim concurreren in de kermginemie Tweede,
uitgebreide editie, Deventer/Alphen aan de RijrmSan

Jacobs, B., Nahuis, R., Tang P.J.G., 2002, ‘Sdqgpooaluctivity growth and R&D spillovers
in the Netherland€)e Economisi50 (2), pp. 181-210.

Krugman, P.R., Obstfeld, M., 1997"(&dition), International Economics: Theory and
Policy, US: Addison-Wesley.

Lucas, R.E., 1988, ‘On the mechanics of economeld@ment’,Journal of Monetary
Economics22, pp. 3-42.

Lucas, R.E., 1988, ‘On the mechanics of economield@ment’ Journal of Monetary
Economics22, pp. 3-42.

18



Lumenga-Neso, O., M. Olarreaga and M. Schiff, 205, indirect’ trade-related R&D
spillovers,European Economic Revied®, pp. 1785-1798.

Minne, B., 1995, ‘Onderzoek, ontwikkeling en andienenatieriéle investeringen in
Nederland’ (transl. ‘Research, development andratftangible capital investments,PB
Research MemoranduNO. 116, Dutch Central Planning Bureau.

North, D.C., Walllis, J.J., 1982, ‘American govermtgeexpenditures: a historical
perspective’ American Economic Reviewol. 72(2), pp. 336-340.

North, D.C., 1991, ‘Institutions, Transaction Costsd the Rise of Merchant Empires, in:
J.D. Tracy (ed.)The Political Economy of Merchant Empir€&ambridge University Press,
pp. 22-40.

North, D.C., Walllis, J.J., 1994, ‘Integrating itstional change and technical change in
economic history: a transaction cost approadbijrnal of Institutional and Theoretical
Economics150(4), pp. 609-624

North, D.C., 1997, ‘Transaction costs through timie’ C. Menard, (e.d.)[ransaction Cost
Economics: Recent Developmer@seltenham, UK: Edward Elgar.

OECD, 2001, ‘Measuring Productivity, Measuremen#gfregate and Industry-Level
Productivity Growth’, OECD Manual.

OECD, 2002, Frascati Manual: Proposed Standardiedor Surveys on Research and
Experimental Development.

OECD, 2003, ‘Developments in Growth Literature ditetir Relevance for Simulation
Models’, Environment Policy Committee.

OECD, 2004, ‘Main Science and Technology Indicatafel. 2004/2

Romer, P.M., 1986, Increasing returns and longgnanth’, Journal of Political Economy
94, pp. 1002-1037.

Romer, P.M., 1994, ‘The origins of endogenous gnbwiournal of Economic Perspectives
8, pp. 3-22.

Solow, Robert M., ‘Technical Change and the Aggredoduction FunctionReview of
Economics and Statistic89, August 1957, pp. 312-320.

19



Timmer, M., Ypma, G., Van Ark, B., 2003, ‘IT in thl&uropean Union: Driving productivity
divergence?’GGDC Research Memorandu@D-67, Groningen Growth and Development
Centre.

Tinbergen, J., 1942Zur Theorie des Langfristigen Wirtschaftsentwickfumeprinted in
Tinbergen, J. (1959) Selected Papers (AmsterdamthN+olland).

Trefler, D., 1995, The case of missing trade aheminysteriesAmerican Economic
Review 85, pp. 1029-1046.

Van Ark, B., De Jong, H., 1996, ‘Accounting for Exmic Growth in the Netherlands since
1913,GGDC Research Memorandu@D-26, Groningen Growth and Development Centre.

Van Ark, B., Melka, J., Mulder, N., Timmer, M.P.p¥a, G., 2002, ‘ICT Investment and
Growth Accounts for the European Union, 1980-20@GDC Research Memorandum GD-
60, Groningen Growth and Development Centre.

Van Dalen, H.P., Van Vuuren, A.P., 2005, ‘Greasimgwheels of tradeDe Economisi53
(2), pp. 139-165

Wang, N., 2003, ‘Measuring transaction costs: annmplete survey’Ronald Coase Institute
Working Paperno. 2.

Wallis, J.J., North D.C., 1986, ‘Measuring the saction sector in the American economy’,
in: S.L. Engerman and R.E. Gallmamng Term Factors in American Economic Growth
Chicago: University of Chicago Press.

Williamson, O.E., 1985,The Economic Institutions of Capitalisidew York: Free Press.

Williamson, O.E., 1998, ‘Transaction Cost Economidew it Works; Where it is Headed’,
De Economisfi46 (1), pp. 23-58.

WRR (Scientific Council for Government Policy), Z)0Nederland Handelsland, Het
perspectief van de transactiekosten’ (transl. ‘Neéherlands — A Nation of Traders: A
Transaction Cost PerspectiveRapporten aan de Regerimg. 66.

Appendix: Data Sources

Total Factor Productivity

Data on TFP for the six countries (France, Germ#aly, Netherlands, United Kingdom and
the United States) during the 1981-2001 period tepen taken from the Total Economy
Growth Accounting Database of Groningen Growth &&epment Centre (GDDC). This
data is taken from Timmer et al. (2003) and is)@eresion of previous work by Van Ark et
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al. (2002). Here, data on TFP has been derivedyubagrowth accounting approach. It
should be noticed that growth in capital input sasured by capital service flows.

For the 1951-1992 period data on TFP in the Nedhed is taken form Van Ark and De Jong
(1996). They derive TFP in two different mannense Tirst method is based on a traditional
‘Solow’ model, which assumes constant returns &descThe second method relaxes the
assumption of constant returns to scale. Heresinwent in R&D is incorporated with the
assumption that technical change creates signtfagiliover effects. This paper uses data on
TFP derived using the first method.

Research and Development

R&D data for the six countries for the 1981-200tiqe: have been obtained from the OECD
Main Science and Technology Indicators Database.sténdard expenditure measure is the
Gross Domestic Expenditure on Research and ExpetainBevelopment (GERD), which
covers all R&D carried out on national territorytire year concerned (OECD 2004). This is
essentially based on retrospective surveys of iits oarrying out the R&D though national
forecasts have been included when available. Tdieators are based on the sum of
performers’ reports of their R&D expenditure andsp@&nel on national territory (i.e.
excluding payments to international organizatioms ether performers abroad). In this
database GERD is presented in millions $ in cong800 prices and Purchasing Power
Parities. Data for the United Kingdom for the yeB®82 and 1984. The figures for these
years are obtained by linear interpolation. Groxatles of R&D expenditure are derived as
the first logarithmic differenceA(In).

Data on R&D for the Netherlands during the 19512188riod is given in Van Ark and De
Jong (1996). They use data on investment in researd development provided by a study
of the Dutch Central Planning Bureau (Minne, 199%jis data is converted into 1990
guilders and cumulated assuming a service lifebofdars for each investment in R&D to
obtain the stock of research and development.

Trade Innovations

As mentioned in this paper, trade innovations agasured by the difference between the
growth of trade and the growth of production. Trgdewth is measured as the average
growth of import and export. To derive trade inntimas data is thus needed on GDP, import
and export.

Production, import and export data for the 19814206riod for France, Germany, Italy, the
Netherlands, the United Kingdom and the UnitedeSthiave been taken from OECD
Economic Outlook No. 76. For the Netherlands dat@mduction, import and export till
1960 are also available in the OECD Economic Outlo. 76. For the 1951-1960 period,
data on import and export can be found in the Wdniations ‘Handbook of international
trade and development statistics’. Data on GDRHigrperiod can be found in CBS (Dutch
Central Bureau for Statistics) STATLINE. Growthesiof production, export and import are
derived as the annual percentage change. The a@st@ready been corrected for inflation.
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