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ABSTRACT

I nclusion of evaluation methods in decision support systens gives way
to extensive sensitivity analysis. In this article new nethods for sen-
sitivity analysis are devel oped and applied to the siting of nuclear
power plants in the Netherlands.
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1. I NTRCDUCTI ON

The use of decision support systens in public planning is slowy in-
creasing foll owi ng devel opments in private enterprise. This devel opnent
results in a renewed interest in formal eval uation methods such as mul-
ticriteria analysis and cost benefit analysis. A mgjor advantage of the
integration of evaluation methods in a decision support systemare the
i ncreased opportunities for sensitivity analysis. The availability of a
wi de range of procedures for sensitivity analysis allows the decision
maker to investigate the limts of a decision problem (see figure 1).

I
Definition '+—

| Presentation }*—

,‘ Evaluation }*—

|
f

Sensitivity  Analysis P‘—

Figure 1. Feed back loopsin a decision procedure.

The main focus of this article is the use of procedures for sensitivity
analysis on results fromdiscrete evaluation problems. This type of
eval uation can be perfornmed by a wi de range of evaluation methods such
as cost benefit analysis and nulticriteria methods.

In the first three steps of an evaluation procedure scores are assigned
to all alternatives, weights to all criteria and a ranking of the al-
ternatives IS produced. Especially in decisions that involve negotia-
tions or public debate it is useful to know within which limts the
derived rankings hold. This results in the follow ng types of ques-
tions:
- to what extent can these scores of weights increase or decrease
wi t hout changing this ranking (calculation of robustness inter-
val s)
- how simlar is the set of weights that produces the first rank re-
versal.
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Ve will describe procedures to deal with these questions followed by an
application to the highly controversial decision on the |ocation of two
nuclear power plants in the Netherlands

The procedures described in this article are included in our decision
support system DEFINITE. This systemis devel oped to support DEcisions
based on a FINITE set of alternatives. This systemcontains a wde
range of procedures to assist all steps in the evaluation procedure.
This makes it possible to feed back results of sensivitity analysis
directly to problemdefinition and eval uation. (See Herwijnen and
Janssen, 1988, for a description of DEFINITE, and Rietveld, 1988, for a

conmpl ete description of the procedures for sensitivity analysis in
DEFINITE.)

Sections 2 and 3 of this article are devoted to a formal introduction
of discrete multicriteria methods and procedures for sensitivity analy-
sis respectively. In section 4 the nulticriteria methods are applied to
rank | ocations for nuclear plants in the Netherlands. The derived rank-
ings are analyzed wusing various procedures for sensitivity analysis
Finally, the usefulness of this type of approach is discussed in sec-
tion 5.

2. DISCRETE MULTIPLE CRI TERI A METHODS

An important aimof discrete nultiple criteria analysis is to provide a
rational basis for ranking a nunber of alternatives on the basis of
multiple criteria. There are many different discrete nultiple criteria
met hods currently in use (see, e.g. Njkanp, 1979; Rietveld, 1980,

Voogd,  1983).

A major step in these nethods is the construction of an inpact (or eva-
luation) matrix representing the effect of a certain alternative on a
decision criterion. In order to aggregate the information of the evalu-
ation matrix usually a weighting scheme i s necessary which expresses
the relative importance of the various criteria. The inpact matrix will
be denoted by the symbol P. This matrix has elements pij which

represent the inpact of alternative i (i =1, . . . , I)on the value of
criterion j (j=1, .... J). The vector of weights is denoted as ) =
(A, - . . . Ag).It is often assuned that the criteria have been de-

fined in such a way that all weights are positive. In addition, one may
inpose the restriction that the weights add up to unity. Thus, the set
S of feasible weights can be defined as:

S=(A10zx Ay S Lfor allj =1, ... . J and } Ay T 1} (1)
J




I'n many applications, part of the information on P and A is soft. For
exanple, for some criteria, no precise quantitative values of inpacts
may be available. At best one may have a ranking of alternatives in
such a case. Simlarly, one may only have a ranking of criteria to in-
dicatetheir rel ative importance. Therefore the devel opment of multi-
criteria nmethods which can deal with these types of problenms is inpor-
tant. A survey of such methods is contained in N jkanp, Rietveld and
Voogd (1989). In this paper we will only shortly discuss those ap-
proaches which will be used in the enpirical application

A relatively easy way of dealing with ordinal data is by interpreting
them as unknown quantitative data which satisfy certain inequalities.
For exanple, if J criteria are ranked in increasing order, one arrives
at J unknown cardinal weights satisfying:

OS?\IS)\ZS. . s)\J

I A =1 (2)
]

J

Every cardinal  satisfying (2) is consistent with the original rank-
ing. When one assunes that all vectors A satisfying (2) are equally
probable, i.e. A is uniformy distributed on (2), one can derive ex-
pected val ues of the weights in a relatively straightforward way. As
shown in Rietveld (1984), the expected val ues of weights are:

l;(xl)

1/J2

E(A,) = 1732+ 1/[J.(3-1))

(3)
EQ,) = 1703 + 1/03.(3-1)] + 1/13.(3-2)]
etc.

Along simlar lines one may deal with ordinal data on criterion scores
Pij- A ranking of alternatives in increasing order of attractive-
ness according to a certain criterion j, combined With the assunption
of a uniformdistribution leads to the follow ng expected val ues:

E(pij) = /I for i =1 . ... 1 and a certain j (4)

where the highest outcome for pij has been set equal to 1 by way
of standardization?).

This stochastic approach provides a basis for translating ordinal data
into cardinal ones. O course its relevance depends on the appropriate-




ness of the assunption of uniformy distributed variables. By using
this cardinalization step, one can enploy standard nmulticriteria

met hods for cardinal data even if (part of) P or A are cardinal. An
exanpl e of a standard nulticriteria method is weighted sunmmation which
is based on an additive utility structure.

Anot her elass of nulticriteria methods has been specifically designed
to deal with evaluation problems where qualitative data are used.
Exanpl es of such nethods are EvaMIX (Voogd, 19831, QUALIFLEX (Paelinck
1976), and the regime nethod (Hinloopen, Nijkanp and Rietveld, 1983).

A nulticriteria method frequently used is ELECTRE (also called con-
cordance analysis, cf. Roy, 1974, Crama and Hansen, 1983). This nethod
I's based on a pairw se conparison of alternatives, thus using only the
metric interval characteristics of the various scores in the evaluation
of the inpact matrix. The basic idea is to neasure the degree to which
the scores and their associated weights conformor contradict the

dom nant pairw se relationships anong alternatives. The differences in
wei ghts and the differences in evaluation scores are usually anal yzed
separately. The central concept in ELECTRE is the so-called concordance
index eji+. This index represents the extent to which alternative

| is better than alternative i'. This index may be defined as the sum
of weights attached to the criteria included in the so-called con-
cordance set Cii+; this is the set of all evaluation criteria for

which alternative i in the inpact matrtix P is at |east equally
attractive as alternative i'. Cearly,"this set can be determned jir-
respective of the degree of information on the inpact matrix. Hence,
the concordance index can be defined as fol | ows:

Ciiv = 3o A (5)

A dom nating alternative can now be found by enploying threshold
values, relative dominance indicators, or other concepts from graph
theory

In an analogous way, one may define a discordance index. This index
reflects the extent to which alternative i is worse than i'. Instead of
using weights in this index, the corresponding relative pairwse dif-
ferences fromthe inpact matrix are then taken into consideration. By
combining the results fromthe concordance and di scordance approach
final inferences on the ranking of alternatives may be nade (see e.g.

Ni j kanp, 1979). Mst of the nmethods presented in this section will be
applied in section 4.




3. SENSITIVITY ANALYSIS
3.1. Introduction

Results of nulticriteria analysis depend on various factors such as the
choice for a particular multicriteria method, the choice of weights,

met hods for standardizing criteria or nethods for dealing with uncer-
tainty on effects of alternatives. In this section, we will pay atten-
tion to nethods for investigating the sensitivity of evaluation results
for the choice of criterion weights

One way of dealing with the problem of uncertainty on weights is the
Monte Carlo approach. In this case a random generator is used to pro-
duce a large number of weight vectors centered around a given wei ght
vector. For each vector a nulticriteria evaluation is carried out,
after which the result is conpared with the result for the given weight
vector (see e.g. Njkanp, 1979).

Another way is to fornulate a limted nunber of policy views, each of
which is represented by a certain weight vector. Then, in a second
step, multicriteria analysis is carried out to find out whether the
views lead to different options (see e.g. Voogd, 1983).

In the present paper another approach is proposed which gives a nore
detail ed account of the sensitivity of, results of nulticriteria analy-
sis for the coice of weights. Qur point of departure is a given weight
vector A®, For a certain nulticriteria nethod, this leads to a ranking
of alternatives, for exanple A, 2 A, 2 A, 2 ..., where A > AK

means that alternative Al performs equal to or better than Ak.
Depending on the nulticriteria method chosen, such a ranking is not
necessarily conplete, i.e., certain pairs of alternatives may be

I nconpar abl e.

The nethod we will discuss is on the sensitivity of the result for an
arbitrary pair of alternatives (e.g., A, 2 A,) for changes in A°. The
question addressed is: "how far must A be from A before A, > A, does
Nno longer hol d true"

Thi s question can be approached in various ways. One way is to focus on
the weight for one particular criterion and assume that the ratios be-
tween other weights remain unaltered. Another approach would be that
the weights of all criteria are allowed to change freely (the only con-
dition being that they add up to 1). Both nethods will be discussed

bel ow

3.2. The nearest tumng point: focus on one criterion

For the ease of presentation we start with te assunption that the mul-
ticriteria method yields conplete rankings. Let Sik be the set of




wei ghts for which Al > Ak. Simlarly, let Tik be the set of

wei ghts according to which the alternatives Al and Ak perform

equally well (T3 = Sik M Ski) -

Suppose that A° is an elenent of Sj . V& want to know how much a
particular criterion weight (for exanple: A,) has to change in order to
nmake the weights vector an element of Tjp. Since we inpose the
restriction that the sumof the weights equals one, a change in i,

implies that other weights will also change. W will assume that their
ratios remin unchanged:

= 1 = 6
[:xj/xz M/ for § =3, ..., d (6)

In Figure 2 an exanple is given for the case that J = 3. The turning
point M is found by extrapolating a°, using (1, 0, 0) as a reference
point. In this case, one finds one turning point. It is not difficult
to see that other exanples could be given where there i s no turning
point at all. Also, the occurence of nultiple turning points cannot be

excluded. In that case the nearest turning point is the nost relevant
one.

(0,0,1)

(1,0,0) \ (0,1,0)

Figure 2. Turning point in the rank order of two alternatives.
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How can )A be found (if it exists)? If a utility based multicriteria
nmethod is used, the set Tik is defined by U(A, pj) = U(A, pr).

In that case it is not difficult to determne the elenent of Tik
which satisfies condition (6). However, if a method for nulticriteria
anal ysis is used which is not based on a utility concept, as is the
case for exanple wWith concordance analysis, no such definition can be
given of the set Typ. In that case, the turning point A has to

be found by a systematic inspection of the set of weights satisfying:

[ 0<2A, <1
_ 0 0 L (7)
EAAA/GE D e

It is not difficult to check that weights satisfying (7) are non-nega-
tive and add up to 1.

In order to find the turning point M, we propose the method of halv-
ing. In terms of Figure 2, we first investigate whether a point exists
on the line between D and E for which the original ranking Al > Ak

does not hold. If such a point appears to exist, an additional point is
investigated which is in the mddle of two points which are on diffe-
rent sides of the unknown line Tik. After a sufficient number of

hal vings one obtains a point which is very near to the turning point
A,

The first three steps of the follow ng.algorithmare carried out to
investigate whether a turning point exists. In addition, these steps
aim at solving the problemof multiple turning points. If nore than one
turning point exists, it is the one nearest to A° which has to be
found. I'n septs 4 to 7 halving iterations are carried out.

In the algorithm t stands for iteration. Further, a(A) is used to
indicate whether A is an elenent of the set Sjy:

a(A)
l:a(z\_)

The al gorithm consists of the follow ng steps:

1if Al > Ak
0 in all other cases.

1.t =0
A (O =a8
Conpute a(r(0)) by means of nulticriteria method, where A(0) = A°.

—~~ It




2. t=t+1
If t = 12, stop: no turning point found.
A (8) =c,(t),, wherec,(t)is defined below.
Compute A(t) by means of (7).
Conpute a(A(t)) by means of nulticriteria nethod.

(For t =1, .. .. 13 c,(t) assumes the follow ng values?:
T TR Ts 4 s
A3 .8AY + .2 BAS 4 L4 4N+ 6 20 + .8 1.0

N NN AY 278 .0)
T o T D
3. If a(A(t)) - a(A(t-1)) = 0, return to 2.
If a(A(t)) - a(A(t-1)) 74 0, go to 4.
4. y = A(t-1)) a(y) =a(a(t-1))
z = A(t) a(z) = a(A(t))

5. v=(y + 2)/2
Conpute a(v) by means of nulticriteria nethod.

6. If a(y) -a(v) =0, theny =
|f a(z) - a(v) =0, then z =

and a(y) = a(v), go to 7.
and a(z) = a(v), goto 7.

I< I<

7. I'f lyj=~ z5] < e z5 for all j where e is a certain small
value, stop: turning point found;
otherwise: return to 5.

The al gorithm needs sone straightforward extentions when multicriteria
met hods are used which may yield inconplete rankings. As illustrated in
Figure 4, the indifference line T; is replaced by a band of

wei ghts leading to the result that two alternatives are inconparable.
In this case two turning points are found (AB and 59).

In a strict sense, the algorithmdoes not guarantee that a turning
point is found if there exists one, even if T, I's continuous. As
shown in Figure 3, a turning point may be overlooked when the points
investigated in Step 2 are too far renoved from each other. The
probability that this occurs can be made very smal 1l by increasing the
number of iterations in Step 2.




(0,0,1)

(1,0,0) ~(0,1,0)

Figure 3. Possibility of overlooking a turning point.

The nmethod of halving provides a decision making unit (DMU) with an
indi cation of the degree of sensitivity of a certain outcome

A > Ak for changes in the value of a certain weight. For a DV,

the degree of uncertainty about the original weight vector Aeis
usual |y considerable. By conmparing Ao with ad,the DMJ is informed on
how sensitive the results of nulticriteria analysis are for changes in
the weights vector. The nethod of halving can be used for any
multicriteria  method.
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(0,0,1)
)\c
(1,0,0) (0,1,0)
Ap= A A=A
|?Ak

Figure 4. Turning points wth inconparable alternatives

3.3. The nearest turning point: all weights are allowed to vary

Alimtation in the method of halving is that all weights except one
are assumed to be proportional to the original weights. Thus, one ar-
rives at a point AA, which may be far renoved fromthe point A2

which is the point on T,, Néarest to A° when all wei ghts are

allowed to nove freely (see Figure 5).

If a linear utility function would be used, A% can be found as the
solution of a quadratic programming problem Since it is our aimto
devel op a method which is applicable to a much nmore general class of
milticriteria nethods, a different approach has to be followed.
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S
g (0,1,0)

Figure 5. Search procedure for turning point when all weights are al-
lowed to vary.

The structure of the algorithmreads as follows. Let A° be an el enent
of Six* Then the following steps have to be nade in order to find
the turning point AZ nearest to A°.

1. Find a weight vector v which is an element of § i and whi ch
consi sts of nonnegative elements adding up to 1, If no such vector
can be found, a turning point does not exist.

2. Use the method of halving based on the vectors A° and v to determne
the vector w which is an elenent of T,..Let d(A°, w) be the
di stance between the vectors A° and w.

3. Find in a neighbourhood of w a new point v with d(a°, v) < d(r°, w)
and where v is an element of S




12

4. Return to step 2, but stop when subsequent results of v come very
near to each other

Figure 3 gives an illustration of the algorithmfor the first two
iterations. W will now discuss the four steps in nore detail

Step 1. For each of the extreme points in the weights set (1
0ye00,0),00,1, 0,...0),. . .. (0,...,0 1)an investigation is nmade
whether it is an element of s i For those extrene points v which

are indeed an elenent of s ., the distance d(v, A%) to A0 is
measured, where d(v, A°) is defined as:

2:.5

d= [T ( v, - A, )2
AR B

The extreme point v with nininumdistance is selected to be used in the
second St ep

Adifficulty is that there may be cases where feasible weight vectors
ins, . exist, but where there are no extrene points ins, .

(see Figure 6). Several approaches can be followed to counter this
problem First, one may examne in a systematic way points on the faces
of the polyhedral set S. For exanple, when J=4, One can examne the

poi nts:

(o, 1/3, 1/3, 1/3), (1/3, 0, 1/3, 1/3), (1/3, 1/3, 0, 1/3),

(1/3, 1/3, 1/3, 0), (O, O, 1/2,1/2), (0,1/2,0, 1/2),

(0, 1/2,1/2, 0, (/2,0 , 0©0,1/2), (/2,0 , 1/2,0),

(1/2, 1/2,0 , 0).

Anot her approach to generate in a random Way a set of points in § after
whi ch for each point it is examined whether it is in s .. Appen-

dix 1 contains a nethod to generate random Wei ghts whi ¢ are uniformin
S.

Step 2 The nethod of halving as presented in section 3.2 can be
used directly here.

Step 3. A neighbourhood of w is defined here as a polyhedral set
around w which is contained in the set S. Element x of such a set can

be genefﬁted by using the fornula

X = bz + (l_b)_é_:
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where 8 is an arbitrary element of the set S. An exanple of such.a

nei ghbourhood is given in Figure 7 (for J=3 and b=.5). The nethod pre-
sented in Appendix 1 can be used again for generating weights which are
uniformy distributed in S The generation of point x continues until a
point is found which is nearer to A° than is w, and which is an el ement
of S, ;. If no such point x is found, wis the optimal solution.

(1,0,0) (0,1,0)

Figure 6. Existence Of turning point: a special case.
Step 4. The algorithm stops when for some subsequent iterations t:

lwj(t) = wi(t-1) I< e wi(t),
where € 1S a suitably choosen smal 1 nunber. In order to deal with the

problem of local optim, one may return the algorithmwth anot her
starting point in Step 1.
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(0.0,1)

(1,0,0) (0,1,0)

Figure 7. A neighbourhood for w.

The parameters to be fixed in the algorithmare b and €, When fixing b
a compromise nust be found between the probability of finding a nearer
point, and the expected size of decrease of distance. Further, a

maxi mum | evel nust be set for the nunber of random vectors x in Step 3
(and Step 1).

In a strict sense the algorithmdoes not guarantee that the turning
point with nininum distance is found. One problem is related to fixing
the number of points generated in Step 3 (or Step 1). If the maxi num
number of interations in Step 3 is small, the algorithmmay stop at a
point which is far removed fromthe nearest turning point. The probabi-
lity that this occurs can be made arbitrary smal 1l by increasing the
maxi mum nunber of iterations. Another problemis that the optinum solu-
tion found is not the global one. This probability can be nade arbitra-
ry small by restarting the algorithmfor a sufficiently large nunber of
starting points. Finally, the algorithmneeds some straightforward ex-
tensions when nulticriteria methods are used which may yield inconplete
rankings (cf. section 3.2).
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4. AN APPLI CATION: THE SELECTI ON OF THE OPTIMAL LOCATI ON FOR NUCLEAR
PLANTS IN THE NETHERLANDS

4.1. Introduction

The share of nuclear power in total power production is very small at
present in the Netherlands. In 1985 the Dutch government expressed the
intention to build two new nuclear power plants with a capacity of 1000
MWe each, G ven this decision an inportant decision is where t0 locate
these two plants. After sone initial scoping, nine potential |ocations
for the plants were selected (Tweede Kaner 188303, 43-44). These
locations are shown in figure 8

In this section these nine locations will be ranked using 15 appraisa
criteria. Qur support systemfor decisions on a finite set of alter-
natives (DEFINITE) is used to produce this ranking. This will be done
by using the follow ng steps:

1. Problem definition

2. Problem presentation

3. Problem evaluation

4, Sensitivity analysis

Steps 1 to 3 are described only briefly. This section concentrates 0n
the nmethods for sensitivity analysis discussed in the previous sec-
tion.
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Figure 8. Potential sites for nuclear plants

0 potential site

0 20 km range around the
potential site

1 Bat h/Hoedekenskerke
2 Borssel e

3 Eens

4 Flevo Noord

5 Ketel meer

6 Maasvl akte

7 Moerdijk

8 Vest. NOP-dijk
9 Weringermeer
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4.2. Problemdefinition

The inpact matrix of this evaluation problemis shown in Table 1, where
nine potential |ocations are scored according to 15 criteria. Only the
score for population around a site, is measured on a cardinal scale.
All other scores are neasures on an ordinal scale: a score 1 is as-
signed to the best alternative, 2 to the second best, etc. (see Appen-
dix 11 for a definition of the criteria).

Table 1 Inpact matrix
(Source: Tweede Kamer 18830, 43-44; advice to the governnent)

Bath Bors- Eens Fl evo Ketel Maas Moer- NOPolder Wie-
sele viak dijk ring

w
o

4 100 19

[NS)

—_— RO O s GO s O RN W = N s PO

Popul ati on 5
Evacuat i on
Agricult at risk
Industry at risk
Fr water at risk
Cool - wat er quant
Cool -wat er qual
Air pollution
Thermal  pol | .
Indirect landuse
Landscape

Nat environment
National grid
Infrastructure
Coal -1 ocation

CO N N O W PR WM NN EFE M, N —
D = N = O NN, BN Do
D = O W WO NN e W RN e O
W N/ = N PO PO W NN PN

3
2
1
5
1
1
1
!
1
2
1
1
2
1
1

RN PO — RO QWO o O N W o N — N
ST PO/ N RN D D WO DO O
— N N WO O W N/ N

4.3. Problem presentation

A graphical presentation of the inpact matrix is shown in Figure 9.
This figure is derived by standardising all criterion scores between 0
and 1 (see section 2). The highest bar in each row represents a score
of 1 corresponding to the best alternative for that row. As a next step
the criteria are ordered frommost inportant (top> to |east inportant
(bottom. These priorities have been expressed in an ordinal way by
experts of the governnent advisory board on physical planning (Tweede
Kamer 18830, 43-44). Using a conbination of the expected val ue nmethod
for weights and the weighted summation nethod (see section 2) the in-
formation on priorities and scores can be used to sort the alternatives
frombest (left) to worst (right). It is clear fromthis figure that
the inpact matrix contains many tied scores and that differences pe-
tween alternative locations are fairly snall
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POpU [ati vt NN NN
:::c::: ;k i NN /\\\\\ \’///////\\\\\\ NV
SRS/ /et \\\ /]
Frowaterk NN NN
Cool-uatt NN/ NN
Coo [ -Hat 1111111 \\\\\\\‘.777777771 AN
Air poll \\\\\\
Therns | \\\\\\\ (711114
nd ittt NN NN\
Landsca &&\V ///////\%%\\S | \ NN st
Nat envi \ W
Wat fona | FIZHTITANNN\\Y Q§SS&§§§2§%%?\xvux\ 11NN
Infrastr NN\\\N NN\
Covl-loc W
N T S A S A R
' D T
: AR T R
£ X K R

Figure 9. A graphical presentation of the inpact matrix.

4.4. Problemeval uation

A variety of evaluation methods can be used to rank these alternatives
(see for a short description section 2). In this application the ex-
pected value method is used to transformthe priority ranking of the
criteria to quantitative weights (Table 2). Using these weights both
the wei ghted summation and the Electre method were applied to generate
a ranking of the alternatives (Table 2). Both the weighted summation
nethod and the Electre 2 nethod result in an almost conpl ete ranking of
the alternatives. In the results of the weighted summation nethod, al-
ternatives Maasvl akte and Borsel e share the 7th and 8th position and
the Electre method results in a tie for alternatives Flevo and Ketel-
meer. Note that the methods generate different rankings.
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Table 2. Ranking of the alternatives according to the weighted summa-
tion and the ELECTRE-2 nethod.

Viéi ght s Vi ghted sumation ELECTRE 2
Ranki ng Score Ranking Score Ranki ng
1:  Popul ation 0.221 1 Eems 0. 86 1! NOPolder
2: Industry at risk 0.155 2. NOPol der  0.83 2. Eems
3: Agricult at risk 0.110 3 Flevo 0.82 3 Flevo
Fr. water at risk 0.110 4. Wiering 0.81 Ket e
5. Cool -water quant. 0. 064 5  Ketel 0.79 5 Maasvlak
Cool -water  qual . 0.064 6: Bath 0.76 6. Wiering
Thermal  pol I 0.064 7. Maasvlak 0.75 7. Borssele
Coal -l ocation 0. 064 Borssele 0.75 8: Bath
9: Air pollution 0.027 9: Merdijk 0.52 9: Moerdijk
Landscape 0. 027
Nat. environnent 0.027
National grid 0. 027
Infrastructure 0.027
14:  Evacuation 7.0E-03
| ndirect landuse 7.0E-03

4.5, Sensitivity analysis

The location of nuclear plants is a politically sensitive decision. It
is therefore interesting to analyze the relationship between assigned
priorities and the ranking of the |ocations. The general robustness of
the derived ranking can be analyzed as a first step. In this case a
Monte Carlo analysis shows that if the weights were allowed to vary by
+ 5% and assumng the weights are nornally distributed, the overal
ranking proves uncertain (see also Rietveld 1988). However, the selec-
tion of the two best alternatives, proves sufficiently certain. Since
the government ains to select two locations this is a useful result.
More interesting than the overall stability of the derived ranking is,
in cases like this, the sensitivity of the ranking to specific weights
and the stability of the ranking of specific alternatives to changes in
wei ght s

Since the governement wishes to select two sites we will try to anal yze
how firmy the alternatives Eenms and Noord-Qost Pol der hold the first
two positions. Firstly we will use the nethods as described in section
3.2 t0 calculate robustness intervals for these two alternatives and
secondly we will use the nmethods as described in section 3.3 to find
the nearest weight conbination that brings one of the other alter-
natives to the first or second position.
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Robustness intervals are calculated for the weight of the nost inpor-
tant criterion: population living around .the site.

As shown in Table 2 weighted sumation selects Eems as the best
alternative followed by NO Polder. Alternative Flevo ranks on the third
place. In Table 3 robustness intervals are calculated for the pairs

Eens = Flevo and NO Pol der = Flevo. Table 3 shows that Eens ranks
higher than Flevo for any weight assigned to the population criterion
Table 3 also shows that if the weight assigned to population is reduced
bel ow 0. 16 the ranking of Flevo and NO Pol der is reversed

Tabl e 3 Robustness intervals; weighted sumation nethod.

Ranki ng Vi ght of criterion popul ation
Eems 2> Flevo 0->1

Flevo > Eens empty

NO Polder 2 Flevo 0.16 - > |

Fl evo > NO Pol der 0 - > 0.16

The ELECTRE-2 nethod also ranks Eens and NO Pol der as the best two al-
ternatives, but in the reversed order. Table 4 shows the required
changes in weights to nove Eems or NO Polder fromtheir first position
It is shown that with any wei ght assigned to popul ation, alternative
Flevo will not replace alternative Eens or NO Pol der fromtheir first
two positions. The sane can be shown for alternative Ketelmeer. It is
interesting to note that alternative Maasvl akte, which is ranked at a
fifth position in the initial ranking, ranks higher than NO Pol der if
the weight assigned to population is lower than 0.13, and higher than
Eems if this weight is less than 0.12. A simlar procedure can be
applied to establish robustness intervals for criterion scores.

Tabl e 4. robustness intervals; ELECTRE-2 nethod.

Ranki ng Vi ght of criterion popul ation
Eenms 2 Flevo 0 ->1

Flevo > Eens empty

NO Pol der > Flevo 0 ->1

Flevo > NO Pol der empty

Eens 2 Maasvlak 0.12 - > 1

Maasvlak > Eems 0 ->0.12

NO Pol der 2 Maasvlak 0.13 =

vV
O —
[EEN
w

Maasvlak 2 NO Pol der 0
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Only the relative weight of the population criterion to gl1 other cri-
teria was changed in calculating the weight intervals. If we allow all
wei ghts to change it becones clear how sensitive the derived ranking is
to overall changes in weights. Using the method described in section
3.3 for each pair of alternatives, the set of weights with the smallest
Euclidean distance fromthe original weights that reverses the ranking
of the alternatives can be calculated. Table 5 shows the results for
six pairs of alternatives. The small values for distances indicate how
sensitive the ranking is to changes in weights.

Tabl e 5. Weight conbinations with rank reversal; ELECTIE-2 method

Oiginal Flevo > Flevo > Ketel » Ketel > Mas >

Criterion Eens NOPolder Eens NOPolder Eens
Popul ation 0.21 0. 150 0. 158 0. 157 0. 150 0. 160
Evacuati on 0. 007 0. 047 0.020 0.020 0. 047 0.019
Agricult at risk 0.110 0.075 0.103 0.081 0.075 0.092
Industry at risk 0. 155 0.105 0. 106 0.230 0.105 0.119
Fr water at risk 0.110 0.075 0.078 0.088 0.075 0.088
Cool -water  quant 0.064 0. 043 0.070 0. 057 0.043 0.061
Cool -wat er qual 0.064 0.043 0. 058 0.051 0.043 0. 060
Air pollution 0.027 0.018 0.024 0.040 0.018 0.039
Thermal  pol | . 0.064 0. 043 0.129 0.061 0.043 0.136
Indirect landuse 0.007 0.047 0.032 0.037 0.047 0.020
Landscape 0.027 0.018 0.043 0.025 0.018 0.030
Nat environnent 0.027 0.018 0.043 0.024 0.018 0.041
National grid 0.027 0.341 0. 052 0. 022 0.341 0.041
Infrastructure 0.027 0.018 0.040 0.031 0.018 0. 043
Coal -1 ocation 0.064 0.043 0. 047 0.076 0.043 0. 054
Di stance to original 0 0. 043 0.119 0.113 0.332 0.111

It is already clear fromTable 2 that different evaluation nethods

m ght result in different rankings of the alternatives. The results of
both multicriteria methods are shown in Figure 10. It is clear that
both nmethods rank Eens and NO Pol der above a]l other alternatives. The
ranking of the alternatives is simlar for both methods. From Figure
10 it can be safely concluded that Eems and NO Pol der should be
selected as the best two | ocations.

As a last step DEFIN TE offers conclusions on the useful ness of the
derived rankings based on the results of sensitivity analysis. The con-
clusions read as fol | ows:

- The overall ranking is insufficiently certain

- Eens and NO Pol der are the best two alternatives.
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Thi s result should prevent the decision naker from publishing the com-
plete ranking. Al though our aimto derive a conplete ranking has failed
the result obtained is useful. Two locations had to be selected: the

difference in ranking between the first two alternatives is in this
special case irrelevant.

1 Eems
2 :>< NO Polder
3 Flevo
4
S Ketel
6
7 Maoasvigkte
g -
g o= T T
Electra 2 Weight.Summ.

Figure 10. Ranking of five alternatives according to two multicriteria
met hods.

5. CONCLUDI NG REMARKS

The availability of various evaluation methods and methods for sensi-
tivity analysis in a decision support systemsuch as DEFIN TE has cl ear
advantages. It increases availability of these methods to various types
of users; although the exact cal culation procedures will not be clear
to all users, the results are easy to interpret and unanmbiguous

In addition, it allows users to study the sensitivity of outcomes for
the choice of a particular method of multicriteria analysis. In the
case study presented in this paper, it appears that the ranking pro-
duced Wi th the weighted sumation method is indeed different fromthe
ranking produced Wi th ELECTRE. For the choice of the two highest rank-

ing alternatives, the methods appear to yield identical outconmes, how-
ever
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The nmethods for sensitivity analysis available in DEFINITE al | ows one
to carry out detailed studies for the sensitivity of evaluation
results. For the choice of nuclear power plants, it appears that the
choice of location is rather sensitive to the value of the weights.
Sensitivity analysis of this type are inportant because the information
on weights is rather soft in many real world applications. This is also
the reason in this paper special attention is given to methods for
dealing with ordinal information.
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NOTES

1) The difference between (3) and (4) is caused by the different ways
of standardizing weights and criterion scores

2) By decreasing the step size in Step 2 one can increase the probabil-

ity that in the case of multiple turning points it is the nearest
one which is found

3) Documents presented to the |lower house of parliament for discus-
sion.
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APPENDIX I
Generating random Wei ghts

Consi der a weight vector A which is unifornly distributed in S as
defined in section 2:

S={ IOSAjsl for all j=1,..., J, and p Aj= 1}
One might be tenpted to generate weight vectors A by drawing J random

nunbers x,,...xy froma uniformdistribution on the interva

O<x <1, and setting A =x /Ix ,
J J 333

However, this does not |ead to weight vectors which are uniformy
distributed on S Therefore, another approach has to be followed.

The joint density of A is:

e

CACSPRRRR SRy

(J-1)! for 0<A <1
0<A,<1-A,

0SA;_(<1-A =)

= 0 el sewhere

J-2

On the basis of this joint density function one can derive for the
density of a,:

g(r)= (3-1)(1-1 )92 for 0<a, <1
= ( el sewhere

Further, the conditional density functions can be shown to read as
follows for j=2,...,J-1.

g(Aj|A1,...,Aj_1)

=(J-§) (1A= .ooap) 372 y3=J

J) (1">\1_...>\

j-1

for OSAjSl—AI-...—Aj_l

=0 el sewhere

Then, a random wei ght vector can be generated by drawing a value for A
on the basis of g(x,), followed by drawing a value for A, on the basis
of g\, Ix)), etc. Finally, xjcan be computed as

T

1
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The conditional distributions nentioned above are not included in
standard statistical packages. Therefore, random wei ght vectors cannot
be directly created by means of random generators. A solution for this
problemis given by the theorema which says that if G(x)is the distri-
bution function of x, then u=G(x) is uniformy distributed on the
interval 0O<u<l, (Hogg and Craig, 1970, p. 349).

For the latter uniformdistribution, standard random generators are
available. then, if u is uniformy distributed on the interval (0,1),
A= G-1(u,) can be shown to be distributed according to the density
funtion g(x,) corresponding with the distribution function G(x,). Thus,
random val ues for A, can be found by using the follow ng transforma-
tion.

A= 1o (1) /37D

For A;,..., A;_, the following transformation has to be used:

A= (I7hgmeomhy ) (1= Q) i=2,...,31

Final ly, AJ can be computed as 1-A,-...-A I-1
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APPENDI X11

Definition of evaluation criteria

Popul ati on.

Evacuat i on.

Agriculture at risk.

Industry at risk
Fresh water at risk
Cool -water  quantity.
Cool -water  quality.
Air pollution

Thermal  pol | ution.
Indirect land use
Landscape

Natural  environment.
National grid
Infrastructure.
Coal -l ocation

A wei ghted sum of popul ation around a | ocation
was cal culated to quantify this score. The weight
assi gned decreases with distance. The result is
standardi zed by dividing by the maxi num score. A
mnus sign is added to indicate that the crite-
rion is a cost Criterion

The score reflects the availability of sufficient
transport infrastructure.

This score reflects the location of agricultura
land in the vicinity.

This score reflects the size and importance Of
industry near the location

This score reflects the quantity of fresh water

that may be affected by a nuclear plant at each
| ocation.

This score represents the quantity of available
wat er for cooling the nuclear plant.

This score represents the capacity of the coolant
to flush out pollution originating froma nuclear
plant at each |ocation.

It is assumed that the nuclear plant is an alter-
native to a conventional coal power plant, and so
has the nmost beneficial effect at the nost pol-
luted [ocation.

The anount of pollution is |ower if users of the
waste heat are available. The score reflects the
availability of such users.

This score reflects limtations on potential |and
uses around a nuclear plant.

This score reflects the visual effects of the
| andscape and the extent to which a nuclear plant
fits in wth existing activities

This score reflects expected damage to the natu-
ral  environnent.

This score reflects the proximty of high voltage
lines and connector stations.

This score reflects the availability of transport
and other infrastructure near the site.

It is assunmed that the nuclear plant is an alter-
native to a conventional coal power plant. The
score reflects the cost of the |ost opportunity
to build a coal plant at the site if a nuclear
plant is constructed.




