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A B S T R A C T

Many Queueing Theory and Production Management studies have investigated specific effects of variability on
the performance of serial lines since variability has a significant impact on performance. To date, there has been
no single summary source of the most relevant research results concerned with variability, particularly as they
relate to the need to better understand the ‘Law of Variability’. This paper fills this gap and provides readers the
foundational knowledge needed to develop intuition and insights on the complexities of stochastic simple serial
lines, and serves as a guide to better understand and manage the effects of variability and design factors related
to improving serial production line performance, i.e. throughput, inter-departure time and flow time, under
random variation.

1. Introduction

A primary concern of any operations management department is to
correctly manage production resources to achieve the strategic objec-
tives of the company. This is particularly true for companies gaining
competitive advantage through operations. In order to align production
performance with the strategic vision of the firm, managers must
thoroughly understand and prioritise the most impactful performance
factors for factory productivity in order to determine the best course of
action to attain the desired goals.

Addressing this need, Schmenner and Swink [1] suggested that the
‘Law of Variability’ was one of the main laws used by the Operations
Management (OM) field to understand the causes of differences in
factory productivity, or more generally, factory performance, since
variability can have a significant impact on performance; it postulates
that ‘the greater the random variability, either demanded of the process or
inherent in the process itself or in the items processed, the less productive the
process is.’

The most well-known effect of process variability on performance –
the variance of inter-arrival and processing (service) times – has been
succinctly described by Queueing Theory. A higher variance of inter-
arrival and processing times produces longer queues [2] and,

consequently, higher mean waiting times for customers and reduced
customer satisfaction.

This and other results are captured in ‘Factory Physics’ by Hopp and
Spearman [3]. The tome clearly conveys insights on the fundamental
effects of variability on production line performance. The clear insights
allow both practitioners and researchers to develop intuition about
production line behaviour, a result needed to fully understand the
‘consequences of a design decision and the causes of a specific event’ [4].

Other authors have developed comprehensive reviews on Queueing
Theory results applied to production lines [5–7] or on the general
modelling of stochastic production lines [8,9]. But, most of those efforts
focus more on exact modelling of production systems than on sup-
porting the development of intuition about the behaviour of stochastic
production lines and the effects of such behaviour on performance, like
Hopp and Spearman.

To the best of our knowledge, there is no single resource that
compiles the plethora of interesting and relevant results (currently
scattered throughout Queueing Theory and Production Management)
that could, if assembled, help others gain a better understanding of
production lines under the effects of variability. The aim of this paper is
to continue the work of Schmenner and Swink [1] and Hopp and
Spearman [3] by presenting a summary of the most relevant research
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results on the effects of variability in serial production line perfor-
mance, and provide a reference manual of sorts for practitioners and
researchers alike.

We intend that the insights presented here will help readers identify
the effects of both diverse variability factors and design features on
production line performance. Readers will finish with a better com-
prehension of the ‘Law of Variability’ tenets, since the more commonly
applied phrase ‘random variability’ can represent various factors with
varying degrees of impact and does not specifically define any perfor-
mance measure.

The remainder of this paper is organised as follows: Section 2 pre-
sents fundamental definitions and describes the paper’s general scope.
Section 3 reviews the most relevant results of the effects of variability in
the performance of serial production lines. Section 4 presents a brief
discussion and Section 5 suggests opportunities for future research.
Finally, Section 6 provides conclusions.

2. Scope of the study

The fields of Queueing Theory and Production Management have
comprehensively investigated the behaviour of serial production lines
under variability.

Most research investigating variability has concentrated on studying
the effect of a single variable on the performance of a stochastic pro-
duction line. Although real production lines are generally more com-
plex, the study of single variable effects can provide great insights
under relatively controlled conditions. In addition, intuition can be
more easily gained by first studying simpler systems before more rea-
listic but also more complex systems [4]. So, the conclusions here cover
studies on simple serial lines or basic straight lines [10].

Since our main objective is to assist practitioners and researchers in
gaining fundamental understanding, it was decided to concentrate on
describing the behaviour of serial lines rather than describing specific
formulas for different analytical and approximation models of serial
lines. If that subject is of interest, the reader is referred to Buzacott and
Shanthikumar [9].

It is worth noting that the intention of this paper is not to create a
comprehensive source where all studies on the effects of variability are
gathered but rather to create an overview single source where the most
relevant conclusions on this topic are collected for an easier under-
standing of non-expert readers regarding the behaviour of stochastic
serial lines.

2.1. Unit of analysis

Serial, stochastic production lines are systems with n number of
stations of single resources. They have few constraints and variable
production processes, i.e. the processing time of each task is random.
Simple serial lines (basic straight lines [10]) produce only one type of
product, have production and transfer batches of one unit which are
manufactured under a First In First Out (FIFO) policy, produce discrete
parts, and their operations are unpaced or not synchronised, so each
station’s operation is independent from the others.

Fig. 1 represents a serial line where Si is the distribution of pro-
cessing times in station i, for values of i between 1 and n (n being the
total number of stations in the serial line); Bi is the buffer capacity
between two consecutive stations; and D is the departure process de-
scribed by the inter-departure times.

Although most studies consider the same general characteristics of
simple serial lines, a major difference between them is the saturation of
the line. A saturated serial line is a system where the first station is

never starved of work, because as soon as it finishes processing one
unit, it starts processing the next without delay. A saturated line is not
dependent on any material supply or incoming demand to start pro-
cessing, and therefore is never constrained by arrivals.

Conversely, an unsaturated line is a system that is limited by a
stochastic arrival pattern, due to either material supply constraints or
customer arrivals. Due to the variability of the arrival and service
processes in these systems, the mean system arrival rate (how often
customers arrive) needs to be lower than its mean service rate (how
quickly customers/orders are processed) to maintain a stable queue
[11]. Because of this, the true bottleneck of unsaturated lines is the
arrival process. Typical service systems, such as banks, call-centres and
hospitals, can be modelled by unsaturated lines, as can production lines
in make-to-order environments [12].

Despite these differences, unsaturated lines can be modelled as sa-
turated lines by introducing a virtual machine as a first station to model
a random arrival process. Since they can both be modelled similarly,
both line behaviour types are studied jointly here.

2.2. Performance measures

This subsection defines three complementary measures that have
most commonly been used to assess the performance of simple serial
lines: throughput, inter-departure times and flow times. These three
particular performance measures were selected because the effects of
variability and design factors on these measures are, for the most part,
straightforward. Other performance measures such as flexibility,
quality, cost, and delivery speed and dependability are not covered in
this work because that would require studying more complex systems
and interactions and would be outside the scope of this study, i.e.
simple serial lines.

2.2.1. Throughput
The throughput (TH) rate of a simple serial line is a random variable

that measures the actual number of finished product units coming out
of the production line per time unit. In Theory of Constraints terms, TH
is important for a company because it is the rate at which a factory
produces money per time unit. As a random variable, characteristics of
the TH distribution can be measured, such as the mean and the var-
iance.

Mean throughput (TH̄ ) for an unsaturated line with infinite buffers
and work conserving properties is equal to the mean arrival rate of the
system. For a saturated line, TH̄ is instead the result of different line
parameters interacting with each other (this is further described in
Section 3).

While TH̄ is commonly considered the main performance measure
for saturated lines [13,14], the variance of throughput rate (Var(TH))
has also been deemed important because it measures the predictability
of the total output per unit time of a factory and the related firm’s
revenue. Given this value, results for Var(TH) are also included in this
paper.

2.2.2. Inter-departure time
The inter-departure time (D) describes the process of two con-

secutive departures from the production line. The mean inter-departure
time (D̄) is the inverse of TH̄ and is the mean time in which two con-
secutive departures occur. So, TH can be interpreted as the frequency of
production, while D can be interpreted as the period of production. In
Lean terms, the mean inter-departure time is known as Takt time.

Previous studies have been primarily interested in investigating the
variance of inter-departure times (Var(D)), since it describes the reg-
ularity of production output in both saturated and unsaturated lines.
The regularity of production output is also relevant for supply chain
performance because an irregular output process upstream will affect
operations downstream [15].Fig. 1. Graphical representation of a simple serial production line.
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2.2.3. Flow time
The flow time (FT) of an order or customer is the total time the order

spent in the production line, either waiting in queue (W) or being
processed (serviced) by a resource. Flow time (also known as cycle time
(CT) [16–18]) is substantially related to the quality of service so the
effect of variability on flow time and waiting time has been a main topic
in unsaturated lines research as well as in assembly line balancing
problems [10]. It is worth noting that this paper uses the term flow time
instead of the term cycle time to avoid reader confusion, as this last term
can have different interpretations depending on the field of study [19].

TH̄ and mean FT ( FT̄ ) for stochastic production lines with work
conserving properties, i.e. lines that don’t experience system losses or
re-entrant flow, are related by Little’s Law [20] through the mean work-
in-process (WIP¯ ) of the production line, i.e., =TH WIP FT¯ ¯ / ¯ . The in-
teraction between TH̄ and FT̄ , for a particular production line, is
commonly shown in the TH-CT curves [21–24]; however, the effects of
different variables on TH̄ and FT̄ can differ (this is further explained in
Section 3).

The study of FT in a single-station system complements the study of
W in a single station, since = +FT W S¯ ¯ ¯, where W̄ is mean waiting time
or queueing time of a single station and S̄ is the mean processing time of
a single station. Similarly, FT̄ for a serial line is equal to the sum of the
total waiting times plus the sum of the total processing times of all
stations.

For ease of reference, Table 1 shows a summary of all abbreviations
used throughout the paper considering the performance measures and
different factors included in the study.

3. How different factors affect the performance of production
lines under random variation

The ‘Law of Variability’ posits that the random variability intrinsic
to the manufacturing process is detrimental to the productivity of the
process. To address this concern, this section first pinpoints how dif-
ferent variability factors inherently associated with the process affect
line performance. Second, we relate how some line design factors im-
pact performance. Third, we analyse the effects of some of the most
widely known production control techniques on line performance.

3.1. Effects of variability factors

This subsection covers the most widely known effects caused by the
variance of inter-arrival and processing times, and the impact of re-
source unreliability. It also describes several less known factors, e.g.,
the skewness and autocorrelation of input distributions.

3.1.1. Inter-arrival and processing time variance
Hillier and Boling [25] first showed how a saturated and balanced

serial line with variable processing times produced a significantly lower
TH̄ than what would be expected from a deterministic serial line, i.e. if
all the stations of the line have a production rate of one product per
time unit, then the mean throughput will be equal to one finished
product per time unit. They demonstrated that for saturated lines with
n=3, exponential processing times with a mean processing rate equal
to 1 and a significantly big buffer size per station equal to 100, TH̄ of
the production line was less than 1 (i.e. 0.9866), indicating that, even
when the buffer size is not a significant constraint on the system,
throughput is affected by the processing times’ variance. They also
showed that by reducing the variance of processing times, overall TH̄
increased, without reaching TH̄ equal to 1, the value expected for de-
terministic serial lines.

Later, Conway et al. [26] demonstrated the same behaviour for
unbuffered lines with different squared coefficient of variation of ser-
vice times (SCVS), being that the squared coefficient of variation of a
random variable is the ratio of its variance divided by its squared mean.
Serial lines with lower SCVS produced higher TH̄ than serial lines with
higher SCVS having exponential and uniformly distributed processing
times. Similarly, Tan [27] suggested that for unbuffered saturated lines,
inter-departure time mean and variance increase as SCVS increases. This
type of line behaviour motivates a section on unbalancing saturated
serial lines (further discussed in subsection 3.2).

The effects of inter-arrival variance (Var(A)) and processing time
variance (Var(S)) are shown in several of the approximation formulas
for W̄ and Var(D) of an unsaturated single-station line [9]. These for-
mulas show that higher Var(A) and/or Var(S) result in higher FT̄ as
well as higher Var(D). The effect of a higher Var(Di) on an upstream
station is a higher Var(Ai+1) for the next station downstream, since the
departure process of an upstream station is the arrival process of the
following downstream station. This results in variability propagating
throughout an unsaturated serial line, as shown by Wu and Zhao [18].

Taylor and Heragu [28] clearly showed the effect of input variances
on FT̄ through their investigations on the impact of reduced processing
time variance on flow time reduction, compared with a reduction in the
mean processing time. They found that a 100% processing times stan-
dard deviation improvement equates to reductions of 83% and 67% of
mean processing times for infinite and finite buffer sizes, respectively,
with (transformed) exponential processing times. Likewise, a 100%
processing times standard deviation improvement equates to reductions
of 22% and 23% of mean processing times for infinite and finite buffer
sizes, respectively, with normal processing times.

Khalil et al. [29] also investigated the percentage of blocking (when
a machine cannot start processing because the downstream buffer is

Table 1
Summary of abbreviations used throughout the paper.

Factor Abbreviation Performance measure Abbreviation

Mean inter-arrival time Ā Mean throughput rate TH̄
Variance of inter-arrival time Var(A) Variance of throughput rate Var(TH)
Squared coefficient of variation of inter-arrival time SCVA Mean inter-departure time D̄
Skewness of inter-arrival time Skew(A) Variance of inter-departure time Var(D)
Auto-correlation of inter-arrival time Corr(A) Mean flow time FT̄
Mean service time S̄ Mean Work-In-Process WIP¯
Variance of service time Var(S) Mean waiting time W̄
Squared coefficient of variation of service time SCVS
Skewness of service time Skew(S)
Auto-correlation of service time Corr(S)
Mean resource utilisation percentage ρ
Efficiency (reliability) of a production line ε
Mean Time to Repair MTTR
Mean Time to Failure MTTF
Buffer size B
Line length n
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full) and starving (when a machine cannot start processing because the
buffer feeding it is empty) along a balanced saturated serial line with
triangular processing times and found that independent of line length,
the level of blocking was higher at the first station and lower at the last
one. This contrasted to the level of starving, which was lower at the first
station and higher at the last one. The highest levels of blocking and
starving were also found on the highest values of SCVS.

3.1.2. Resource unreliability
Perhaps one of the most widely studied factors regarding variability

has been the topic of machine unreliability in saturated serial lines. This
topic has been commonly studied by modelling resources as Bernoulli
machines [30], where the production rate of the system is dependent on
the probability of machines’ failure at the start of a time period, or by
modelling resources as exponential machines with breakdown and re-
pair times modelled as exponential probability distributions. The reader
is referred to the work by Li et al. [13] for a comprehensive review of
throughput analysis for saturated, unreliable lines with deterministic
processing times and finite buffers.

It is worth noting that, even though this line of research has usually
considered deterministic processing times [13], their results are in-
cluded here because of their high relevance for understanding the effect
of variability through the adoption of random breakdown events.

The extent of research on Bernoulli and exponential serial lines has
proved various system-theoretic properties of serial lines [31] which
provide interesting insights about the behaviour of random serial lines.
For instance, it has been shown that these lines have the property of
reversibility, which describes how the TH̄ for a saturated serial line with
particularly ordered Bernoulli (or exponential) machines and a given
set of buffers is equal to the TH̄ of an equivalent serial line but with
inversely ordered Bernoulli (or exponential) machines and buffers. This
property has direct practical implications on the design of serial lines
regarding the placement of work and buffer capacity, as will be ex-
plained in subsection 3.2.

In addition, it has been proved that TH̄ for Bernoulli (or ex-
ponential) lines is monotonically increasing on higher machine relia-
bility and increasing buffer capacities. Thus, the monotonicity property
states that increasing machine reliability (decreasing unreliability)
and/or buffer capacity will result in higher throughput.

Li and Meerkov [30] also suggested that production processes with
Bernoulli machines should distribute total production work among
several machines arranged in series, instead of one single machine
capable of doing all the operations since ‘longer lines smooth out the
production and result in a variability lower than that of one-machine sys-
tems’. This suggests that total unreliability should be distributed
throughout a production line instead of being concentrated in just one
station.

On the other hand, studies investigating the effects of resource un-
reliability on saturated production systems with random processing
times [32–35] have come to the same conclusions regarding the design
of serial lines with unreliable machines. Firstly, lower efficiency (ε) of
resource reliability, resulting from the combination of mean machine
repair times (MTTR) and mean time-to-failure (MTTF) (ε=MTTF /
(MTTF+MTTR)), results in a diminished TH̄ , which is an equivalent
result to the monotonicity property of Bernoulli lines. Secondly, shorter
mean repair times with frequent failures are preferred over longer mean
repair times with infrequent failures for the TH̄ of serial lines with the
same average downtimes. This suggests that it is better to carry out
frequent, but short, preventive maintenance activities to reduce the
likelihood of infrequent, but much longer, reactive repair activities.

3.1.3. Inter-arrival and processing times skewness
Distributions of inter-arrival and processing times can also have

higher moments that affect the mean waiting time [36,37]. Some have
shown [38,39] that higher inter-arrival skewness (Skew(A)) produces
lower W̄ in unsaturated single queues for different values of the squared

coefficient of variation of inter-arrival times (SCVA) and SCVS. On the
other hand, the effect of processing time skewness (Skew(S)) depends
on SCVA values. Atkinson [40] showed that when SCVA<1 considering
a Gamma distribution, W̄ increases with increasing processing time
(with Erlang distribution) skewness but when SCVA>1, W̄ decreases
with increasing processing time skewness.

Lau and Martin [41] suggested that lower values of Skew(S) result in
higherTH̄ in saturated lines. This effect is accentuated in saturated lines
when SCVS is higher and decreased when buffer size and line length
increase. They also found that the effect of kurtosis on TH̄ is more
difficult to interpret since its effect depends on interactions with other
factors.

Later, Powell and Pyke [42] observed that negative Skew(S) con-
sidering the Beta distribution results in higher TH̄ in saturated lines.
They stated that although the specific effect of kurtosis is difficult to
characterise, it can impact TH̄ by up to 5%. Moreover, if the modeller
only considers the first two moments of the distribution of processing
times rather than also the third and fourth, associated with the skew-
ness and kurtosis, Powell and Pyke suggested that an error in TH̄ esti-
mation can be as high as 28%.

3.1.4. Auto-correlated processes
Most studies investigating unsaturated lines assume that the arrival

process is a renewal process [43], meaning consecutive customer or
part arrivals are identically distributed and independent of each other,
i.e. not correlated. But, not all unsaturated lines directly receive ex-
ternal demand from customers. For example, a serial production line
embedded in a downstream supply chain process usually receives ar-
rivals from an upstream process. Since it has been shown that the de-
parture process of single-resource lines is not a renewal process [44,45]
(unless the distribution of inter-arrival and service times is exponential
[46]), this suggests the importance auto-correlated arrival effects.

Both Livny et al. [47] and Patuwo et al. [48] show that positively
correlated inter-arrival times (Corr(A)) increase W̄ in a single-station
queue with exponential inter-arrival and processing times, and that this
effect is higher with increasing values of utilisation. But for some sce-
narios, negative Corr(A) reduce W̄ in a single-station queue, as in-
dicated by Nielsen [49] in what he called ‘more realistic’ auto-corre-
lation patterns.

Livny et al. [47] also show that the effect of autocorrelation on W̄ is
method dependent, since some of the methods utilised to generate
correlated processes [50] exhibited an interaction between the auto-
correlation structure of inter-arrival times, processing times and utili-
sation. For utilisation levels higher than 0.25, most values of positive
and negative Corr(A) and correlation of processing times (Corr(S)) re-
sulted in higher W̄ .

These conclusions are also shared by Takahashi and Nakamura [51],
Altiok and Melamed [52] and Pereira et al. [53], who found that both
positive and negative Corr(A) and Corr(S) have a negative impact on
the performance of serial production lines.

3.1.5. Resource utilisation
While resource utilisation (ρ) is not a direct source of variability, but

instead, is the result of a combination of random variables (i.e.
= S A¯/ ¯ , where Ā is the mean inter-arrival time and S̄ is the mean

service time), it is worth studying since it is subject to random variation
and does affect serial line performance.

Resource utilisation affects FT̄ for unsaturated lines since higher
utilisation of a resource results in higher FT̄ [9]. Note that Var(D) tends
also to be more dependent on Var(S) in a single-station line when ρ is
high. On the contrary, when ρ is low, Var(D) tends to be more depen-
dent on Var(A). This behaviour is shown by the linking equation pro-
posed by Hopp and Spearman [3]. It is also interesting to note that
when ρ=1 in an unsaturated single station line with exponential inter-
arrival and service times, Var(TH) is minimised [54,55]. This effect has
been called BRAVO - “Balancing ( =A S¯ ¯) Reduces Asymptotic Variance
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of Outputs”. Similar results have shown the limiting effect of utilisation
in the impact of higher moments [56].

Lambrecht and Segaert [57] also showed that buffer content and
resource utilisation were not equal for all stations in saturated lines
modelled with different processing time distributions, even when all the
stations of the line were balanced and no buffer limits were present. On
the other hand, Betterton and Silver [58] suggested that Var(D) of
bottleneck stations should be the lowest of all stations since bottleneck
stations are seldom blocked or starved due to their slowest production
rate.

3.2. Effects of design factors

3.2.1. Work and variability allocation along the line
One of the most widely accepted conclusions about serial line design

is that balanced stochastic serial lines, if comparing two saturated lines
with the same assumed TH̄ , perform worse than unbalanced lines
[25,59], which have a protective capacity to deal with processing time
uncertainty.

These studies generated a field of research on the bowl phenomenon,
which states that faster stations (non-bottlenecks) of saturated serial
lines should be assigned to the middle of the line, while slower stations
(bottlenecks) should be positioned at the beginning and end of the line.
These and related results can be found in the review papers of Hudson
et al. [60] and Mcnamara et al. [14]. Furthermore, equivalent results
can be inferred from the reversibility property in Bernoulli (or ex-
ponential) lines with unreliable machines [31], as the most reliable
machine should be placed in the middle of the line to improve TH̄ .

Regarding station placement, Wu and Zhao [18] provided a heur-
istic for arranging the stations in an unsaturated line with propagating
variability. Suresh and Whitt [61] suggested arranging the stations in a
decreasing order of processing time variability, i.e. assigning the station
with the lowest SCVS at the beginning of the line and the station with
the highest SCVS at the end of the line, although the arrangement is not
optimal for every configuration. For example, Tembe and Wolff [62]
showed the optimal arrangement is to assign the station with the
highest mean processing time first in unsaturated serial lines with non-
overlapping processing time distributions among the stations [63].

3.2.2. Buffer size and line length
The effects of buffer size (B) and line length (n) under variability

have commonly been studied concurrently so their effects are con-
sidered jointly here. Although their effects are not the same, they are
sometimes considered so by experimental design, e.g., if all the stations
have equal B and you increase n, then total buffer capacity for the serial
line will increase.

Hillier and Boling [64] and Conway et al. [26] showed that longer
saturated lines with uniform and exponential processing times and
smaller buffers reduced TH̄ in balanced saturated lines, because longer
lines and smaller buffers resulted in more station blocking and starving.
Tan [27], for Weibull-distributed processing times, also suggested that
‘as the number of stations in the line approaches infinity, the cycle time also
approaches infinity’ because the longer the line, the lowerTH̄ and higher
Var(D).

Hendricks and Mclain [65] also concluded that as n increases, Var
(D) increases (considering Uniform, Exponential and Erlang processing
times); while as B increases, Var(D) decreases. Complementary work by
He et al. [66] showed (considering exponentially distributed processing
times) that as line length increases, Var(TH) decreases but flow time
variance increases; while, as B increases, Var(TH) increases. Kalir and
Sarin [67] present similar conclusions with longer lines with uniform
and exponential processing times reducing TH̄ and increasing Var(D),
and an increase in B increasing TH̄ and decreasing Var(D).

When considering the amount of B placed in front of stations in
balanced saturated serial lines with limited buffer capacity, Lambrecht
and Segaert [57] suggested that if possible, buffers should be placed

evenly along the whole serial line. Indeed, if a constraint exists that
prevents all stations from having the same buffer size, then buffers
should be placed towards the centre of the line, leaving the lowest
priority of buffer placement at the start and end of the line. Despite the
simplicity of this heuristic, total buffer capacity allocation is an in-
herently combinatorial problem [68] which complicates optimal per-
formance for all serial line configurations.

As with work placement, the reversibility property of Bernoulli (or
exponential) serial lines [31] also suggests distributing buffer capacity
evenly along the line, or towards the centre of the line if extra units of
buffer capacity are available.

In addition, various authors have shown [69–71] that the effect of B
on FT̄ considering unsaturated lines is similar to the effect on TH̄ for
the saturated case, as lower values of B will result in a worse (higher)
FT̄ performance since lower buffer capacity will result in higher
probability of blocking along the line.

3.2.3. The complex interactions between variability and design factors
Despite the fact that great intuition can be developed by analysing

the effects of various factors in isolation, real serial lines are subject to
these factors in an intertwined manner, as Atkinson [40] showed re-
garding the effects of Skew(S). This means that caution must be ex-
ercised since particular factor combinations can produce unexpected
results.

For instance, Colledani et al. [72] studied the issue of B in the
presence of resource unreliability with geometric distributions and
found that Var(TH) follows a convex function in relation with B. Either
low or high buffer capacity in a two-station line will result in higher Var
(TH) when compared with an intermediate buffer capacity (B=19).
Similar compounding results were presented by Assaf et al. [73], as
they suggested that for a two-station line with geometric MTTR and
MTTF, the effect of B on Var(TH) depends on the value of TH̄ : if
TH̄ <0.5, higher B results in higher Var(TH); whereas if TH̄ >0.5,
higher B results in lower Var(TH), similar to the results from He et al.
[66].

Earlier, Tan [74] found that the effect of MTTR on Var(TH) in un-
buffered balanced lines in the presence of resource exponential un-
reliability depends on n, when MTTF values remain constant. For ex-
ample, for two- and three-station lines, higher values of MTTR result in
higher Var(TH), but for lines of more than twelve stations, higher va-
lues of MTTR result in lower Var(TH). Higher values of MTTR, i.e.
lower ε with constant MTTF, resulting in lower Var(TH) in longer lines
might be explained by the limiting effect of throughput rate values on
longer lines with high MTTR values since longer lines with high MTTR
values rapidly decrease in overall TH̄ values, which imposes a limit on
the values of Var(TH) caused by increasing values of MTTR. On the
other hand, longer lines with lower MTTR values, by having higher TH̄
values, have lesser constraints on the possible values that the
throughput can take, and therefore, lower MTTR values will result in
higher Var(TH). This effect is not present in shorter lines because the
throughput is not as constrained as in longer lines, due to the smaller
interference among the stations.

Tan [74] also showed that if ε≤0.5, higher n results in lower Var
(TH); whereas if ε > 0.5, Var(TH) is maximised in intermediate values
of n (n>1). If ε is close to 1, then higher values of n result in higher Var
(TH).

These unreliable lines’ results differ from the findings of He et al.
[66] on reliable lines. He et al. showed that as B increases, Var(TH)
monotonically increases and longer lines monotonically decreased Var
(TH), which shows that incorporating an added layer of complexity (i.e.
unreliability) could produce different performance results.

Another example comes from Hillier’s [75] work on the interaction
between work and buffer allocation on the profit of a manufacturing
firm with exponential and Erlang distributed processing times. In this
case,TH̄ was considered a revenue-generating factor and inventory was
considered a cost. Hillier found that when the cost of inventory

R. Romero-Silva, et al. Journal of Manufacturing Systems 50 (2019) 278–289

282



increased, the best pattern regarding work allocation was to assign
work towards the start of the line and allocate buffer capacity towards
the end of the line, versus following the bowl pattern for work alloca-
tion and a balanced pattern for buffer allocation to singularly maximise
TH̄ .

Due to the resulting complexity caused by variability and design
factor interactions, some authors [56,66,76] have proposed measuring
the overall presence of variability on simple serial lines to assess its
impact on the performance of serial lines. Starting with an idealistic
representation of a serial line where a simple behaviour regarding
variability is considered, they compare the idealistic representation
with an overall estimate of variability that incorporates a more re-
presentative behaviour of variability. Three of these proposed measures
are explained in the following section.

3.3. Single measures to assess the impact of variability on the performance

Measuring the variance of critical production line performance
measures can provide a good estimate of variability on a production
line, but the magnitude of these measures can vary greatly between
different production lines, even in the same industrial sector. These
measurement differences limit the ability to assess the true impact of
variability on performance. For this reason, single measures have been
developed to assess the overall impact of variability.

Delp et al. [76] proposed a simple measure to calculate the impact
of variability on line performance, and the global impact of resource
availability, utilisation and line design. They proposed an ‘X-factor’
estimate, by dividing the overall mean flow time of a production line by
the sum of all tasks’ processing times. The X-factor provides a measure
to assess the weight of the non-value-adding time of each order or part
that remains in the line, in comparison with value-adding operations,
i.e. the processing times.

Wu et al. [56] suggested that the variability of a production line
(which they termed α) could be estimated by the ratio between the sum
of all the waiting times in all the stations and the hypothetical mean
waiting time of the bottleneck station considered as an M/M/1 queue.
This aligns with conclusions by Suresh and Whitt [77] who noted that
production lines with severe bottlenecks and very high utilisation can
be reduced to the bottleneck station to calculate the mean waiting
times. Accordingly, α describes how much more waiting time is caused
by the interactions of different stations and their variability when
compared with the waiting time of a single-server queue representing
the bottleneck.

Another simple and single measure to assess line variability is the
bullwhip effect [78,79], from Supply Chain Management, since it cal-
culates the ratio between the variance of upstream orders (or upstream
stations) and the variance of demand (which is fulfilled by downstream
inventory). Applied to serial production lines, the measure can assess
how variability is dampened or amplified throughout the production
line by comparing the variance of the arrival rate against the variance
of throughput rate or the variance of inter-arrival times against the
variance of inter-departure times.

3.4. Effects of production control techniques

Multiple techniques have proposed dealing with variability in
simple serial production lines without modifying line design. These
techniques generally focus on the principle of reducing WIP¯ in the
production line, because increased WIP¯ creates longer FT̄ for any ar-
riving orders (from Little’s Law).WIP¯ reduction is normally attained by
two different but complementary strategies, 1) setting a production
pace, and 2) setting a limit on the WIP¯ allowed in the system.

Many popular serial line control techniques use a combination of
those two strategies. Kanban [80], CONWIP [81] and DBR [82] meth-
odologies assign a buffer capacity limit to keep WIP¯ levels reduced,
while maintaining a safety buffer level to cope with uncertainty and

avoid station starvation. To further reduce overall WIP¯ , these meth-
odologies align order releases with inventory consumption since pro-
duction is only started when consumption is made in different stages of
the production line.

Kanban, CONWIP and DBR differ by where they allocate buffer
space and by where the order release signal is triggered. While Kanban
assigns specific buffer sizes to all stations and then triggers production
in each, contingent on the consumption of the next downstream station,
CONWIP assigns an overall buffer capacity to minimise starving and
blocking and triggers production at the start of the line whenever one
part leaves the last line’s station. For more details on differences be-
tween Kanban and CONWIP and their relation with push and pull
production systems, make-to-stock, and make-to-order strategies, refer
to Liberopoulos [83].

DBR defines a buffer size for upstream stations, relative to the
bottleneck for non-balanced lines, to reduce starving of the bottleneck
station, and then sets line pace by triggering production at the first
station whenever a part leaves the bottleneck station. Note that buffer
allocation in this context is not trivial, since simulation solutions or
other methodologies are needed to determine the best buffer config-
uration for each methodology [84,85].

Other authors have studied the differential performance between
popular techniques using theoretical settings of simple serial lines.
Lambrecht and Segaert [57] suggested that a DBR-like strategy for
pacing the line (i.e. order release) produces betterTH̄ than a strategy of
specifically limiting the buffer on each station. Gstettner and Kuhn [86]
suggested that the same TH̄ can be attained with smaller overall buffer
capacities when using the Kanban system, compared with CONWIP, for
saturated lines.

Huang et al. [84] suggested that CONWIP performs better than
Kanban and MRP for an unsaturated production line, because it lowers
WIP¯ and inventory holding costs. Jodlbauer and Huber [87] also found
that CONWIP performs better than MRP, Kanban and DBR in terms of
WIP¯ and service level, but that it is very sensitive to the selection of the
correct parameter of total buffer capacity.

For paced saturated lines, Kalir and Sarin [67] found a minimal
reduction in both TH̄ and Var(D) when compared with unpaced satu-
rated lines. Consequently, setting a production pace, although reducing
both WIP¯ and output variability, might impact TH̄ of saturated lines.

3.5. Summary of relevant results

Table 2 provides a summary of serial line factors and performance
measures, as well as key authors. Each cell describes how certain factors
(rows) influence key performance measures (columns). This reference
table can be used by practitioners and researchers to recognise the ef-
fect of singular factors on the performance of simple serial lines, when
all the other factors remain constant.

In Table 2, “↑” entails an increase in the values of the factor or
performance measure, while “↓” entails a decrease; “X” marks whether
an increase or decrease in a factor results in an increase or decrease of a
singular performance measure.

As reflected in the ‘Law of Variability’, Table 2 shows that an in-
creased variance (either from inter-arrival or processing times) ad-
versely impacts all performance measures relayed in this paper. In ad-
dition, higher resource unreliability clearly influences the performance
of serial lines.

More importantly, Table 2 can be viewed as a compendium that lists
all the factors that describe random variability and how these factors
affect line performance when considered in isolation. This then spe-
cifies and extends the scope of the ‘Law of Variability’ for different
components. For example, based on Table 2 it could be stated that
‘lower processing time skewness results in higher mean throughput rates for
saturated lines’ or that ‘higher inter-arrival time skewness results in lower
mean waiting times for unsaturated lines’. Table 2 also clarifies how two of
the most widely studied design variables regarding serial lines (i.e.
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buffer size and line length) influence performance by showing, for ex-
ample, that ‘shorter serial lines result in higher mean throughput rates as
well as lower inter-departure times variance’.

Despite this ease of reference value, when various variability factors
are considered in interaction with each other, conclusions are not as
categorical as in the case of Var(A), Var(S) or ε. So, it is worth noting
that Table 2 only shows a compendium of single relationships between
one factor and one performance measure where no interaction with an
additional factor has been shown to result in more complex or opposite
behaviour. Therefore, to provide with a quick reference for these
complex interactions, Table 3 summarises the results from various
studies where multiple factors interact to have an effect on a singular
performance measure.

While Table 3 serves as a summary reference of complex interac-
tions between multiple factors, caution should be exercised applying

Table 3’s results, as they are highly dependent on the particular sys-
tems’ parameters considered in the cited references. Hence, no general
conclusions about the effects of these factors can be extended to all
simple serial lines, despite the fact that Table 3 provides concise details
of the results of the cited references.

4. Discussion

Table 2’s summary of the effects of variability and various design
factors on different performance measures provides clear and concise
guidance to better understand the behaviour of simple serial production
lines under the effects of variability. It also contributes to a better un-
derstanding of the ‘Law of Variability’ [1] by describing the effects of
different variability factors inherent to the process, apart from the var-
iance of inter-arrival and processing times, on the productivity of the

Table 2
Summary of single-factor effects on serial line performance subject to random variation.
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process, and how different factors subject to variability influence per-
formance.

A comprehensive understanding of the single effects of variability is
important, especially in context of current markets. Today’s managers
face dynamic market conditions with complex production environ-
ments that are difficult to model in an analytical and exact manner.
Moreover, Section 3 suggests that firms involved in production line
improvement or design processes should be aware of many factors and
not only on singular ones when building models of the production line
to predict its performance since performance can be gained or lost by
different variability and design factors. Building such complicated
models that represent the various sources of variation and their impact
on performance could also prove difficult to carry out using analytical
and approximation models.

This complexity issue might push managers to adopt more intricate
modelling tools such as simulation [88–90] to model, analyse and op-
erate production lines. But moving from analytical modelling tools for
simple production environments to simulation modelling still requires a
solid understanding of and insights into the most important dynamics of
stochastic production systems, so as to not inappropriately apply the
simulation paradigm [4]. A more comprehensive understanding will
enable managers to correctly assess, validate and interpret the results
generated by more complex modelling tools, helping them avoid invalid
and unreliable results [91–93], and make better decisions with the aim
of reaching desired factory performance levels and gain and retain
competitive advantage.

This is not to say that all complex systems should be studied and

analysed with simulation instead of analytical models, or that simula-
tion models cannot be useful to gain intuition about complex systems.
On the contrary, to develop a comprehensive understanding of the in-
tricacies of complex manufacturing and service systems, researchers
and practitioners should use every tool at their disposal, as it has been
shown that combining analytical and simulation models [94,95] can
reap better results when trying to deal with the management of an in-
tricate system.

The specific relevance of the results presented in Table 2 will de-
pend on the reader’s objectives and the manufacturing firm’s market.
For instance, in markets where demand is not a constraint and com-
panies can sell every item produced without high inventory holding
costs, firms might be more interested in increasing the mean
throughput rate and decreasing throughput variance. Conversely, firms
working in environments where demand is lower than production ca-
pacity and sets the pace of production might be more concerned with
reducing the mean flow/waiting times and maintaining a reduced
variance of inter-departure times to provide better customer service.

Clearly, some real environments are inherently more complex than
those referenced here, since they produce more than one product or
family of products, have additional constraints such as sequence-de-
pendent setup times or delivery dates [96], yield losses, etc. In addition,
real environments are concerned with balancing the performance be-
tween different, and sometimes contrasting performance measures. A
manufacturing firm might be simultaneously concerned with increasing
throughput (to increase revenue) while decreasing inventory (to de-
crease cost). In that situation, addressing a single factor to improve
performance might not be the most practical solution since a working
combination of multiple factors could produce better results, e.g.,
CONWIP and DBR by capping buffer levels while setting a production
pace equal to demand to reduce flow times.

In spite of these simplifications, we feel that this paper provides the
OM field a simple and single referent source that explains the overall
behaviour of stochastic serial lines. It can help readers to gain insight
into the effects of variability on the performance of manufacturing firms
and further understand the implications of the ‘Law of Variability’.

Some of the results and papers included are widely known in re-
search fields or covered by previous reviews [5,7,8] and books
[6,9,31,97], but the easily interpretable conclusions provided here,
have not been collected before in a single reference and represent a
valuable contribution to the field. Furthermore, the conclusions pro-
vided here can also be applied to the rapidly growing service side of
operations, as the operational activities of a number of service-based
sectors can also be modelled as serial lines, e.g., healthcare [98,99].

5. Managerial implications and opportunities for future research

For managers, the summaries provided in Tables 2 and 3 and dis-
cussed in Section 3.5. provide useful conclusions on the managerial
interpretation and application of these results. Complementing those
points, some general practical insights can also be inferred. For in-
stance, a common effect for all the performance measurements con-
sidered is that both Var(A) and Var(S) negatively impact the perfor-
mance of serial lines since increasing Var(A) or Var(S) or both always
affects performance. Thus, efforts to decrease the variance of arrivals
and service/processing times will not produce an unexpected outcome
in terms of the four performance measurements considered here. A si-
milar conclusion can be inferred from the effects of B and n on per-
formance, if not for their effects on Var(TH), i.e. higher B and lower n
improve performance for TH̄ , FT̄ and Var(D), but their effect on Var
(TH) also depends on other interacting factors, which shows a more
complex behaviour.

Overall, it can be said that performance of a serial line is dependent
on the interactions among variability factors, e.g., Var(S), and design
factors, e.g., B, as these interactions create an uneven production flow
that results in the starvation or blocking of the stations along the line

Table 3
Summary of multiple-factor effects on the performance of the serial lines stu-
died by the cited references.
Factor 1 Factor 2 Performance measures

W̄ Var(TH)

↑ ↓ ↑ ↓

SCVA <1 Skew(S) ↑ X [40]
↓ X [40]

≥1 Skew(S) ↑ X [40]
↓ X [40]

Corr(A) < 0 ρ=0.25 Corr(S) ≤
0.50

X [47]

>
0.50

X [47]

ρ=0.50 Corr(S) < 0 X [47]
=0 X [47]
> 0 X [47]

ρ=0.80 Corr(S)
Corr
(S)

X [47]

B < 19 B ↑ X [72]
↓ X [72]

=19 minimises Var(TH)
[72]

> 19 B ↑ X [72]
↓ X [72]

TH̄ < 0.5 B ↑ X [73]
↓ X [73]

> 0.5 B ↑ X [73]
↓ X [73]

ε < 0.5 n ↑ X [74]
↓ X [74]

> 0.5 n > 1 Value of n that
maximises Var(TH)
depends on ε
[74]

→ 1 n ↑ X [74]
↓ X [74]

n ≤ 3 MTTR ↑ X [74]
↓ X [74]

> 12 MTTR ↑ X [74]
↓ X [74]
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and, consequently, a decrease in performance.
Furthermore, performance improvement by increasing B is parti-

cularly influenced by the “Law of diminishing returns” [1], as it has
been suggested [100,101] that increasing B when B is already very high
only results in a marginal performance improvement because the
system is already very close to its maximum performance (or perfor-
mance frontier [1]), which in this case depends on the variance of
processing times.

On the other hand, the performance effects of factors such as Skew
(S), Corr(A) and Corr(S) are inherently dependent on the interaction
with other factors; thus, performance improvement by modifying these
factors could prove to be difficult as it is not as straightforward as
modifying performance by improving Var(A) or Var(S). These factors
also can be difficult to modify since many of the variability reduction
techniques have primarily focused on reducing variances [102,103].
Similarly, work, variability and buffer placement are not straightfor-
ward tasks since they depend highly on the configuration of the serial
line. For example, saturated balanced lines can be improved by either
reducing the variance or increasing buffer size towards the middle of
the line; but unsaturated balanced lines can show increased perfor-
mance in some cases by reducing variance or increasing buffer size
towards the beginning of the line. Likewise, changing some of the serial
line design factors could be difficult since technological constraints
might limit the ability to reorder line operators or merge two work-
stations into a single workstation to reduce line length, for example.

In addition, simple production control techniques, such as, Kanban,
CONWIP and DBR, have been found to be great tools to limit the effects
of propagating variability along the line by limiting the total amount of
work that is allowed into the system. Thus, practitioners could elect to
apply these simple control techniques to achieve incremental perfor-
mance gains before investing in more costly and complex tasks, such as,
process improvements (e.g., reduction of MTTF) and production line
redesign.

With an improved understanding of the complex interactions sum-
marised here, managers are better able to finesse serial line design
factors to enhance performance and deliver results that can support a
competitive advantage. Similar to the micro-seconds that separate
Olympic winners from mere participants, enhancing the performance of
a serial production line, even by small degrees, can generate sub-
stantial, compounded results.

Addressing future research directions and opportunities, since most
previous studies on simple serial lines focused on the single effects
caused by processing time variance in the resulting mean throughput,
mean flow time and variance of inter-departure time measures, more
efforts are needed to study the impact of specific and various combined
factors on particular performance measures.

For instance, most studies investigating the effects of resource un-
reliability on the performance of serial lines have focused on the effect
on TH̄ [13] but ignored other equally important performance measures
such as those covered in Table 1. Likewise, investigating the factors
with highest impact on higher moments than 1 [104] or on the per-
centiles of the probability distributions of throughput rates and flow
times of simple serial lines is rare.

Moreover, because of their analytical tractability, phase-type dis-
tributions [105], e.g., exponential, Erlang, and Coxian, have been the
most commonly used probability distributions for modelling proces-
sing/service times in studies concerned with the effects of variability, as
shown in Section 3. However, some authors [103,106–109] have sug-
gested that processing/service times are better modelled by other
probability distributions, such as, lognormal and Weibull. Therefore,
further research considering more realistic probability distributions is
needed as it has been previously shown that queueing network models
are highly sensitive to the choice of the probability distribution mod-
elling input distributions [37,39,110,111].

Studies comparing the impacts of different factors on the same line
configuration, such as Taylor and Heragu [28] who compared the

impact of mean processing time reduction against a reduction in the
variance of processing times, could provide interesting insights re-
garding the leverage of each factor on serial line performance. For in-
stance, studies comparing the impact on performance of a reduction in
the variance of processing times against the effect of reducing the
variance of time to failure or time to repair could provide very inter-
esting insights regarding the leverage of each factor to improve per-
formance as studies concerned with the impact of unreliability have
rarely considered stochastic processing times. Moreover, studies in-
vestigating the performance impact of simultaneously modifying two or
more factors could provide a better understanding of the combined
effects and interactions that the variability factors have on perfor-
mance, similarly to the results shown by Colledani et al. [72], Atkinson
[40] and Johnson [39].

Equivalently, more studies are needed to understand the concurrent
impact of different factors on multiple performance measures, as some
factors can affect different performance measures in opposing ways.
This behaviour can lead managers to find trade-offs between opposing
performance effects or to find the best solution regarding an all-en-
compassing measure of system performance, e.g. the trade-off in terms
of profit between the investment and inventory-holding costs of higher
buffer capacity and the added revenue resulting from higher
throughput created by the extra buffer capacity (see, e.g.,
[75,112,113]).

In addition, research opportunities exist for the auto-correlated
processes impact on various performance measures, since there are
relatively few studies that describe the main factors that cause a queue
to produce different levels of auto-correlated outputs (see, e.g., [114]).
More resource utilisation research is also needed to investigate the
various concurrent line performance effects of changing values of uti-
lisation due to varying mean demand rates [115] in serial lines under
transient states [116,117].

In terms of measure development, another worthy research direc-
tion would be to extend proposed work by Delp et al. [76] and Wu et al.
[56], to directly assess the variability of a production line, or more
precisely, the impact that the many variability factors (e.g., variance,
skewness and auto-correlation of inter-arrival and processing times, and
unreliability, etc.) have on the overall performance of the production
line. Developing this type of measure would assist assessing if a pro-
duction line is greatly affected by variability.

A similar reference compilation on more complex production line
results, such as assembly lines with merging materials [113,118], setup
times [119,120], quality concerns [121], or multiple-product serial
lines [122–124] could be useful to better understand the effects of
variability in different production environments and further extend the
reach of the ‘Law of Variability’.

The current market shift from factory-focused, high-volume, single-
product serial lines, like the ones studied here, towards customer-re-
sponsive [125], multiple-product, complex serial lines with mass cus-
tomisation [126], highlights the need to further compile conclusions
from studies concerned with the impact of variability and design factors
on firm’s competitive capabilities [127], such as, flexibility, quality,
delivery performance and cost, on more complex scenarios. Further
efforts to gather and explain these conclusions are particularly needed
for a better understanding of current complex systems because com-
panies that want to improve their customer-responsive competitive
capabilities can end up affecting other traditional performance mea-
sures by increasing the variability and complexity of the system as a
result of modifying the design of the manufacturing system (see, e.g.,
[128,129]).

As was mentioned in Section 4, combining approximation models,
exact analytical models, simulation models and even data modelling,
e.g., regression analysis and machine learning, will result in both a
better understanding and representation of the real manufacturing
system in question. Thus, undertaking more studies that integrate dif-
ferent modelling paradigms (see, e.g., [95,130,131]) can provide the
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field with a better understanding of the potential of combining different
modelling approaches. Despite this, some firms might lack the resources
in terms of time, knowledge or capital to build a comprehensive set of
models, limiting them to choose, build and use only one modelling
approach among the following: approximation, exact analytical, simu-
lation model and data modelling (see, e.g., [132,133]).

Therefore, a stream of research is needed to investigate the trade-off
between the estimation accuracy (Error) of different modelling para-
digms and the time it takes to produce that estimation (EstimateTime),
depending on system complexity. In this regard, approximation models’
estimates can be quickly generated both for simple and complex sys-
tems, with the drawback of having a decreasing estimation accuracy as
the complexity of the system increases. Exact analytical models are
clearly the best models in terms of estimation accuracy; nevertheless,
exact analytical models can be difficult to build for very complex sys-
tems and the learning curve to use some existing exact analytical
models can be very steep, e.g., Matrix-analytic methods [134] and al-
gorithmic analysis based on Markovian decision processes [135].

On the other hand, simulation was seen in previous decades as a
time-consuming method that was only the last resort to estimate per-
formance. However, simulation software has significantly evolved in
recent years as today moderately complex models can be easily and
quickly built with commercial tools, allowing simulation to be a method
of first-resort [92]. Drawbacks from this approach are the learning curve
associated with learning different simulation software, the time to build
simulation models from scratch, especially when compared with the
time to generate reasonable estimates for simple manufacturing systems
with approximation methods, and the reduced accuracy of the simu-
lation models when compared with exact analytical approaches.

A good example of this stream of research can be found in Kim et al.
[131], where they compared the performance of simulation and data
modelling and described their advantages and limitations, although
they did not investigate the difference between the two approaches in
terms of EstimateTime.

Thus, depending on the complexity and characteristics of the
manufacturing system in question, future research can try to determine
what is the optimal modelling approach (or combination of approaches)
to estimate performance in terms of Error/EstimationTime.

Finally, further study could also address the effects and presence of
variability in different real manufacturing contexts, and the effects and
performance variation of different managerial techniques to cope with
variability between sectors, industries or other contextual factors
[136–139], based on the constructs of Contingency Theory [140,141].
Integrating context and variability can help practitioners better focus
their efforts on managing the effects of variability depending on the
manufacturing context. For example, studying the performance of
Kanban, CONWIP and DBR in different manufacturing contexts with
different degrees of demand uncertainty and process variability could
provide novel insights.

6. Conclusions

The main objective and contribution of this paper is to present and
summarise some of the most relevant conclusions on the performance
behaviour of serial production lines under the effects of variability, and
extend the implications of the ‘Law of Variability’ to improve factory
and service management and gain and retain competitive advantage. A
brief overview of the most meaningful conclusions on different per-
formance measures is presented and serves as a guide to better under-
stand and manage the effects of variability and design factors on pro-
duction line performance so managers can exploit the leverage points of
factory performance.

This paper fills a gap in literature because few previous efforts have
been made to summarise valuable conclusions in a manner which
provides practitioners and researchers easier interpretations of the
performance effects of various singular variability and design factors.

This paper assists readers in developing better understanding and in-
tuition of the behaviour of serial lines so they may design and manage
more robust and efficient operations management tasks, before em-
barking on more complex production systems modelling.
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