## VU Research Portal

# A floer homology approach to traveling waves in reaction-diffusion equations on cylinders 

Bakker, Bente; Van Den Berg, Jan Bouwe; Vandervorst, Rob

published in<br>SIAM Journal on Applied Dynamical Systems<br>2018

DOI (link to publisher)
10.1137/17M1162019

## document version

Publisher's PDF, also known as Version of record

## document license

Article 25fa Dutch Copyright Act

Link to publication in VU Research Portal

## citation for published version (APA)

Bakker, B., Van Den Berg, J. B., \& Vandervorst, R. (2018). A floer homology approach to traveling waves in reaction-diffusion equations on cylinders. SIAM Journal on Applied Dynamical Systems, 17(4), 2634-2706. https://doi.org/10.1137/17M1162019

## General rights

Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

- Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
- You may not further distribute the material or use it for any profit-making activity or commercial gain
- You may freely distribute the URL identifying the publication in the public portal ?

[^0]
## E-mail address: <br> vuresearchportal.ub@vu.nl

# A Floer Homology Approach to Traveling Waves in Reaction-Diffusion Equations on Cylinders* 

Bente Bakker ${ }^{\dagger}$, Jan Bouwe van den Berg ${ }^{\dagger}$, and Rob Vandervorst ${ }^{\dagger}$


#### Abstract

Traveling waves form a prominent feature in the dynamics of scalar reaction-diffusion equations on unbounded cylinders. The traveling waves can be identified with the bounded solutions of the elliptic PDE $\left\{\begin{array}{ll}\partial_{t}^{2} u-c \partial_{t} u+\Delta u+f(x, u)=0, & t \in \mathbf{R}, x \in \Omega, \\ B(u)=0, & t \in \mathbf{R}, x \in \partial \Omega,\end{array}\right.$ where $c \neq 0$ is the wave speed, $\Omega \subset \mathbf{R}^{d}$ is a bounded domain, $\Delta$ is the Laplacian on $\Omega$, and $B$ denotes Dirichlet, Neumann, or periodic boundary data. We develop a new homological invariant for the dynamics of the bounded solutions of the above elliptic PDE. Restrictions on the nonlinearity $f$ are kept to a minimum; for instance, any nonlinearity exhibiting polynomial growth in $u$ can be considered. In particular, the set of bounded solutions of the traveling wave PDE may not be uniformly bounded. Despite this, the homology is invariant under lower order (but not necessarily small) perturbations of the nonlinearity $f$, thus making the homology amenable for computation. Using the new invariant we derive lower bounds on the number of bounded solutions of our PDE, thus obtaining existence and multiplicity results for traveling wave solutions of reaction-diffusion equations on unbounded cylinders.
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1. Introduction. A prominent feature of reaction-diffusion equations is the formation of spatial and temporal patterns. The formation of spatial patterns is often observed to be in the form of a traveling wave invading one state (e.g., a homogeneous distribution) and leaving behind another (more complicated) state (e.g., a spatial pattern). In this paper we develop a topological invariant based on a Floer homology construction. This gives insight into the structure of the solutions of the reaction-diffusion equations. Furthermore, it demonstrates emphatically that Floer homology has applications to a broad class of evolutionary PDEs, far beyond the realm of symplectic topology where it is traditionally employed.

Historically Floer homology is defined for the Hamilton action functional in order to develop a Morse type theory for contractible period-1 orbits. In particular, this approach has led to the resolution of the Arnol'd conjecture in many settings; see [Arn89, Flo89, FO99, LT98] and the references therein. In the classical context Floer homology gives an algebraic invariant which is related to a weighted count of critical points of the Hamilton action and is isomorphic

[^1]to the singular homology of the symplectic manifold. Floer homology has been developed for numerous nonclassical settings, including [AvdV99, Fab15a, HNS09, IM17]. The basic idea in the construction is that solutions of a differential equation can be organized using gradient dynamical systems.

The main message of this paper is that such an approach works for the much larger class of gradient-like dynamical systems, including strongly indefinite ones, and may be regarded as an extension of the Conley index for elliptic partial differential equations. Indeed, in the theory of pattern formation the differential equations in question often display canonical gradient-like behavior.

In this introduction we will start off with an overview of the main results and explain the advantages of the Floer homology approach, followed by a summary of the Floer construction. We conclude the introduction with an example of a classical traveling wave problem using the Conley index and point out the analogues with the Floer homology approach.
1.1. Main results. We consider a scalar reaction-diffusion equation on an unbounded cylindrical domain $\mathbf{R} \times \Omega$

$$
\begin{equation*}
\partial_{s} \varphi=\Delta_{\bar{x}} \varphi+f(\bar{x}, \varphi) \quad \text { for } \quad s \in \mathbf{R}, \bar{x} \in \mathbf{R} \times \Omega \tag{RDE}
\end{equation*}
$$

together with Dirichlet, Neumann, or periodic boundary conditions for $\bar{x} \in \mathbf{R} \times \partial \Omega$. Here $u$ is a scalar function, and $\Omega \subset \mathbf{R}^{d}$ is a bounded domain with smooth boundary. The operator $\Delta_{\bar{x}}$ denotes the Laplacian on $\mathbf{R} \times \Omega$, that is,

$$
\Delta_{\bar{x}}=\partial_{x_{0}}^{2}+\partial_{x_{1}}^{2}+\cdots+\partial_{x_{d}}^{2} \quad \text { for } \quad \bar{x}=\left(x_{0}, x\right)=\left(x_{0}, x_{1}, \ldots, x_{d}\right) \in \mathbf{R} \times \Omega .
$$

We will also be using the Laplacian on $\Omega$, which we will denote by $\Delta$, that is,

$$
\Delta=\partial_{x_{1}}^{2}+\cdots+\partial_{x_{d}}^{2} \quad \text { for } \quad x=\left(x_{1}, \ldots, x_{d}\right) \in \Omega .
$$

Suppose the nonlinearity $f$ is homogeneous in the (unbounded) $x_{0}$ variable. Then a natural class of solutions (often observed experimentally) of (RDE) to consider are of the form $\varphi(s, \bar{x})=u\left(x_{0}+c s, x_{1}, \ldots, x_{d}\right)$ for some $c \neq 0$ (without loss of generality we will assume $c>0$ ). Then $u(t, x)$ (where $t \in \mathbf{R}, x \in \mathbf{R}^{d}$ ) satisfies the elliptic PDE

$$
\begin{equation*}
\partial_{t}^{2} u-c \partial_{t} u+\Delta u+f(x, u)=0 \quad \text { for } \quad t \in \mathbf{R}, x \in \Omega \tag{1}
\end{equation*}
$$

together with Dirichlet, Neumann, or periodic boundary conditions at $x \in \partial \Omega$.
If $u$ is a solution of (1), then $\varphi(s, \bar{x})=u\left(x_{0}+c s, x_{1}, \ldots, x_{d}\right)$ is called a traveling wave (but we will also refer to $u$ as such) if it converges (locally uniformly in $x$ ) as $s \rightarrow \pm \infty$ to stationary solutions of (RDE). To make this more precise we first need to define $\alpha$ - and $\omega$-limit sets. Let $\alpha(u)$ denote the set of all accumulation points in the $C_{\text {loc }}^{1}$ topology of the shifts $u(\cdot+\tau, \cdot)$ as $\tau \rightarrow-\infty$. Similarly, let $\omega(u)$ denote all those accumulation points of shifts $u(\cdot+\tau, \cdot)$ as $\tau \rightarrow \infty$. Then $u$ is a traveling wave when $\alpha(u) \cap \omega(u)=\emptyset$, and $\alpha(u)$ and $\omega(u)$ consist solely of stationary solutions of (1), i.e., each $z \in \alpha(u) \cup \omega(u)$ satisfies $\Delta z+f(x, z)=0$ and the same boundary conditions as were chosen in (1). Later on we will see that, under suitable conditions on the nonlinearity $f$, any bounded solution of (1) is either a stationary solution or a traveling wave.

In section 2 we will formulate precise conditions on the nonlinearity $f$ for which our theory works. Special instances of such nonlinearities are of the form

$$
\begin{equation*}
f_{\text {odd }, \pm}(x, u)= \pm \alpha(x)|u|^{p-1} u+h(x, u) \tag{2}
\end{equation*}
$$

or

$$
\begin{equation*}
f_{\text {even }, \pm}(x, u)= \pm \alpha(x)|u|^{p}+h(x, u) . \tag{3}
\end{equation*}
$$

Here $\alpha \in C_{b}^{4}(\Omega)$ is such that $\inf _{x \in \Omega} \alpha(x)>0$, and the lower order term $h \in C^{4}(\Omega \times \mathbf{R})$ is such that

$$
\limsup _{|u| \rightarrow \infty} \sup _{x \in \Omega} \frac{|h(x, u)|}{|u|^{p}}=0
$$

It should be stressed that although the names $f_{\text {odd }, \pm}$ and $f_{\text {even }, \pm}$ are suggestive, we do not assume any symmetry of the lower order term $h$. For the power $p$ we restrict attention to the "subcritical range": $1<p<\infty$ if $\operatorname{dim} \Omega=1$, and $1<p \leqslant 3$ if $\operatorname{dim} \Omega=2$. Extension of the theory which also deals with higher dimensional domains and bigger $p$ are subjects for future research; see also Remark 2.2 in section 2.

Stationary solutions of (1), i.e., solutions which are independent of $t$, solve a semilinear elliptic problem on a bounded domain $\Omega$. We say that a stationary solution $z$ is hyperbolic if the only solution of

$$
\Delta v+f_{u}(x, z) v=0 \quad \text { for } \quad x \in \Omega
$$

together with the same boundary condition considered in (1) is $v \equiv 0$.
In this paper we develop an algebraic/topological invariant which takes into account solutions of (1) which are stationary, as well as certain solutions which connect stationary solutions (i.e., certain traveling waves). In terms of applications, the main result from this paper is the following theorem.

Theorem A (Theorem 10.2 from section 10). Consider any wave speed $c \neq 0$, and let $k \geqslant 1$. Then the following holds:

- If $f=f_{\text {odd, },}$ and (1) has at least $2 k$ distinct hyperbolic stationary solutions, then (RDE) has at least $k$ distinct traveling wave solutions of wave speed $c$. More precisely, to each given hyperbolic stationary solution z (but with the possible exception of at most one of them), there corresponds at least one traveling wave $u$ such that $\alpha(u)=\{z\}$ or $\omega(u)=\{z\}$ (but it is possible that $\omega(u)$, resp., $\alpha(u)$, consist of nonhyperbolic stationary solutions).
- If either $f=f_{\text {odd },+}$, or $f=f_{\text {even },-}$, or $f=f_{\text {even },+}$, and (1) has at least $2 k-1$ distinct hyperbolic stationary solutions, then (RDE) has at least $k$ distinct traveling wave solutions of wave speed c. More precisely, to each given hyperbolic stationary solution $z$, there corresponds at least one traveling wave $u$ such that $\alpha(u)=\{z\}$ or $\omega(u)=\{z\}$ (but it is possible that $\omega(u)$, resp., $\alpha(u)$, consist of nonhyperbolic stationary solutions).
Furthermore, in each of these cases there exists at least one more stationary solution (which might be nonhyperbolic).

Here we consider two traveling wave solutions $\varphi_{1}, \varphi_{2}$ of (RDE) to be distinct from each other if $\varphi_{1}\left(s_{1}, \cdot\right) \neq \varphi_{2}\left(s_{2}, \cdot\right)$ for all $s_{1}, s_{2} \in \mathbf{R}$, i.e., they are not simply time translates of one
another. We note that the problem of establishing hyperbolic stationary solutions is amenable to computer-assisted proof techniques, making the assumptions in Theorem A verifiable in practice (see, e.g., [AK15, vdBGLvdV17]).

When $f=f_{\text {odd,--, }}$, (1) is dissipative, meaning that the set of all bounded solutions is compact. In that case, similar results have previously been obtained using different methods. See, for example, [Gar86, Mie94, FSV98, GIP99]. However, the methods used there break down when the set of bounded solutions is not compact.

We point out that for suitable conditions on $f$ (e.g., demanding that $f=f_{\text {odd, }+}$ has the symmetry $f(x,-u)=-f(x, u))$, (1) has infinitely many stationary solutions. This is well known (see, for example, [BL92, Yan98, RTZ09, Yu14, HHM15]), although this can also be deduced from Theorem A directly. Now Theorem A implies that if all the stationary solutions are hyperbolic (a condition which can be ensured by adding a small perturbation), for such antisymmetric nonlinearities $f=f_{\text {odd, }+}$ there exist infinitely many traveling wave solutions of (RDE) with any given nonzero wave speed.

When $\Omega$ is zero-dimensional, a classical approach to proving the existence of connecting orbits in (1) is by using Conley index theory; see also subsection 1.4. However, since (1) is a strongly indefinite problem, arguments based on Conley index theory cannot be applied directly. Indeed, any index pair for a stationary solution is homotopy equivalent to a pointed infinite dimensional sphere, hence the Conley index of any rest point is trivial. In [FSV98] this problem was circumvented by, roughly speaking, assigning an index to isolated invariant sets via the limit of Conley indices of finite dimensional approximations of (1). In order for this limit to make sense, one needs global compactness results on the set of all bounded solutions of (1), i.e., this method is applicable only for dissipative nonlinearities $f$.

Previous work by various authors has shown that Floer homology is capable of dealing with a larger class of problems than the analogous Conley index approach: compare, e.g., [CZ83, CZ84] with [Flo89, Sal99], and [IR02] with [AvdV99]. Inspired by this, we construct a Floer-type homology theory for (1). This construction only requires a local compactness result on the space of bounded solutions of (1), hence our results also apply to nondissipative nonlinearities (e.g., $f=f_{\text {odd, }}$ ).
1.2. Comparison to classical Floer theory. We want to point out here that this work is not a straightforward application of the standard Floer theory for Hamiltonian systems. Equation (1) takes over the role of the (perturbed) Cauchy-Riemann equation in the standard Floer theory. Although both (1) and the Cauchy-Riemann equation are elliptic, there are some important differences.

Equation (1) is not a (formal) gradient flow (but it is gradient-like), and it is not immediately clear whether the construction of the homology still works for gradient-like equations. For example, the index theory for this problem becomes more involved. The obtained index can be related to the classical Morse index of a related parabolic equation, thus making the index amendable for computations. The existence of a Lyapunov function for (1) guarantees that, just as in the classical situation, the moduli spaces of connecting orbits can be compactified by adding broken orbits.

In the case of standard Floer theory, transversality can be obtained by perturbing the Hamiltonian and the almost complex structure. Thus the perturbed equation is again a PDE.

However, to us it seems that a natural way to achieve generic transversality is by adding a nonlocal term to (1). Of course, the downside of this approach is that the perturbed equation is then no longer a PDE.

To illustrate why this is a sensible choice, it is best to rewrite (1) as a dynamical system

$$
\begin{equation*}
\partial_{t} U=A(U) . \tag{4}
\end{equation*}
$$

Here $U=\left(u, \partial_{t} u\right)$, and $A(U)$ is a differential operator acting on $U$ plus a nonlinear term $f(x, u)$. But from a different viewpoint, $A$ is a (densely defined) vector field on a function space $X$ (consisting of functions depending on $x \in \Omega$ ). To obtain generic transversality, one should allow for perturbations of (4) which are localized in the "phase space" $X$. In general, there seems to be no reason to assume such a perturbation can be chosen to be a differential operator. The fact that this is possible in classical Floer theory is because solutions of perturbed Cauchy-Riemann equations share most properties with holomorphic functions; see [FHS95].

The choice to perturb (1) out of the class of PDEs does introduce a number of new technical obstacles. The biggest hurdle turns out to be the unique continuation theory developed in section 4. To deal with the nonlocal perturbation we had to develop a new variety of Carleman estimates.

Finally, we note that with classical Floer theory one is interested in the generators of the homology. The boundary operator, which counts connecting orbits for the gradient flow, is merely introduced in order to define the homology. In contrast to this, we are interested in the connecting orbits of a gradient-like equation. Hence the boundary operator encodes the information we are actually interested in. The latter is comparable to the connection matrix in Conley index theory.
1.3. Future work. We have chosen to present the theory only for $\Omega$ of dimensions 1 and 2. This allows us to work solely over Hilbert spaces. The advantage of this becomes apparent especially in sections 3 and 4. By replacing the various Sobolev spaces by their $L^{p}$ counterparts, one should be able to obtain similar results for higher dimensional $\Omega$.

We restrict to spaces $\Omega$ which are either tori or smooth domains in $\mathbf{R}^{d}$. It appears to be straightforward to generalize the current results to work for more general spaces $\Omega$. A natural requirement would be that $\Omega$ is an orientable Riemannian manifold, either closed or with cylindrical ends. It would then be natural to allow for mixed boundary conditions at the cylindrical ends.

Another aim for future work is to extend the invariant to higher order equations. One of the main technical hurdles will then be the extension of the unique continuation theory from section 4.

In this article we only consider traveling waves in a scalar reaction-diffusion equation. However, the same construction will work, essentially without modifications, for systems of reaction-diffusion equations, provided that the reaction term is of the form $f=\nabla F$.

The invariant that we develop only incorporates index 1 connecting orbits for any wave speed $c \neq 0$. However, a similar invariant can be developed to detect index 0 orbits for a specific wave speed $c=c_{*}$. For this, one should incorporate a slow drift on the wave speed $c$, which connects a slow wave speed system with a fast wave speed system. Using similar
techniques as presented here the existence of nontrivial orbits for such systems can be shown. By combining this with a priori estimates on the solutions, we are convinced that one can prove the existence of index 0 orbits for a specific wave speed $c=c_{*}$; see [MM02, Smo94].

In [Fab15b] (and, using different methods, in [AM15]) symplectic nonsqueezing results are developed in the setting of Hamiltonian PDEs. These rigidity properties are derived using the analysis of $J$-holomorphic curves. The current paper demonstrates that Floer homology can be constructed using traveling waves instead of $J$-holomorphic curves. This suggests the PDEs dealt with in this paper possess additional rigidity properties which are worth exploring in more detail.
1.4. A classical example. To illustrate how a topological invariant can be used to deduce the existence of solutions of (1), we now briefly recall how this problem can be tackled using standard tools when $\Omega$ is zero-dimensional. In that setting (1) reduces to the ODE

$$
\begin{equation*}
u^{\prime \prime}-c u^{\prime}+f(u)=0 . \tag{5}
\end{equation*}
$$

A topological approach to existence of solutions of this ODE dates back to work by Conley and Gardner; see [CG80, Gar84].

We first recall the definition of the Conley index. Given a flow $\left(\varphi_{t}\right)_{t}$ on a metric space $X$, a pair $(N, L)$ is called an index pair if, roughly speaking, $L \subset N \subset X$ are compact subsets, such that $N$ and $N \backslash L$ are isolating neighborhoods of the flow with $\operatorname{Inv}(N)=\operatorname{Inv}(N \backslash L)$, and all orbits which leave $N$ must do so through $L$ without reentering $N \backslash L$. The (homological) Conley index of ( $N, L$ ) is then defined as the relative (singular) homology of the pair ( $N, L$ ). In this example we will use $\mathbf{Z}_{2}$ coefficients for the homology. It can be shown that any isolated invariant set $S$ for the flow $\left(\varphi_{t}\right)_{t}$ admits an index pair $(N, L)$, i.e., an index pair for which $\operatorname{Inv}(N)=S$. Moreover, if $\left(N_{1}, L_{1}\right)$ and $\left(N_{2}, L_{2}\right)$ are two index pairs for the same isolated invariant set $S$, then the relative (singular) homologies of those pairs are isomorphic via a natural isomorphism. Thus one can define the (homological) Conley index $\mathrm{HC}_{*}(S, \varphi)$, up to natural isomorphism, as the relative homology of an index pair $(N, L)$ for $S$. That is to say, $\mathrm{HC}_{*}(S, \varphi)$ should be interpreted as an equivalence class of relative homologies. This notion of defining $\mathrm{HC}_{*}(S, \varphi)$ up to natural isomorphisms can be formalized by defining $\mathrm{HC}_{*}(S, \varphi)$ as the inverse limit over all index pairs $(N, L)$ with $\operatorname{Inv}(N)=S$.

A crude way to apply Conley index theory to (5) makes use of the direct sum property of the index. This property states that if an isolated invariant set $S$ for the flow $\left(\varphi_{t}\right)_{t}$ can be written as the disjoint union of $S_{1}$ and $S_{2}$, then

$$
\mathrm{HC}_{*}(S, \varphi) \cong \mathrm{HC}_{*}\left(S_{1}, \varphi\right) \oplus \mathrm{HC}_{*}\left(S_{2}, \varphi\right) .
$$

Consider (5) as a dynamical system on $\mathbf{R}^{2}$, and let $S \subset \mathbf{R}^{2}$ consist of all bounded orbits of this dynamical system. Now note that for $c=0$ the dynamical system is Hamiltonian, and for $c>0$ the system displays gradient-like behavior, with the original Hamiltonian function now strictly decreasing along nonstationary orbits. This gradient-like behavior implies that $S$ consists of stationary solutions and heteroclinic orbits.

Using the invariance property of the Conley index it can be seen that $\mathrm{HC}_{*}(S, \varphi)$ is isomorphic to $\operatorname{HC}_{*}(\{0\}, \psi)$, where $\left(\psi_{t}\right)_{t}$ is the flow of (5) with $f(u)=-u^{3}-u$. Since 0 is a saddle


Figure 1. Sketch of an index pair $(N, L)$ for the set of all bounded solutions of (5), with $f(u)=(u-$ a) $\left(1-u^{2}\right)$, where $0<a<1$ and $c>0$. The lightly shaded area indicates a possible choice of an isolating neighborhood $N$, while the dark shaded area indicates a possible choice for an exit set $L$. The number of heteroclinic connections depends on choices of $a$ and $c$.
point for $\left(\psi_{t}\right)_{t}$, it follows that $\operatorname{HC}_{*}(\{0\}, \psi)$ is isomorphic to the reduced singular homology of a 1-sphere. Hence

$$
\mathrm{HC}_{n}(S, \varphi) \cong \mathrm{HC}_{n}(\{0\}, \psi) \cong \mathrm{H}_{n}\left(\mathbf{S}^{1}, \mathrm{pt} ; \mathbf{Z}_{2}\right) \cong \begin{cases}\mathbf{Z}_{2} & \text { if } n=1 \\ 0 & \text { otherwise }\end{cases}
$$

This is further illustrated in Figure 1.
Now suppose the system does not possess any connecting orbits. The gradient-like behavior then implies that $S$ consists solely of rest points of the flow, hence the direct sum property implies

$$
\mathrm{HC}_{*}(S, \varphi) \cong \mathrm{HC}_{*}(\{(-1,0)\}, \varphi) \oplus \mathrm{HC}_{*}(\{(a, 0)\}, \varphi) \oplus \mathrm{HC}_{*}(\{(1,0)\}, \varphi) .
$$

But local phase plane analysis shows that all of the rest points have a nontrivial Conley index. Hence the rank of the direct sum is at least 3 , while $\mathrm{HC}_{*}(S, \varphi)$ is of rank 1 . This contradiction allows us to conclude that $S$ contains at least one connecting orbit.
1.5. Outline of the paper. As was already indicated, the proof of Theorem A is of the same spirit as the example sketched in the previous section. Note that one of the essential ingredients in this approach is the gradient-like behavior, i.e., that the set of bounded solutions consists of stationary solutions and connecting orbits. The other essential ingredient is the existence of an algebraic object associated to isolating neighborhoods, such that the following hold:

1. It is amenable to computation, which follows from the invariance of the algebraic object under (not necessarily small) perturbations of the nonlinearity $f$. In other words, it is a topological invariant.
2. It encodes dynamical information. In particular, it should satisfy a direct sum property.

Since the equation we consider is infinite dimensional the Conley index is not applicable. In this paper we develop a new topological invariant, which we call the traveling wave homology.

Let us now sketch the construction of the traveling wave homology as well as give an outline of the paper. We begin by assigning an index $\mu_{f}(Z)$ to hyperbolic stationary solutions $Z$ of (1). This index can be thought of as a generalization of the classical Morse index. The existence of this (relative) index in our strongly indefinite setting relies on a version of the Fredholm alternative for (1), for which the hyperbolicity of the stationary solutions is needed, and which is discussed in section 5 .

The construction of the invariant then relies on a careful analysis of the spaces $\mathcal{M}\left(Z_{-}, Z_{+}\right)$ of connecting orbits between fixed stationary solutions $Z_{-}, Z_{+}$. One important observation is that these spaces are compact modulo "broken trajectories." In section 7 we give precise definitions as well as a proof of this property. Essential ingredients are the local compactness results from section 3, as well as the existence of a Lyapunov function $\mathcal{E}$.

Using the rapid decay of connecting orbits toward stationary solutions (discussed in section 6) the spaces $\mathcal{M}\left(Z_{-}, Z_{+}\right)$can be described as the zero set of a differential operator defined between certain affine Hilbert spaces. Thus, roughly speaking, if the image of this differential operator intersects the zero section transversely, the implicit function theorem (making use of the Fredholm theory from section 5) gives us a manifold structure on $\mathcal{M}\left(Z_{-}, Z_{+}\right)$. In fact, this manifold is finite dimensional, with dimension equal to $\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right)$.

As it turns out, the natural way to ensure transversality holds generically is by perturbing (1) using a small nonlocal term. The perturbed equation takes the form

$$
\begin{equation*}
\partial_{t}^{2} u(t, x)-c \partial_{t} u(t, x)+\Delta u(t, x)+f(x, u(t, x))+g\left(x,\left(u(t, \cdot), \partial_{t} u(t, \cdot)\right)\right)=0 . \tag{6}
\end{equation*}
$$

We stress that the perturbation $g$ depends on $u(t, \cdot)$ and $\partial_{t} u(t, \cdot)$ as functions on $\Omega$. A typical example of such a perturbation is of the form displayed in (41). One particular part where this nonlocal term prevents us from applying known results is the unique continuation theory developed in section 4. There we prove that if two solutions $\left(u, \partial_{t} u\right)$ and $\left(v, \partial_{t} v\right)$ of (6) coincide at a certain time $t=t_{0}$, they must in fact coincide for all $t \in \mathbf{R}$, i.e., $u \equiv v$. In the absence of the term $g$ this would follow from classical Carleman estimates [Car39, Aro56, AKS62, Ken86, Tat04, CGT06]. To deal with the nonlocal perturbation $g$, in section 4 we have derived a version of the Carleman estimates where the function is not required to be localized except for the $t$-direction. This is possible, at the cost of the Carleman estimates no longer holding uniformly over all localized functions (as in the classical case), but the way in which the estimates depend on the chosen function works well together with localizing a solution of (1) in the $t$-direction using cutoff functions. This allows us to prove the desired uniqueness result. In the end, we are able to show that for generic choices of $g$ the transversality condition is satisfied (see section 8).

Of particular interest is then the case when $\mathcal{M}\left(Z_{-}, Z_{+}\right)$is of dimension 2 and noncompact. A careful analysis shows that this space can be compactified by adding, for each noncompact connected component of $\mathcal{M}\left(Z_{-}, Z_{+}\right)$, precisely two broken trajectories. In the definition of the homology we shall also make use of isolating neighborhoods (the precise definition of which will be given in section 9), which will play a similar role as in Conley theory. Then, if one lets $C_{n}$ denote the group which is $\mathbf{Z}_{2}$-generated by index $n$ stationary solutions contained in a fixed isolating neighborhood $N$, and define homomorphisms $\partial_{n}: C_{n} \rightarrow C_{n-1}$ by counting
(modulo 2) connecting orbits which are contained in $N$, it follows that $\partial_{n} \circ \partial_{n+1} \equiv 0$. This way we arrive at the following theorem.

Theorem B (Theorem 9.1 from section 9). One has $\partial_{n} \circ \partial_{n+1}=0$, and consequently,

$$
\operatorname{HTW}_{n}(N, f, g, c):=\mathrm{H}_{n}\left(C_{*}, \partial_{*}\right)=\frac{\operatorname{ker} \partial_{n}}{\operatorname{im} \partial_{n+1}}
$$

is well-defined.
The resulting homology $\operatorname{HTW}_{*}(N, f, g, c)$ is independent (up to natural isomorphisms) of the particular choice of $g$ (for small $g$ ). Thus we obtain an invariant $\operatorname{HTW}_{*}(N, f, c)$ for (1). Furthermore, if $\left(f_{\lambda}, c_{\lambda}\right)$ is a homotopy between nonlinearities $\left(f_{0}, c_{0}\right)$ and $\left(f_{1}, c_{1}\right)$, and $N$ satisfies an appropriate stability property with respect to this homotopy (see section 9 for precise details), then $\operatorname{HTW}_{*}\left(N, f_{0}, c_{0}\right) \cong \operatorname{HTW}_{*}\left(N, f_{1}, c_{1}\right)$. In particular, when $N$ is the entire phase space and the nonlinearity $f$ is of the form given in (2) or (3), then the homology is invariant under homotopy on the lower order term $h$ and the coefficient $\alpha$, as long as $\inf _{x \in \Omega} \alpha_{\lambda}(x)>0$ uniformly in the homotopy parameter $\lambda$. This is what allows us to determine explicitely the homology of the global dynamics in all four cases; see Theorem 10.1.

The invariant HTW satisfies a direct sum property similar to that of the Conley index. If $N=A \cup B$, where $A$ and $B$ are disjoint isolating neighborhoods for the dynamics, then

$$
\operatorname{HTW}_{*}(N, f, c) \cong \operatorname{HTW}_{*}(A, f, c) \oplus \operatorname{HTW}_{*}(B, f, c) .
$$

This allows us to prove Theorem A in a way analogous to the simplified example involving Conley index theory in section 1.4.
2. The extended problem. In this section we set up the extended problem into which our original problem can be embedded. In later sections we will see that for generic choices from this class of extended problems we can set up the desired transversality theory. It appears that this is not possible without considering the extended problem.
2.1. Perturbations. Let either $\Omega \subset \mathbf{R}^{d}$ be a bounded domain with smooth boundary or $\Omega=\mathbf{T}^{d}=\mathbf{R}^{d} / \mathbf{Z}^{d}$. We will restrict ourselves to $d \in\{1,2\}$; see Remark 2.2. Since we want to consider (1) as a dynamical system we are going to rewrite it as a system of equations which involve first order derivatives of $t$ only. We choose to incorporate the boundary conditions in the phase space.

We denote by $H^{k}(\Omega)$ the $L^{2}$ Sobolev space, defined as the closure of $C^{\infty}(\Omega)$ in the norm

$$
\|u\|_{H^{k}(\Omega)}=\left(\sum_{|\alpha| \leqslant k}\left\|\partial^{\alpha} u\right\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2}
$$

When $\Omega \subset \mathbf{R}^{d}$ is a domain, let $B: C^{\infty}(\bar{\Omega}) \rightarrow C^{\infty}(\partial \Omega)$ be given by either $B(u)=\left.u\right|_{\partial \Omega}$ (Dirichlet) or $B(u)=\left.\partial_{\nu} u\right|_{\partial \Omega}$ (Neumann), where $\nu$ denotes the outward pointing unit normal on $\partial \Omega$. When $\Omega$ is a torus (corresponding to periodic boundary conditions), we set $B=0$. For any $k \in \mathbf{N}_{0}$ we now define

$$
H_{B}^{k}(\Omega):=\operatorname{cl}_{H^{k}(\Omega)}\left\{u \in C^{\infty}(\bar{\Omega}): B(u)=0\right\} .
$$

Whenever it is convenient, the operator $B$ shall also be identified with its extension to Sobolev spaces $H^{k}(\Omega)$.

We can now introduce the phase spaces

$$
X^{k}:=H_{B}^{k+1}(\Omega) \times H_{B}^{k}(\Omega), \quad k \in \mathbf{N}_{0}
$$

Together with the norms

$$
\|(u, v)\|_{X^{k}}^{2}:=\left(\|u\|_{H^{k+1}(\Omega)}^{2}+\|v\|_{H^{k}(\Omega)}^{2}\right)^{1 / 2}, \quad(u, v) \in X^{k}
$$

these become separable Hilbert spaces.
Given a possibly unbounded open subset $J \subset \mathbf{R}$ define

$$
W_{\mathrm{loc}}^{k, 2}\left(J ; X^{0}, \ldots, X^{k}\right):=W_{\mathrm{loc}}^{k, 2}\left(J, X^{0}\right) \cap W_{\mathrm{loc}}^{k-1,2}\left(J, X^{1}\right) \cap \cdots \cap W_{\mathrm{loc}}^{1,2}\left(J, X^{k-1}\right) \cap L_{\mathrm{loc}}^{2}\left(J, X^{k}\right) .
$$

We endow these spaces with the compact-open topology. Convergence in this topology, which in fact makes $W_{\text {loc }}^{k, 2}\left(J ; X^{0}, \ldots, X^{k}\right)$ into a Fréchet space, is characterized as follows: a sequence $\left(U_{n}\right)_{n} \subset W_{\text {loc }}^{k, 2}\left(J ; X^{0}, \ldots, X^{k}\right)$ converges toward $U_{\infty}$ if and only if for any bounded open subset $J^{\prime} \subset J$ it holds that

$$
\begin{equation*}
\max _{0 \leqslant \ell \leqslant k} \max _{0 \leqslant j \leqslant k-\ell} \int_{J^{\prime}}\left\|\partial_{t}^{j} U_{n}(t)-\partial_{t}^{j} U_{\infty}(t)\right\|_{X^{\ell}}^{2} \mathrm{~d} t \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty \tag{7}
\end{equation*}
$$

The spaces $W^{m, 2}\left(J ; X^{0}, \ldots, X^{m}\right)$ are defined in a similar fashion, where now $J^{\prime}$ in (7) is replaced by $J$. The spaces $C^{m}\left(J ; X^{0}, \ldots, X^{m}\right)$ are defined by

$$
C^{m}\left(J ; X^{0}, \ldots, X^{m}\right):=C^{m}\left(J, X^{0}\right) \cap C^{m-1}\left(J, X^{1}\right) \cap \cdots \cap C^{1}\left(J, X^{m-1}\right) \cap C^{0}\left(J, X^{m}\right),
$$

where the topology is defined by uniform convergence of functions and their derivatives on compact subsets of $J$. The spaces of bounded differentiable functions $C_{b}^{m}\left(J ; X^{0}, \ldots, X^{m}\right)$ are defined in an analogous manner, where now the convergence is uniform over $J$ itself.

Lemma 2.1. One has the continuous embeddings

$$
\begin{aligned}
& W^{m, 2}\left(J ; X^{0}, \ldots, X^{m}\right) \hookrightarrow C_{b}^{m-1}\left(J ; X^{0}, \ldots, X^{m-1}\right), \\
& W_{l o c}^{m, 2}\left(J ; X^{0}, \ldots, X^{m}\right) \hookrightarrow C^{m-1}\left(J ; X^{0}, \ldots, X^{m-1}\right)
\end{aligned}
$$

Furthermore, the embeddings

$$
\begin{array}{lll}
W^{m, 2}\left(J ; X^{0}, \ldots, X^{m}\right) & \hookrightarrow W^{m-1,2}\left(J ; X^{0}, \ldots, X^{m-1}\right) & \text { with } J \text { bounded, } \\
W_{l o c}^{m, 2}\left(J ; X^{0}, \ldots, X^{m}\right) & \hookrightarrow W_{l o c}^{m-1,2}\left(J ; X^{0}, \ldots, X^{m-1}\right) & \text { for any } J
\end{array}
$$

are compact.
Proof. We give a sketch here; for more details we refer to [Ama95]. The first two statements are a consequence Morrey's inequality. This relies on the integral representation $U(t)=U\left(t_{0}\right)+\int_{t_{0}}^{t} \partial_{s} U(s) \mathrm{d} s$, which is well-defined since the spaces $X^{i}$ are separable. The compact embeddings follow from the Rellich-Kondrachov theorem for vector-valued Sobolev spaces. Here one uses that $X^{i}$ are seperable Banach spaces and the embeddings $X^{i} \hookrightarrow X^{i-1}$ are compact.

Let $A_{f, g, c}: X^{1} \rightarrow X^{0}$ be the nonlinear operator defined by

$$
A_{f, g, c}(u, v)(x):=\binom{-v(x)}{\Delta u(x)+f(x, u(x))-c v(x)+g(x,(u, v))}
$$

for $(u, v) \in X^{1}$. We stress here that the term $g(x,(u, v))$ depends on the functions $u$ and $v$, not on the point $(u(x), v(x))$. We assume $f: \Omega \times \mathbf{R} \rightarrow \mathbf{R}$ is of class $C^{m}$ with $m \geqslant 1$, and $g: \Omega \times X^{0} \rightarrow \mathbf{R}$ is $C^{m}$ (in the Fréchet sense), and $c>0$. At each point in the development of the theory we will point out exactly how big $m$ needs to be, but we already want to point out that all theorems hold for $m \geqslant 4$. The nonlocal term $g$ will typically be a very small term. Additional restrictions on $f$ and $g$ will be formulated in the next section. For brevity we shall write $A$ instead of $A_{f, g, c}$ whenever this does not give rise to ambiguity.

We will study the behavior of the dynamical system

$$
\begin{equation*}
\partial_{t} U+A_{f, g, c}(U)=0, \quad U \in W_{\mathrm{loc}}^{1,2}\left(J ; X^{0}, X^{1}\right) . \tag{TWE}
\end{equation*}
$$

Note that $U=(u, v)$ is a solution of (TWE) if and only if $v=\partial_{t} u$, and

$$
\partial_{t}^{2} u-c \partial_{t} u+\Delta u+f(x, u)+g\left(x,\left(u, \partial_{t} u\right)\right)=0 \quad \text { on } \quad J \times \Omega,
$$

and for each $t \in J$ the boundary condition $B(u(t, \cdot))=0$ is satisfied. Unless mentioned otherwise, we assume that $J=\mathbf{R}$. Note that as a consequence of the nonlocal perturbation $g$ (TWE) is in general not a PDE.
2.1.1. Conditions on $f, g$, and $c$. Henceforth we shall assume that $(f, g) \in C^{m}(\Omega \times \mathbf{R}) \times$ $C^{m}\left(\Omega \times X^{0}\right)$ and $c>0$ satisfy the following hypotheses:
(f1) There exists $C_{f} \geqslant 0$ such that $f$ satisfies the growth bounds

$$
\sup _{x \in \Omega}|f(x, u)| \leqslant C_{f}\left(1+|u|^{p}\right),
$$

where $1 \leqslant p<\infty$ if $\operatorname{dim} \Omega=1$ and $1 \leqslant p \leqslant 3$ if $\operatorname{dim} \Omega=2$.
(f2) There exist some $-1<\theta<1$ and $C_{f}^{\prime} \geqslant 0$ such that $f$ satisfies

$$
|F(x, u)| \leqslant C_{f}^{\prime}+\frac{\theta}{2} f(x, u) u .
$$

Here $F(x, u)=\int_{0}^{u} f(x, s) \mathrm{d} s$.
As an alternative to (f2) we can also consider (see also Remark 2.3) the following:
(f2') There exist some $-1<\theta<1$ and $C_{f}^{\prime} \geqslant 0$ such that $f$ satisfies

$$
|F(x, u)| \leqslant C_{f}^{\prime}+\frac{\theta}{2} f(x, u)|u| .
$$

When dealing with Neumann or periodic boundary conditions, we need an additional restriction on the nonlinearity, given by (f3).
(f3) When considering Neumann or periodic boundary data, assume $f$ satisfies the superlinear growth condition

$$
\liminf _{|u| \rightarrow \infty} \inf _{x \in \Omega}\left|\frac{f(x, u)}{u}\right|>0 .
$$

Besides these restrictions on $f$ we need to put a few restrictions on $g$ :
(g1) There exists a constant $C_{0, g}$ such that

$$
\sup _{x \in \Omega, U \in X^{0}}|g(x, U)| \leqslant C_{0, g},
$$

and for each $k \in\{1, \ldots, m\}$ there exists a constant $C_{k, g}$ such that

$$
\sup _{x \in \Omega, U \in X^{0}}\left\|\mathrm{~d}^{k} g(x, U)\right\|_{\mathcal{L}\left(\left(\mathbf{R} \times X^{0}\right)^{k}, \mathbf{R}\right)} \leqslant C_{k, g} .
$$

(g2) The perturbation $g$ satisfies the Lipschitz condition

$$
\sup _{x \in \Omega, u \in H_{B}^{1}(\Omega)}|g(x, u, v)| \leqslant \frac{c}{2 \sqrt{\operatorname{Vol}(\Omega)}}\|v\|_{L^{2}(\Omega)} .
$$

Note the dependence of the Lipschitz constant on the wave speed $c$.
(g3) The perturbation $g$ satisfies

$$
\mathrm{d} g(x, u, 0)=0 \quad \text { for all } \quad x \in \Omega, u \in H_{B}^{1}(\Omega)
$$

Remark 2.2. We want to stress here that both the dimensional restriction $d=\operatorname{dim} \Omega \leqslant 2$ and the growth restriction (f1) are merely technical. The dimensional restriction ensures that the Sobolev embedding $H^{2}(J \times \Omega) \hookrightarrow C^{0}(J \times \Omega)$ holds, where $J \subset \mathbf{R}$ is a domain. This fact is used in order to obtain the compactness results in section 3. The choice of $p$ in hypothesis (f1) ensures that the Sobolev embedding $H^{1}(J \times \Omega) \hookrightarrow L^{2 p}(J \times \Omega)$ holds. Consequently, the growth bound on $f$ ensures that the map $A_{f, g, c}: X^{1} \rightarrow X^{0}$ is indeed well-defined, bounded, and continuous (see [AZ90]). Both these conditions can be relaxed by replacing all the spaces $H^{k}=W^{k, 2}$ by $W^{k, q}$ spaces for appropriately chosen $q$. Since we mainly want to convey the idea that Floer theory can be applied to traveling wave problems in (RDE), we have chosen to stick with the Hilbert space theory in order to reduce the technicality of the estimates, which tend to complicate the spirit of the arguments.

Remark 2.3. Conditions (g1)-(g3) could seem restrictive, but recall that the nonlinear term $g$ is only introduced to put the equation (TWE) into "general position" (i.e., to achieve transversality). In the application of the theory we are eventually interested in the case where $g=0$, hence conditions (g1)-(g3) are not particularly restricting.

On the other hand, conditions (f1)-(f3) clearly put restrictions on the types of nonlinearities to which the theory is applicable. Examples (but not exhausting all possibilities) of such nonlinearities are $f=f_{\text {odd }, \pm}$ and $f=f_{\text {even }, \pm}$, which were introduced in (2) and (3). Then clearly hypotheses (f1) and (f3) are satisfied. The appropriate choice between hypotheses (f2) and (f2') and the corresponding value of $-1<\theta<1$ can be summarized as follows:

|  |  | $\sigma=-$ | $\sigma=+$ |
| :--- | :--- | :--- | :--- |
| $f_{\text {odd }, \sigma}$ | (f2) | $\theta<-2 /(p+1)$ | $\theta>2 /(p+1)$ |
| $f_{\text {even }, \sigma}$ | $\left(\right.$ f2 $\left.^{\prime}\right)$ | $\theta<-2 /(p+1)$ | $\theta>2 /(p+1)$ |

As was already indicated in the introduction, the difference between the various choices of $f$ is also reflected in the possible dynamics, a fact which we will return to once we discuss applications of the theory in section 10 .
2.1.2. Conditions on the nonautonomous equation. In order to develop continuation of the Floer homology groups, we need to allow ( $f, g, c$ ) to depend explicitly on $t$, i.e., consider a nonautonomous version of (TWE). We shall assume that $t$-dependent $(f, g, c) \in C^{m}(\mathbf{R} \times$ $\Omega \times \mathbf{R}) \times C^{m}\left(\mathbf{R} \times \Omega \times X^{0}\right) \times C^{m}(\mathbf{R},(0, \infty))$ satisfy the following hypotheses:
(n1) For each $t \in \mathbf{R}$, the triple $(f(t, \cdot, \cdot), g(t, \cdot, \cdot), c(t))$ satisfy hypotheses (f1)-(f3) and (g1)(g3), with the constants $C_{f}, C_{f}^{\prime}, \theta$, and $C_{k, g}$ uniform in $t \in \mathbf{R}$.
(n2) There exists an $\ell>0$ and $t$-independent triples $\left(f_{-}, g_{-}, c_{-}\right),\left(f_{+}, g_{+}, c_{+}\right)$such that

$$
\begin{cases}(f(t, \cdot \cdot \cdot), g(t, \cdot \cdot \cdot), c(t))=\left(f_{-}, g_{-}, c_{-}\right) & \text {for } t \leqslant-\ell \\ (f(t, \cdot, \cdot), g(t, \cdot \cdot), c(t))=\left(f_{+}, g_{+}, c_{+}\right) & \text {for } t \geqslant+\ell\end{cases}
$$

The final hypothesis makes use of a sufficiently small constant $\Theta$. How small this $\Theta$ should really be depends on $\theta, \inf _{t \in \mathbf{R}} c(t)$, and $\ell$ and will be dictated by Theorems 3.3 and 3.5.
(n3) There exist $\Theta \geqslant 0$ sufficiently small, and $C_{f}^{\prime \prime} \geqslant 0$, such that

$$
\left|\partial_{t} F(t, x, u)\right| \leqslant C_{f}^{\prime \prime}+\Theta|F(t, x, u)| .
$$

### 2.2. Auxiliary definitions.

2.2.1. The energy/Lyapunov functional. Recall from hypothesis (f2) that $F: \Omega \times \mathbf{R}^{d} \rightarrow$ $\mathbf{R}$ is chosen such that $F(\cdot, 0)=0, \nabla_{u} F(x, u)=f(x, u)$. By hypothesis (f1) and the continuous embedding $H^{1}(\Omega) \hookrightarrow L^{p+1}(\Omega)$, it follows that the induced Nemytskii operator

$$
F: H^{1}(\Omega) \rightarrow L^{1}(\Omega), \quad u(x) \mapsto F(x, u(x))
$$

is bounded and $C^{1}$; see, e.g., [AZ90]. We can therefore define energy functional $\mathcal{E}_{f} \in C^{1}\left(X^{0}, \mathbf{R}\right)$ by

$$
\mathcal{E}_{f}(u, v)=\int_{\Omega}-\frac{1}{2}|v(x)|^{2}+\frac{1}{2}|\nabla u(x)|^{2}-F(x, u(x)) \mathrm{d} x .
$$

Here $|\cdot|$ denotes the Euclidean norm. When the choice of $f$ is clear from the context, we shall sometimes abbreviate $\mathcal{E}_{f}$ by $\mathcal{E}$.

Note that, in light of the continuous embedding $W_{\mathrm{loc}}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right) \hookrightarrow C^{0}\left(\mathbf{R}, X^{0}\right)$, the map

$$
\mathcal{E}_{f}: W_{\mathrm{loc}}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right) \rightarrow C^{0}(\mathbf{R}), \quad U \mapsto \mathcal{E}_{f}(U(\cdot))
$$

is $C^{1}$. Let $\mathcal{A}$ consist of all $U=\left(u, \partial_{t} u\right)$ that solve (TWE). Elliptic regularity theory combined with hypothesis (f1) implies that in particular $\mathcal{A} \subset C^{m}\left(\mathbf{R} ; X^{0}, X^{1}\right)$. Therefore $\mathcal{E}_{f}$ restricts to a continuous map

$$
\mathcal{E}_{f}: \mathcal{A} \rightarrow C^{m}(\mathbf{R}), \quad U \mapsto \mathcal{E}_{f}(U(\cdot)) .
$$

Remark 2.4. Details on the regularity of $\mathcal{A}$ can be found in the proof of Theorem 3.1. Although step 1 of the proof depends on the regularity of the map $\mathcal{E}_{f}$, Steps 2 to 4 do not rely on such properties of $\mathcal{E}_{f}$. The argument given in Steps 2 to 4 of the proof can be modified to show that $\mathcal{A} \subset C^{m}\left(\mathbf{R} ; X^{0}, \ldots, X^{m}\right)$ whenever $f$ is of class $C^{m}$.

The derivative of $\mathcal{E}_{f}$ along $U \in \mathcal{A}$ has the form

$$
\begin{aligned}
\frac{\mathrm{d} \mathcal{E}_{f}(U(t))}{\mathrm{d} t} & =\int_{\Omega}\left(-\partial_{t}^{2} u(t, x)-\Delta u(t, x)-f(x, u(t, x))\right) \partial_{t} u(t, x) \mathrm{d} x \\
& =-c\left\|\partial_{t} u(t, \cdot)\right\|_{L^{2}(\Omega)}^{2}+\left\langle g(\cdot, U(t)), \partial_{t} u(t, \cdot)\right\rangle_{L^{2}(\Omega)} .
\end{aligned}
$$

Hypothesis (g2) then implies that

$$
\begin{equation*}
\frac{\mathrm{d} \mathcal{E}_{f}(U(t))}{\mathrm{d} t} \leqslant-\frac{c}{2}\left\|\partial_{t} u(t, \cdot)\right\|_{L^{2}(\Omega)}^{2} \tag{8}
\end{equation*}
$$

thus $\mathcal{E}_{f}$ is a Lyapunov function for (TWE).
Remark 2.5. In fact, from our regularity theory (section 3) and the unique continuation theorem (Theorem 4.3) it will follow that $\mathcal{E}_{f}$ is a strict Lyapunov function. That is, inequality (8) is strict unless $\partial_{t} u(t)=0$ for all $t$.
2.2.2. Stationary solutions and hyperbolicity. Denote by $\mathcal{S}(f) \subset X^{1}$ the collection of stationary solutions (also referred to as rest points) of (TWE), i.e., $\mathcal{S}=A_{f}^{-1}(0)$. Given $-\infty \leqslant a \leqslant b \leqslant \infty$, we define $\mathcal{S}_{a}^{b}(f):=\mathcal{S}(f) \cap \mathcal{E}_{f}^{-1}([a, b])$. Whenever the choice of $f$ is clear from the context, it will be suppressed in the notation.

Given $Z=(z, 0) \in \mathcal{S}(f)$, we will see in section 3 (more specifically, see Theorem 3.6) that the Nemytskii operator

$$
f: H_{B}^{1}(\Omega) \rightarrow L^{2}(\Omega), \quad u(x) \mapsto f(x, u(x))
$$

is $m$ times continuously differentiable near $z$ whenever $f: \Omega \times \mathbf{R} \rightarrow \mathbf{R}$ is of class $C^{m}$. In particular, the operator $A: X^{1} \rightarrow X^{0}$ is differentiable near $Z$. By hypothesis (g3) the linearized operator looks like

$$
\begin{aligned}
& \mathrm{d} A(Z): X^{1} \rightarrow X^{0}, \\
& \mathrm{~d} A(Z)=\left(\begin{array}{cc}
0 & -1 \\
\Delta+f_{u}(x, z) & -c
\end{array}\right) .
\end{aligned}
$$

To do spectral theory we shall consider the linear extension of this operator to the complexified Banach spaces $X_{\mathrm{C}}^{k}:=X^{k} \times i X^{k}$. We will say that $Z$ is hyperbolic if the linearized operator $\mathrm{d} A(Z)$, considered as an unbounded operator on $X_{\mathbf{C}}^{0}$ with domain $\mathcal{D}(\mathrm{d} A(Z))=X_{\mathbf{C}}^{1}$, has its spectrum disjoint from the imaginary axis, i.e., $\sigma(\mathrm{d} A(Z)) \cap i \mathbf{R}=\emptyset$. Denote by $\mathcal{S}_{\text {hyp }}(f)$ the collection of all hyperbolic rest points. A nonlinearity $f$ for which all rest points are hyperbolic shall be called regular.

Note that $\mathrm{d} A(Z)$ is a compact perturbation of the operator $(u, v) \mapsto(-v, \Delta u)$, hence it is Fredholm of index 0 . Hence, if $Z$ is hyperbolic, the inverse function theorem can be applied, thus ensuring that hyperbolic rest points are isolated in $X^{1}$. Later on, in section 8, we will see that hyperbolicity can always be acquired by a slight perturbation of the nonlinearity $f$.
2.2.3. Connecting orbits and transversality. A solution $U$ of (TWE) is called a connecting orbit if there exist $Z_{-} \in \mathcal{S}\left(f_{-}\right), Z_{+} \in \mathcal{S}\left(f_{+}\right)$such that $\left\|U(t)-Z_{ \pm}\right\|_{X^{0}} \rightarrow 0$ as $t \rightarrow \pm \infty$. We will later on see that any bounded solution of (TWE) is in fact either an equilibrium or a connecting orbit. Also note that, in light of the existence of the Lyapunov function $\mathcal{E}_{f}$, connecting orbits in the autonomous equation are heteroclinic orbits, i.e., $Z_{-} \neq Z_{+}$. Thus (TWE) is a gradient-like system.

We need to introduce another technical condition. A connecting orbit $U$ is said to be transversal provided that the linearized operator $\partial_{t}+\mathrm{d} A(U(t))$ (which according to Theorem 3.6 is well-defined) is surjective when considered as an operator from $W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ to $L^{2}\left(\mathbf{R} ; X^{0}\right)$.

In section 5 it is shown that there is a natural way to assign an index to connecting orbits between hyperbolic rest points. Equation (TWE) is said to satisfy the transversality condition up to order $k$ if all connecting orbits of index at most $k$ are transversal. In section 8 we will see that, whenever $f$ is of class $C^{m}$, transversality up to order $m-1$ can always be obtained by choosing generic nonlocal perturbations $g$. Such a $g$ shall then be called regular.
3. Regularity and compactness. In this section we will see that the collection of solutions of (TWE) is locally compact. The relatively compact neighborhoods are determined by subsuperlevel sets of the energy functional. These results, in a way, replace the Palais-Smale condition which appears in classical Morse theory and will form one of the cornerstones in defining the Floer boundary operator.

Throughout this section we let $J=\left(j_{-}, j_{+}\right)$, where $-\infty \leqslant j_{-}<j_{+} \leqslant+\infty$. Given numbers $a, b \in \mathbf{R}$, define

$$
\mathcal{A}_{a}^{b}(J, f, g, c):=\left\{\begin{array}{c}
\partial_{t} U+A_{f, g, c}(U)=0 \text { on } J, \\
U \in W_{\mathrm{loc}}^{1,2}\left(J ; X^{0}, X^{1}\right): a \leqslant \liminf _{t / j_{+}} \mathcal{E}_{f(t, \cdot)}(U(t)), \\
\\
\lim \sup _{t \backslash j-} \mathcal{E}_{f(t,, \cdot)}(U(t)) \leqslant b
\end{array}\right\},
$$

where $\mathcal{E}_{f}$ is as defined in section 2.2.1. Note that when $f, g$, and $c$ are independent of $t$ and hypothesis (g2) is satisfied, then the set $\mathcal{A}_{a}^{b}(J, f, g, c)$ consists of all solutions to (TWE) whose energy remains between $a$ and $b$. Whenever the choices of $f, g$, and $c$ are clear we shall suppress them from the notation. We will also write $\mathcal{A}_{a}^{b}$ instead of $\mathcal{A}_{a}^{b}(\mathbf{R}, f, g, c)$.

### 3.1. Compactness of $\mathcal{A}_{a}^{b}(J, f, g, c)$ with Dirichlet boundary data.

3.1.1. The autonomous case. We have the following compactness result.

Theorem 3.1. Consider Dirichlet boundary data. Let $(f, g)$ be of class $C^{m}$ with $m \geqslant 1$. Suppose hypotheses (f1), either (f2) or (f2'), (g1), and (g2) are satisfied. Then for any $J=$ $\left(j_{-}, j_{+}\right) \subset \mathbf{R}$ and $J^{\prime} \subset \overline{J^{\prime}} \subset J$, the set $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$ is bounded in $C_{b}^{m}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$ and compact in $W_{l o c}^{m, 2}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$.

Here $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}=\left\{\left.U\right|_{J^{\prime}}: U \in \mathcal{A}_{a}^{b}(J, f, g, c)\right\}$. Note that we cannot obtain compactness of $\mathcal{A}_{a}^{b}(J, f, g, c)$ itself, since solutions may blow up as $t$ approaches $j_{-}$or $j_{+}$. However, if $J=\mathbf{R}$ we do retrieve compactness of the full space $\mathcal{A}_{a}^{b}(\mathbf{R}, f, g, c)$.

Proof of Theorem 3.1. The proof is split into four steps. In the first step we will use hypotheses (g1), (g2), and either (f2) or (f2') to obtain a local $H^{1}$ bound on the solutions.

In the second step we combine these bounds together with hypothesis (f1) and a regularity argument to obtain a local $L^{\infty}$ bound. This argument does not immediately extend to higher degrees of regularity, since the Nymetskii operator induced by $f$ potentially does not possess the required regularity. To circumvent this problem, in the third step a new nonlinearity $\widetilde{f}$ is constructed which possesses the required regularity, in such a way that solutions of the original equation (TWE) are also solutions of the equation with this new nonlinearity. In the fourth and final step, the desired compactness result are derived from the preceding steps.

Step 1. We will first construct a convenient family of test functions. Let

$$
\delta:=\frac{1}{2} \min \left\{\inf J^{\prime}-j_{-}, j_{+}-\sup J^{\prime}\right\} .
$$

Then let $\varphi_{0}: \mathbf{R} \rightarrow \mathbf{R}$ be a $C^{2}$ function such that $\operatorname{supp}\left(\varphi_{0}\right) \subset[-\delta, \delta]$, and $\varphi_{0}(t) \geqslant 0$ for all $t \in \mathbf{R}$, and $\varphi_{0}(t) \geqslant C_{1, \varphi}>0$ for $t \in[-\delta / 2, \delta / 2]$, and $\left|\varphi^{\prime}(t)\right| \leqslant C_{2, \varphi} \varphi(t)^{1 / 2}$ for all $t \in \mathbf{R}$, for some $C_{2, \varphi}>0$. For any $\tau \in J^{\prime}$ we then define $\varphi_{\tau}(t):=\varphi_{0}(t-\tau)$. Note that the definition of $\delta$ ensures that $\operatorname{supp}\left(\varphi_{\tau}\right) \subset J$.

Fix any $U=\left(u, \partial_{t} u\right) \in \mathcal{A}_{a}^{b}(J, f, g, c)$. We shall henceforth identify $u$ with the $\mathbf{R}$-valued function on $J \times \Omega$ given by $u(t, x)=u(t)(x)$. Pick any $\tau \in J^{\prime}$, and for the moment abbreviate $\varphi_{\tau}$ by $\varphi$. Letting $Q=J \times \Omega$, we now list some estimates.
(a) Observe that since $U=\left(u, \partial_{t} u\right)$ is a solution to (TWE) and hypothesis (g2) is satisfied, estimate (8) holds, hence

$$
\begin{equation*}
\int_{Q}\left|\partial_{t} u\right|^{2} \mathrm{~d} x \mathrm{~d} t \leqslant-\frac{2}{c} \int_{J} \frac{\mathrm{~d} \mathcal{E}(U(t))}{\mathrm{d} t} \mathrm{~d} t \leqslant \frac{2}{c}(b-a) . \tag{9}
\end{equation*}
$$

(b) Note that

$$
\begin{equation*}
\int_{Q} \varphi|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t=2 \int_{J} \varphi(t) \mathcal{E}(U(t)) \mathrm{d} t+2 \int_{Q} \varphi\left|\partial_{t} u\right|^{2} \mathrm{~d} x \mathrm{~d} t+2 \int_{Q} \varphi F(x, u) \mathrm{d} x \mathrm{~d} t . \tag{10}
\end{equation*}
$$

By hypothesis (g2) and since $J$ is connected, $t \mapsto \mathcal{E}(U(t))$ is a monotone function, so that in particular $\mathcal{E}(U(t)) \leqslant b$ for all $t \in J$. Therefore the first term in (10) is bounded from above. By estimate (9) the second term in (10) is also bounded from above. Hence

$$
\int_{Q} \varphi|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C+2 \int_{Q} \varphi|F(x, u)| \mathrm{d} x \mathrm{~d} t
$$

where $C \geqslant 0$ is independent of $U \in \mathcal{A}_{a}^{b}(J, f, g, c)$. We will now continue estimating the last term.
(c) If $f$ satisfies hypothesis (f2), using the fact that $U=\left(u, \partial_{t} u\right)$ solves (TWE) and partial integration we obtain

$$
\begin{aligned}
& 2 \int_{Q} \varphi|F(x, u)| \mathrm{d} x \mathrm{~d} t \leqslant 2 C_{f}^{\prime}+\theta \int_{Q} \varphi f(x, u) u \mathrm{~d} x \mathrm{~d} t \\
& \quad=2 C_{f}^{\prime}-\theta \int_{Q} \varphi\left(\partial_{t}^{2} u+\Delta u-c \partial_{t} u+g(x, U(t))\right) u \mathrm{~d} x \mathrm{~d} t \\
& \quad=2 C_{f}^{\prime}+\theta \int_{Q} \varphi^{\prime} u \partial_{t} u+\varphi\left(\left|\partial_{t} u\right|^{2}+|\nabla u|^{2}+c u \partial_{t} u-g(x, U(t)) u\right) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

$$
\begin{align*}
\leqslant & 2 C_{f}+|\theta| \int_{Q} \varphi\left|\partial_{t} u\right|^{2} \mathrm{~d} x \mathrm{~d} t+|\theta| \int_{Q} \varphi|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t \\
& +|\theta| \int_{Q}\left(\left|\varphi^{\prime}\right|+c \varphi\right)|u|\left|\partial_{t} u\right| \mathrm{d} x \mathrm{~d} t+|\theta| \int_{Q} \varphi|g(x, U(t))||u| \mathrm{d} x \mathrm{~d} t \tag{11}
\end{align*}
$$

We will now bound the last two terms in (11). In light of Cauchy's inequality, for any $\mu>0$ there exists a $0<C_{\mu}<\infty$

$$
\int_{Q} \varphi|g(x, U(t))||u| \mathrm{d} x \mathrm{~d} t \leqslant \mu \int_{Q} \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t+C_{\mu} \int_{Q} \varphi|g(x, U(t))|^{2} \mathrm{~d} x \mathrm{~d} t .
$$

Using hypothesis (g1), the last term can be estimated from above by some constant $\widetilde{C}_{\mu}$. Now recall that $\left|\varphi^{\prime}(t)\right| \leqslant C_{2, \varphi} \varphi(t)^{1 / 2}$. Hence, by again using Cauchy's inequality, for any $\nu>0$ there exists a $0<C_{\nu}<\infty$ such that

$$
\begin{aligned}
\int_{Q}\left(\left|\varphi^{\prime}\right|+c \varphi\right)|u|\left|\partial_{t} u\right| \mathrm{d} x \mathrm{~d} t & \leqslant \int_{Q}\left(\varphi^{1 / 2}|u|\right)\left(\left(C_{2, \varphi}+c \varphi^{1 / 2}\right)\left|\partial_{t} u\right|\right) \mathrm{d} x \mathrm{~d} t \\
& \leqslant \nu \int_{Q} \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t+C_{\nu} \int_{Q}\left(C_{2, \varphi}+c \varphi^{1 / 2}\right)^{2}\left|\partial_{t} u\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \leqslant \nu \int_{Q} \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t+\widetilde{C}_{\nu} \int_{Q}\left|\partial_{t} u\right|^{2} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

where $\widetilde{C}_{\nu}=C_{\nu}\left\|C_{2, \varphi}+c \varphi^{1 / 2}\right\|_{L^{\infty}(\mathbf{R})}^{2}$.
Combining these estimates with (11), we obtain

$$
\begin{align*}
2 \int_{Q} \varphi|F(x, u)| \mathrm{d} x \mathrm{~d} t \leqslant & 2 C_{f}+\widetilde{C}_{\mu}+|\theta|\left(1+\widetilde{C}_{\nu}\right) \int_{Q}\left|\partial_{t} u\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& +|\theta| \int_{Q} \varphi|\nabla u|^{2}+(\mu+\nu) \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t \tag{12}
\end{align*}
$$

Using estimate (9) the first integral is bounded from above by a constant which is independent of $U \in \mathcal{A}_{a}^{b}(J, f, g, c)$. Hence we have found that there exists a constant $C_{\theta, \mu, \nu}$ independent of $U \in \mathcal{A}_{a}^{b}(J, f, g, c)$ such that

$$
\begin{equation*}
2 \int_{Q} \varphi|F(x, u)| \mathrm{d} x \mathrm{~d} t \leqslant C_{\theta, \mu, \nu}+|\theta| \int_{Q} \varphi|\nabla u|^{2}+(\mu+\nu) \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t . \tag{13}
\end{equation*}
$$

( $\mathrm{c}^{\prime}$ ) If on the other hand hypothesis ( $\mathrm{f} 2^{\prime}$ ) holds, we still get the same estimate as above. Care needs to be taken to avoid the nondifferentiability of $u \mapsto|u|$ around $u=0$, which prevents us from applying integration by parts. As a workaround, we first select a function $\eta \in C^{1}(\mathbf{R})$ such that $\eta(u)=|u|$ for $|u| \geqslant 1$, and $|\eta(u)| \leqslant 1$ for $|u| \leqslant 1$, and $\left|\eta^{\prime}(u)\right| \leqslant 1$ for all $u$. For example, one can consider

$$
\eta(u)= \begin{cases}\frac{1}{2} u^{2}+\frac{1}{2} & \text { if }|u| \leqslant 1 \\ |u| & \text { if }|u| \geqslant 1\end{cases}
$$

Then, after updating the constant $C_{f}^{\prime}$, we have

$$
|F(x, u)| \leqslant C_{f}^{\prime}+\frac{\theta}{2} f(x, u) \eta(u)
$$

Then we estimate

$$
\begin{aligned}
& 2 \int_{Q} \varphi|F(x, u)| \mathrm{d} x \mathrm{~d} t \leqslant 2 C_{f}^{\prime}+\theta \int_{Q} \varphi f(x, u) \eta(u) \mathrm{d} x \mathrm{~d} t \\
& \leqslant 2 C_{f}^{\prime}+|\theta| \int_{Q} \varphi\left|\eta^{\prime}(u)\right|\left|\partial_{t} u\right|^{2}+\varphi\left|\eta^{\prime}(u)\right||\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \quad+|\theta| \int_{Q}\left(\left|\varphi^{\prime}\right|+c \varphi\right)|\eta(u)|\left|\partial_{t} u\right| \mathrm{d} x \mathrm{~d} t+|\theta| \int_{Q} \varphi|g(x, U(t))||\eta(u)| \mathrm{d} x \mathrm{~d} t \\
& \leqslant \\
& \quad 2 C_{f}^{\prime}+|\theta| \int_{Q} \varphi\left|\partial_{t} u\right|^{2}+\varphi|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \quad+|\theta| \int_{Q}\left(\left|\varphi^{\prime}\right|+c \varphi\right)|u|\left|\partial_{t} u\right| \mathrm{d} x \mathrm{~d} t+|\theta| \int_{Q} \varphi|g(x, U(t))||u| \mathrm{d} x \mathrm{~d} t \\
& \quad+|\theta| \int_{Q_{|u| \leqslant 1}}\left(\left|\varphi^{\prime}\right|+c \varphi\right)|\eta(u)|\left|\partial_{t} u\right| \mathrm{d} x \mathrm{~d} t+|\theta| \int_{Q_{|u| \leqslant 1}} \varphi|g(x, U(t))||\eta(u)| \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

where $Q_{|u| \leqslant 1}=\{(t, x) \in Q:|u(t, x)| \leqslant 1\}$. Now by using that $|\eta(u)| \leqslant 1$ for $|u| \leqslant 1$, and the observation that the $L^{2}$-norm of $\partial_{t} u$ is bounded by a constant independent of $U \in \mathcal{A}_{a}^{b}(J, f, g, c)$, we see that the last two integrals in the above estimate are bounded by a constant independent of $U \in \mathcal{A}_{a}^{b}(J, f, g, c)$. Therefore, proceeding as before we again arrive at estimate (12) and consequently (13).
Combining all these estimates, we obtain the following gradient bound. For any $U=\left(u, \partial_{t} u\right) \in$ $\mathcal{A}_{a}^{b}(J, f, g, c)$ we have

$$
\begin{equation*}
\int_{Q} \varphi\left|\partial_{t} u\right|^{2}+\varphi|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C_{\theta, \mu, \nu}+|\theta| \int_{Q} \varphi|\nabla u|^{2}+(\mu+\nu) \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t \tag{14}
\end{equation*}
$$

where $C_{\theta, \mu, \nu} \geqslant$ is independent of $U \in \mathcal{A}_{a}^{b}$.
Now we use the Dirichlet boundary data to apply Poincaré's inequality (with constant $\left.C_{P}(\Omega)\right)$, which yields

$$
\int_{Q} \varphi\left|\partial_{t} u\right|^{2}+\varphi|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C_{\theta, \mu, \nu}+|\theta|\left(1+(\mu+\nu) C_{P}(\Omega)\right) \int_{Q} \varphi|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t
$$

By choosing $\mu, \nu>0$ sufficiently small and using the fact that $0 \leqslant|\theta|<1$, the integral on the right-hand side can be absorbed into the left-hand side. Finally, we use that $\varphi(t)=\varphi_{\tau}(t) \geqslant$ $C_{1, \varphi}>0$ for $t \in[\tau-\delta / 2, \tau+\delta / 2]$ to obtain

$$
\begin{equation*}
\int_{Q_{\tau}}\left|\partial_{t} u\right|^{2}+|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C \quad \text { for all } \quad U=\left(u, \partial_{t} u\right) \in \mathcal{A}_{a}^{b}(J, f, g, c) \tag{15}
\end{equation*}
$$

Here $Q_{\tau}=[\tau-\delta / 2, \tau+\delta / 2] \times \Omega$. Note that the only way that this constant depends on $\tau$ is via $\left\|\varphi_{\tau}\right\|_{W^{1, \infty}(\mathbf{R})}$ and $\operatorname{Vol}\left(\operatorname{supp}\left(\varphi_{\tau}\right)\right)$, which are in fact independent of $\tau$.

Step 2. For any $U=\left(u, \partial_{t} u\right) \in \mathcal{A}_{a}^{b}(J, f, g, c)$, note that

$$
\partial_{t}^{2}\left(\varphi_{\tau} u\right)+\Delta\left(\varphi_{\tau} u\right)=\varphi_{\tau}^{\prime \prime} u+2 \varphi_{\tau}^{\prime} \partial_{t} u+c \varphi_{\tau} \partial_{t} u-\varphi_{\tau} f(x, u)-\varphi_{\tau} g(x, U)
$$

By Gårding's inequality (see, e.g., [Eva98]) applied to the Laplacian $\Delta_{t, x}=\partial_{t}^{2}+\Delta$, and writing $H^{k}=H^{k}(Q)$ as shorthand, we have

$$
\begin{align*}
\left\|\varphi_{\tau} u\right\|_{H^{k+2}} \leqslant & C\left(\left\|\varphi_{\tau}^{\prime \prime} u+2 \varphi_{\tau}^{\prime} \partial_{t} u+c \varphi_{\tau} \partial_{t} u-\varphi_{\tau} f(x, u)-\varphi_{\tau} g(x, U)\right\|_{H^{k}}+\left\|\varphi_{\tau} u\right\|_{H^{k}}\right) \\
\leqslant & C\left(\left\|\varphi_{\tau}^{\prime \prime} u\right\|_{H^{k}}+\left\|\varphi_{\tau} u\right\|_{H^{k}}+2\left\|\varphi_{\tau}^{\prime} \partial_{t} u\right\|_{H^{k}}+c\left\|\varphi_{\tau} \partial_{t} u\right\|_{H^{k}}\right.  \tag{16}\\
& \left.+\left\|\varphi_{\tau} f(x, u)\right\|_{H^{k}}+\left\|\varphi_{\tau} g(x, U)\right\|_{H^{k}}\right)
\end{align*}
$$

We note here that by shift invariance of $\Delta_{t, x}$ the constant $C$ can be chosen independent of $\tau \in J^{\prime}$.

First we consider the case $k=0$. Using (15) and hypothesis (g1) we obtain an upper bound for the first four terms and the last term. Hypothesis (f1) implies that the Nemytskii operator $f: L^{2 p}\left(Q_{\tau}\right) \rightarrow L^{2}\left(Q_{\tau}\right)$ is bounded and continuous, hence by the Sobolev embedding $H^{1}\left(Q_{\tau}\right) \hookrightarrow L^{2 p}\left(Q_{\tau}\right)$ the map $f: H^{1}\left(Q_{\tau}\right) \rightarrow L^{2}\left(Q_{\tau}\right)$ is bounded and continuous; see [AZ90]. Again using (15), we see that also the fifth term in (16) is bounded above by some constant. Note that this upper bound is independent of $\tau \in J^{\prime}$ and $U \in \mathcal{A}_{a}^{b}(J, f, g, c)$. Since $\varphi_{\tau}(t) \geqslant$ $C_{1, \varphi}>0$ for $t \in[\tau-\delta / 2, \tau+\delta / 2]$, we find that there exists some constant $M$ such that

$$
\|u\|_{H^{2}\left(Q_{\tau}\right)} \leqslant M \quad \text { for all } \quad \tau \in J^{\prime},\left(u, \partial_{t} u\right) \in \mathcal{A}_{a}^{b}(J, f, g, c)
$$

Using a Sobolev embedding it then follows that the set

$$
D:=\left\{\left.u\right|_{J^{\prime} \times \Omega}:\left(u, \partial_{t} u\right) \in \mathcal{A}_{a}^{b}(J, f, g, c)\right\}
$$

is bounded in $C_{b}^{0}\left(J^{\prime} \times \Omega\right)$.
Step 3. Estimate (16) cannot be directly employed for $k \geqslant 1$, since it is not clear whether the Nemytskii operator $f: H^{k+1}\left(Q_{\tau}\right) \rightarrow H^{k}\left(Q_{\tau}\right)$ is bounded (indeed, (f1) only ensures that the Nemytskii operator is bounded and $C^{0}$ for $k=0$ ). To circumvent this problem we will consider modified nonlinearities $\widetilde{f}$. Set

$$
\rho:=\sup _{u \in D}\|u\|_{L^{\infty}\left(J^{\prime} \times \Omega\right)}
$$

which in light of Step 2 is a finite number. The definition of $\rho$ implies that if $\tilde{f}$ is another nonlinearity which coincides with $f$ on $\Omega \times[-\rho, \rho]$, then clearly

$$
\partial_{t} U(t)+A_{\tilde{f}}(U(t))=0 \quad \text { and } \quad \mathcal{E}_{\widetilde{f}}(U(t))=\mathcal{E}_{f}(U(t)) \quad \text { for } \quad U \in \mathcal{A}_{a}^{b}(J, f, g, c), t \in J^{\prime}
$$

hence $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}} \subset \mathcal{A}_{a}^{b}\left(J^{\prime}, \tilde{f}, g, c\right)$.
Let $\eta \in C^{\infty}(\mathbf{R})$ be such that $\eta(u)=1$ for $|u| \leqslant \rho$ and $\eta(u)=0$ for $|u| \geqslant 2 \rho$. Now set

$$
\widetilde{f}(x, u):=\eta(u) f(x, u)+(1-\eta(u)) u^{3}
$$

Then $\tilde{f}$ satisfies hypotheses (f1)-(f3) and (g1)-(g3). Furthermore, $\tilde{f}$ induces a bounded $C^{m-k}$ Nemytskii operator from $H^{k+1}\left(Q_{\tau}\right)$ into $H^{k}\left(Q_{\tau}\right)$; see [AZ90]. After choosing a further subinterval $J^{\prime \prime} \subset \overline{J^{\prime \prime}} \subset \operatorname{int} J^{\prime}$, the argument from Steps 1 and 2 can be repeated to obtain estimate (16), now with $f$ replaced by $\widetilde{f}$, and this time for $\tau \in J^{\prime \prime}$. Inductively we can then obtain a bound for $\left\|\varphi_{\tau} f(x, u)\right\|_{H^{k}}$ with $k \in\{0, \ldots, m\}$. Consequently, there exists some constant $M$ such that

$$
\begin{equation*}
\|u\|_{H^{m+2}\left(Q_{\tau}\right)} \leqslant M \quad \text { for all } \quad \tau \in J^{\prime \prime},\left(u, \partial_{t} u\right) \in \mathcal{A}_{a}^{b}\left(J^{\prime}, \widetilde{f}, g, c\right) \tag{17}
\end{equation*}
$$

in particular this estimate holds for $\left(u, \partial_{t} u\right) \in \mathcal{A}_{a}^{b}(J, f, g, c)$.
Step 4. Henceforth without loss of generality replace $J^{\prime \prime}$ by $J^{\prime}$ in (17). Note then that (17) combined with a Sobolev embedding implies that $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$ is bounded in the topology of $C_{b}^{m}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$. Since the embedding $H^{m+2}\left(Q_{\tau}\right) \hookrightarrow H^{m+1}\left(Q_{\tau}\right)$ is compact it follows that $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$ is relatively compact in $W_{\text {loc }}^{m, 2}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$. Moreover, hypotheses (f1) and (g1) imply that the nonlinear operator

$$
\partial_{t}+A(\cdot): W_{\mathrm{loc}}^{m, 2}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right) \rightarrow L_{\mathrm{loc}}^{2}\left(J^{\prime} ; X^{0}\right)
$$

is continuous. Hence the limit point $U$ of a sequence $\left(U_{n}\right)_{n}$ in $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$ is a solution of (TWE) on $J^{\prime}$. To see that such a limit point has an extension to a solution of (TWE) on $J$, apply Steps 1 through 3 with $J^{\prime}$ replaced by $J^{\prime \prime}$, where $\overline{J^{\prime}} \subset J^{\prime \prime} \subset \overline{J^{\prime \prime}} \subset J$. We then find that $U_{n}$ converges over a subsequence to $U^{\prime}$ in $W_{\text {loc }}^{m, 2}\left(J^{\prime \prime} ; X^{0}, \ldots, X^{m}\right)$, and $U^{\prime}$ solves (TWE) on $J^{\prime \prime}$. By uniqueness of the limits one has $\left.U^{\prime}\right|_{J^{\prime \prime}}=U$. Since this holds for any such $J^{\prime \prime}$, we find that $\left.U \in \mathcal{A}_{-\infty}^{+\infty}(J, f, g, c)\right|_{J^{\prime}}$. By continuity of the energy functional $\mathcal{E}: W_{\mathrm{loc}}^{m, 2}\left(J ; X^{0}, X^{1}\right) \rightarrow C^{0}(J)$ we find that in fact $\left.U \in \mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$. Hence $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$ is compact in $W_{\text {loc }}^{m, 2}\left(J^{\prime} ; X^{0}, X^{1}\right)$. This proves the theorem.

Remark 3.2. Note that the estimates in the proof of Theorem 3.1 do not depend explicitly on $(f, g, c)$ but only on the constants appearing in hypotheses (f1)-(f3) and (g1)-(g3). Hence, if $\left(\left(f_{n}, g_{n}, c_{n}\right)\right)_{n}$ is a sequence of triplets satisfying hypotheses (f1)-(f3) and (g1)-(g3), with contants uniform in $n$, then Steps 1 through 3 of the proof show that the sets $\left.\mathcal{A}_{a}^{b}\left(J, f_{n}, g_{n}, c_{n}\right)\right|_{J^{\prime}}$ are bounded in $C_{b}^{m}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$, uniformly in $n$. Suppose $(f, g, c)$ is another triples satisfying hypotheses (f1)-(f3) and (g1)-(g3), and $\left(f_{n}, g_{n}, c_{n}\right) \rightarrow(f, g, c)$ as $n \rightarrow \infty$, where the convergence takes place in $C_{\mathrm{loc}}^{m}(\Omega \times \mathbf{R}) \times C_{b}^{m}\left(\Omega \times X^{0}\right) \times(0, \infty)$. For each $n$ select a solution $U_{n} \in \mathcal{A}_{a}^{b}\left(J, f_{n}, g_{n}, c_{n}\right)$. Then a slight adaptation of Step 4 of the proof shows that there exists a subsequence $\left(U_{n_{k}}\right)_{k}$ of $\left(U_{n}\right)_{n}$ and a solution $U \in \mathcal{A}_{a}^{b}(J, f, g, c)$ such that $U_{n_{k}} \rightarrow U$ as $k \rightarrow \infty$ with convergence in $W_{\text {loc }}^{m, 2}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$. The same result applies when considering different boundary conditions and/or the nonautonomous equations.
3.1.2. The nonautonomous case. For $t$-dependent $(f, g, c)$ we have the following compactness result.

Theorem 3.3. Consider Dirichlet boundary data. Given $\theta \in(-1,1), \gamma>0$, and $\ell>0$, there exists $\Theta=\Theta(\theta, \gamma, \ell)>0$ for which the following is true. Let $(f, g, c)$ be of class $C^{m}$ $(m \geqslant 1)$ for which hypotheses $(\mathrm{n} 1)-(\mathrm{n} 3)$ are satisfied with the chosen constants $\theta, \ell, \Theta$, and $\inf _{t \in \mathbf{R}} c(t) \geqslant \gamma$. Fix $J=\left(j_{-}, j_{+}\right) \subset \mathbf{R}$ and $J^{\prime} \subset \overline{J^{\prime}} \subset J$ with $[-\ell, \ell] \subset J^{\prime}$. Then the set $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$ is bounded in $C_{b}^{m}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$ and compact in $W_{l o c}^{m, 2}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$.

Proof. The argument from the autonomous case cannot be directly applied to the nonautonomous case, because along a solution $U$ of the nonautonomous equation the energy $t \mapsto$ $\mathcal{E}_{f(t, \cdot,)}(U(t))$ may increase. This is the reason why we introduce hypothesis (n3). Conceptually, this condition allows us to extract an a priori bound for the amount the energy can increase along a solution $U$, provided that the energy is asymptotically bounded as $t \rightarrow j_{ \pm}$.

We will now explain in detail how the proof of Theorem 3.1 can be adapted for the nonautonomous case. First note that since the problem is autonomous outside $(-\ell, \ell)$, there is no loss of generality in assuming that $J^{\prime}=(-\ell-\varepsilon, \ell+\varepsilon)$, where $\varepsilon>0$ is small enough so that $\overline{J^{\prime}} \subset J$. Indeed, suppose the conclusion of the theorem holds for this choice of $J^{\prime}$, so that in particular $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$ is bounded in $C_{b}^{m}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$. Hypothesis (n1) then ensures that the map $t \mapsto \mathcal{E}_{f(t, \cdot, \cdot)}(U(t))$ is bounded for $t \in J^{\prime}$, with a bound which is uniform in $\left.U \in \mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$. In particular, there exists an $M \geqslant 0$ such that

$$
\left|\mathcal{E}_{f_{+}}(U(\ell))-\mathcal{E}_{f_{-}}(U(-\ell))\right| \leqslant M \quad \text { for all } \quad U \in \mathcal{A}_{a}^{b}(J, f, g, c)
$$

Now consider $J^{\prime} \subset \overline{J^{\prime}} \subset J$ chosen arbitrarily. Set $J_{-}:=\left(j_{-},-\ell\right)$ and $J_{-}^{\prime}:=J^{\prime} \cap\left(j_{-},-\ell-\varepsilon\right)$; here we need the $\varepsilon>0$ in order to ensure that $\overline{J_{-}^{\prime}} \subset J_{-}$. Then

$$
\left.\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J_{-}^{\prime}} \subset \mathcal{A}_{a-M}^{b}\left(J_{-}, f_{-}, g_{-}, c_{-}\right)\right|_{J_{-}^{\prime}}
$$

Similarly, with $J_{+}:=\left(\ell, j_{+}\right)$and $J_{+}^{\prime}:=J^{\prime} \cap\left(\ell+\varepsilon, j_{+}\right)$it holds that

$$
\left.\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J_{+}^{\prime}} \subset \mathcal{A}_{a}^{b+M}\left(J_{+}, f_{+}, g_{+}, c_{+}\right)\right|_{J_{+}^{\prime}}
$$

For $J_{ \pm}^{\prime}$ the conclusion of the theorem thus follows from the analogous result for the autonomous case. The result for general $J^{\prime}$ then follows by combining the results for the autonomous and nonautonomous parts.

Henceforth assume $J^{\prime}=(-\ell-\varepsilon, \ell+\varepsilon)$. Compared to the proof of Theorem 3.1 we will use a slightly modified test function $\varphi \in C^{2}(\mathbf{R})$, namely, assume $0 \leqslant \varphi(t) \leqslant 1$ for all $t \in \mathbf{R}$, and $\varphi(t)=1$ for $t \in J^{\prime}$, and $\operatorname{supp}(\varphi) \subset J$ is compact, and $\left|\varphi^{\prime}(t)\right| \leqslant C_{2, \varphi} \varphi(t)^{1 / 2}$ for all $t \in \mathbf{R}$, for some $C_{2, \varphi}>0$. Then, using hypothesis (n3), it follows that

$$
\begin{equation*}
\left|\partial_{t} F(t, x, u)\right| \leqslant C_{f}^{\prime \prime} \mathbf{1}_{\operatorname{supp}(\varphi)}(t)+\Theta \varphi(t)|F(t, x, u)| \tag{18}
\end{equation*}
$$

Here we used that $\varphi(t)=1$ for $t \in(-\ell, \ell)$ and that the left-hand side vanishes for $|t| \geqslant \ell$, in light of hypothesis (n2).

We will now point out how estimates (a)-(c) from Step 1 of the proof of Theorem 3.1 can be modified to the nonautonomous case. Throughout these estimates, let $U=\left(u, \partial_{t} u\right) \in$ $\mathcal{A}_{a}^{b}(J, f, g, c)$.
(a) Note that by hypotheses (n1) and (n3) the map $t \mapsto \mathcal{E}_{f(t, \cdot))}(U(t))$ is $C^{1}$, and

$$
\begin{align*}
\frac{\mathrm{d} \mathcal{E}_{f(t, \cdot, \cdot)}(U(t))}{\mathrm{d} t}= & -\left\langle c(t) \partial_{t} u(t, \cdot), \partial_{t} u(t, \cdot)\right\rangle_{L^{2}(\Omega)}+\left.\partial_{s} \mathcal{E}_{f(s, \cdot, \cdot)}(U(t))\right|_{s=t} \\
& +\left\langle g(t, \cdot, U(t)), \partial_{t} u(t, \cdot)\right\rangle_{L^{2}(\Omega)} \\
\leqslant & -\frac{1}{2}\left\langle c(t) \partial_{t} u(t, \cdot), \partial_{t} u(t, \cdot)\right\rangle_{L^{2}(\Omega)}+\left.\partial_{s} \mathcal{E}_{f(s, \cdot, \cdot)}(U(t))\right|_{s=t}  \tag{19}\\
\leqslant & \left.-\frac{\gamma}{2}\left\|\partial_{t} u(t, \cdot)\right\|_{L^{2}(\Omega)}^{2}+\int_{\Omega}\left|\partial_{s} F(s, x, u(t, x))\right|_{s=t} \right\rvert\, \mathrm{d} x
\end{align*}
$$

Here the penultimate inequality holds since for each $t$ the pair $(g(t, \cdot, \cdot), c(t))$ satisfies hypothesis (g2). Therefore, using (18),

$$
\begin{align*}
\int_{Q}\left|\partial_{t} u\right|^{2} \mathrm{~d} x \mathrm{~d} t & \left.\leqslant-\frac{2}{\gamma} \int_{J} \frac{\mathrm{~d} \mathcal{E}_{f(t, \cdot, \cdot)}(U(t))}{\mathrm{d} t} \mathrm{~d} t+\frac{2}{\gamma} \int_{Q}\left|\partial_{s} F(s, x, u(t, x))\right|_{s=t} \right\rvert\, \mathrm{d} x \mathrm{~d} t  \tag{20}\\
& \leqslant \frac{2}{\gamma}\left(b-a+C_{f}^{\prime \prime} \operatorname{Vol}(\operatorname{supp}(\varphi) \times \Omega)\right)+\Theta \frac{2}{\gamma} \int_{Q} \varphi|F(t, x, u)| \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

(b) Estimate (19) implies that

$$
\left.\frac{\mathrm{d} \mathcal{E}_{f(t, \cdot, \cdot)}(U(t))}{\mathrm{d} t} \leqslant \int_{\Omega}\left|\partial_{s} F(s, x, u(t, x))\right|_{s=t} \right\rvert\, \mathrm{d} x
$$

so that

$$
\begin{aligned}
\mathcal{E}_{f(t,, \cdot)}(U(t)) & \leqslant b+\int_{j_{-}}^{t} \int_{\Omega}\left|\partial_{s} F(s, x, u(t, x))\right|_{s=t} \mid \mathrm{d} x \mathrm{~d} t \\
& \leqslant b+\int_{Q}\left|\partial_{s} F(s, x, u(t, x))\right|_{s=t} \mid \mathrm{d} x \mathrm{~d} t \\
& \leqslant b+C_{f}^{\prime \prime} \operatorname{Vol}(\operatorname{supp}(\varphi) \times \Omega)+\Theta \int_{Q} \varphi|F(t, x, u)| \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

where we again used (18). Hence

$$
\int_{J} \varphi \mathcal{E}_{f(t, \cdot,)}(U(t)) \mathrm{d} t \leqslant C+\Theta\|\varphi\|_{L^{1}(\mathbf{R})} \int_{Q} \varphi|F(t, x, u)| \mathrm{d} x \mathrm{~d} t
$$

for some constant $C \geqslant 0$ independent of $U \in \mathcal{A}_{a}^{b}(J, f, g, c)$. Plugging this into (10) and combining with (20), after increasing the constant $C$ we find

$$
\int_{Q} \varphi|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C+2 C_{1, \Theta} \int_{Q} \varphi|F(t, x, u)| \mathrm{d} x \mathrm{~d} t
$$

where

$$
C_{1, \Theta}:=\Theta\left(\frac{2}{\gamma}\|\varphi\|_{L^{\infty}(\mathbf{R})}+\|\varphi\|_{L^{1}(\mathbf{R})}\right)+1 .
$$

(c) If for each $t$ the function $f(t, \cdot, \cdot)$ satisfies hypothesis (f2), the same computation as in the autonomous case leads to estimate (12). Combining this with estimate (20) results in

$$
\begin{aligned}
2 \int_{Q} \varphi|F(t, x, u)| \mathrm{d} x \mathrm{~d} t \leqslant & C_{\theta, \mu, \nu}+\Theta \frac{2|\theta|\left(1+\widetilde{C}_{\nu}\right)}{\gamma} \int_{Q} \varphi|F(t, x, u)| \mathrm{d} x \mathrm{~d} t \\
& +|\theta| \int_{Q} \varphi|\nabla u|^{2}+(\mu+\nu) \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

for some $C_{\theta, \mu, \nu}$ independent of $U \in \mathcal{A}_{a}^{b}(J, f, g, c)$. Consequently,

$$
2 \int_{Q} \varphi|F(t, x, u)| \mathrm{d} x \mathrm{~d} t \leqslant C_{2, \Theta} C_{\theta, \mu, \nu}+|\theta| C_{2, \Theta} \int_{Q} \varphi|\nabla u|^{2}+(\mu+\nu) \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t
$$

where

$$
C_{2, \Theta}=\left(1-\Theta \frac{|\theta|\left(1+\widetilde{C}_{\nu}\right)}{\gamma}\right)^{-1}
$$

The modifications needed in ( $\mathrm{c}^{\prime}$ ) are similar to those made for (c).
Combining these estimates, we obtain

$$
\begin{aligned}
\int_{Q} \varphi\left|\partial_{t} u\right|^{2}+\varphi|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t & \leqslant C+2 C_{3, \Theta} \int_{Q} \varphi|F(t, x, u)| \mathrm{d} x \mathrm{~d} t \\
& \leqslant C_{\Theta, \theta, \mu, \nu}+|\theta| C_{2, \Theta} C_{3, \Theta} \int_{Q} \varphi|\nabla u|^{2}+(\mu+\nu) \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

where $C_{3, \Theta}=\Theta \gamma^{-1}\|\varphi\|_{L^{\infty}(\mathbf{R})}+C_{1, \Theta}$, and $C, C_{\Theta, \theta, \mu, \nu} \geqslant 0$ are some constants independent of $U \in \mathcal{A}_{a}^{b}(J, f, g, c)$. Now observe that for $\Theta>0$ sufficiently small (depending upon $\theta$, $\gamma$, and $\ell$ only) we have $|\theta| C_{2, \Theta} C_{3, \Theta}<1$. Therefore, if hypothesis (n3) is satisfied with a small enough $\Theta$, one can proceed as in the autonomous case to arrive at estimate (15). Steps 2,3 , and 4 in the proof of Theorem 3.1 are also valid for the nonautonomous case. Hence the theorem is proven.

### 3.2. Compactness of $\mathcal{A}_{a}^{b}(J, f, g, c)$ with Neumann or periodic boundary data.

3.2.1. The autonomous case. When dealing with Neumann or periodic boundary conditions, the question of compactness becomes more delicate. We can no longer use Poincarés inequality in order to bound the $L^{2}$-norm of $u$ in terms of the $L^{2}$-norm of $\nabla u$. To obtain such a bound, we will need the superlinear growth condition (f3) on $f$.

Theorem 3.4. Consider Neumann or periodic boundary data. Let $(f, g)$ be of class $C^{m}$ with $m \geqslant 1$. Assume hypotheses (f1)-(f3), (g1), and (g2) are satisfied. Then for any $J=$ $\left(j_{-}, j_{+}\right) \subset \mathbf{R}$ and $J^{\prime} \subset \overline{J^{\prime}} \subset J$, the set $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$ is bounded in $C_{b}^{m}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$ and compact in $W_{l o c}^{m, 2}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$.

Proof. First note that we can split hypothesis (f3) into four cases:

$$
\begin{array}{ll}
\liminf _{|u| \rightarrow \infty} \inf _{x \in \Omega} \frac{f(x, u)}{|u|}>0, & \liminf _{|u| \rightarrow \infty} \inf _{x \in \Omega} \frac{f(x, u)}{u}>0 \\
\limsup \sup _{|u| \rightarrow \infty} \frac{f(x, u)}{|u|}<0, & \limsup _{|u| \rightarrow \infty} \sup _{x \in \Omega} \frac{f(x, u)}{u}<0
\end{array}
$$

We will assume that the first case holds; the proof for the other three cases goes in a similar fashion. There exist $\varepsilon>0$ and $K \geqslant 0$ such that

$$
\varepsilon|u|^{2} \leqslant f(x, u)|u| \quad \text { for all } \quad x \in \Omega,|u| \geqslant K .
$$

Let $\eta \in C^{1}(\mathbf{R})$ be as defined in estimate ( $\mathrm{c}^{\prime}$ ) in the proof of Theorem 3.1. Then there exists a constant $M$ such that

$$
\varepsilon|u|^{2} \leqslant M+f(x, u) \eta(u) \quad \text { for all } \quad x \in \Omega,|u| \geqslant K
$$

Fix any $U=\left(u, \partial_{t} u\right) \in \mathcal{A}_{a}^{b}(J, f, g, c)$. For a.e. $t$ we have

$$
\begin{aligned}
\varepsilon\|u(t, \cdot)\|_{L^{2}(\Omega)}^{2} & =\varepsilon \int_{\{x \in \Omega:|u(t, x)|<K\}}|u(t, x)|^{2} \mathrm{~d} x+\varepsilon \int_{\{x \in \Omega:|u(t, x)| \geqslant K\}}|u(t, x)|^{2} \mathrm{~d} x \\
& \leqslant\left(\varepsilon K^{2}+M\right) \operatorname{Vol}(\Omega)+\int_{\{x \in \Omega:|u(t, x)| \geqslant K\}} f(x, u(t, x)) \eta(u(t, x)) \mathrm{d} x \\
& \leqslant\left(\varepsilon K^{2}+M+\sup _{x \in \Omega,|v| \leqslant K}|f(x, v) \eta(v)|\right) \operatorname{Vol}(\Omega)+\left\langle f(\cdot, u(t, \cdot), \eta(u(t, \cdot))\rangle_{L^{2}(\Omega)} .\right.
\end{aligned}
$$

Now multiply this inequality by the test function $\varphi$ from Theorem 3.1 and integrate over $t \in J$. First we note that computations similar to the ones in the proof of Theorem 3.1 yield

$$
\int_{J} \varphi(t)\langle f(\cdot, u(t, \cdot)), \eta(u(t, \cdot))\rangle_{L^{2}(\Omega)} \mathrm{d} t \leqslant C_{\mu}+\int_{Q} \varphi|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t+\mu \int_{Q} \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t
$$

for any $\mu>0$. We then find that

$$
\varepsilon \int_{Q} \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C_{K, \mu}+\int_{Q} \varphi|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t+\mu \int_{Q} \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t
$$

where $C_{K, \mu}$ is independent of $U=\left(u, \partial_{t} u\right) \in \mathcal{A}_{a}^{b}(J, f, g, c)$. Choosing $\mu$ sufficiently small, the last integral can be absorbed into the left-hand side. Thus we obtain the desired bound

$$
\int_{Q} \varphi|u|^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C_{1}+C_{2} \int_{Q} \varphi|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} t \quad \text { for any } \quad U=\left(u, \partial_{t} u\right) \in \mathcal{A}_{a}^{b}(J, f, g, c) .
$$

This estimate can now replace the Poincaré inequality in the proof of Theorem 3.1. The remainder of the proof of Theorem 3.1 remains valid without further modifications.
3.2.2. The nonautonomous case. In the nonautonomous case we can now readily combine the ideas from the preceding paragraphs to conclude the following.

Theorem 3.5. Consider Neumann or periodic boundary data. Given $\theta \in(-1,1), \gamma>0$, and $\ell>0$, there exists $\Theta=\Theta(\theta, \gamma, \ell)>0$ for which the following is true. Let $(f, g, c)$ be of class $C^{m}(m \geqslant 1)$ for which hypotheses (n1)-(n3) are satisfied with the chosen constants $\theta, \ell$, $\Theta$, and $\inf _{t \in \mathbf{R}} c(t) \geqslant \gamma$. Fix $J=\left(j_{-}, j_{+}\right) \subset \mathbf{R}$, and $J^{\prime} \subset \overline{J^{\prime}} \subset J$ with $[-\ell, \ell] \subset J^{\prime}$. Then the set $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$ is bounded in $C_{b}^{m}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$ and compact in $W_{l o c}^{m, 2}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$.
3.3. Regularity of the map $\partial_{t}+A_{f, g, c}(\cdot)$. Consider the map

$$
\partial_{t}+A_{f, g, c}(\cdot): W_{\mathrm{loc}}^{1,2}\left(J ; X^{0}, X^{1}\right) \rightarrow L_{\mathrm{loc}}^{2}\left(J ; X^{0}\right)
$$

Smoothness of $g$ and hypothesis (g1) imply that the map $U \mapsto(0, g(x, U(t)))$ induces a smooth map from $W_{\text {loc }}^{1,2}\left(J ; X^{0}, X^{1}\right)$ into $L_{\text {loc }}^{2}\left(J ; X^{0}\right)$. Hence the regularity class of this map is the same
as that of the Nemytskii operator $f: H^{1}\left(J^{\prime \prime} \times \Omega\right) \rightarrow L^{2}\left(J^{\prime \prime} \times \Omega\right)$, for bounded subsets $J^{\prime \prime} \subset J$. As we already remarked in the proofs of the compactness theorems, hypothesis (f1) implies that the Nemytskii operator $f: H^{1}(J \times \Omega) \rightarrow L^{2}(J \times \Omega)$ is bounded and continuous but in general does not possess additional regularity. However, the failure to be more regular only stems from the behavior of $f(t, x, u)$ for large $u$. Since we have seen that $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$ is bounded in $C_{b}^{1}\left(J^{\prime} ; X^{0}, X^{1}\right)$, the map does have additional regularity near solutions of (TWE). For clarity these observations are summarized in form of a theorem.

Theorem 3.6. Suppose $f$ is of class $C^{m}$ with $m \geqslant 1$. Given $J=\left(j_{-}, j_{+}\right) \subset \mathbf{R}$, and $J^{\prime} \subset \overline{J^{\prime}} \subset J$, and $a, b \in \mathbf{R}$, the maps

$$
A_{f, g, c}(\cdot): X^{1} \rightarrow X^{0}
$$

and

$$
\partial_{t}+A_{f, g, c}(\cdot): W_{l o c}^{1,2}\left(J^{\prime} ; X^{0}, X^{1}\right) \rightarrow L_{l o c}^{2}\left(J^{\prime} ; X^{0}\right)
$$

are bounded and of class $C^{m}$ in neighborhoods of $\mathcal{S}_{a}^{b}(f)$ and $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{J^{\prime}}$, respectively.
3.4. Energy bounds. The following lemma shows that the energy is bounded from below on the collection $\mathcal{S}$ of stationary solutions. Observe that by the implicit function theorem hyperbolic stationary points are isolated in $\mathcal{S}$ with respect to the topology of $X^{1}$. Hence combining this energy bound with our compactness result shows that if (TWE) is hyperbolic, then for arbitrary $a \in \mathbf{R}$ the collection $\mathcal{S}_{-\infty}^{a}$ is a finite set. We will need this fact later on when defining the Floer boundary operator.

Lemma 3.7. Suppose either hypothesis (f2) or (f2') is satisfied. There exists a constant $M \in \mathbf{R}$ such that $\mathcal{E}(Z) \geqslant M$ whenever $Z \in \mathcal{S}$. In particular, $\mathcal{S}_{-\infty}^{a}$ is finite for hyperbolic nonlinearities $f$.

Proof. We will first prove the statement when hypothesis (f2) is satisfied. For any $Z=$ $(z, 0) \in \mathcal{S}$, we then have

$$
\begin{aligned}
\mathcal{E}(Z) & \geqslant \int_{\Omega} \frac{1}{2}|\nabla z(x)|^{2}-|F(x, z(x))| \mathrm{d} x \\
& \geqslant \int_{\Omega} \frac{1}{2}|\nabla z(x)|^{2}-\frac{\theta}{2} f(x, z(x)) z(x) \mathrm{d} x-C_{f}^{\prime} \operatorname{Vol}(\Omega) \\
& \geqslant \int_{\Omega} \frac{1}{2}|\nabla z(x)|^{2}-\frac{|\theta|}{2} f(x, z(x)) z(x) \mathrm{d} x-C_{f}^{\prime} \operatorname{Vol}(\Omega) \\
& =\int_{\Omega} \frac{1}{2}|\nabla z(x)|^{2}+\frac{|\theta|}{2} \Delta z(x) z(x) \mathrm{d} x-C_{f}^{\prime} \operatorname{Vol}(\Omega) \\
& =\int_{\Omega} \frac{1-|\theta|}{2}|\nabla z(x)|^{2} \mathrm{~d} x-C_{f}^{\prime} \operatorname{Vol}(\Omega) \\
& \geqslant-C_{f}^{\prime} \operatorname{Vol}(\Omega),
\end{aligned}
$$

where we used that $0 \leqslant|\theta|<1$.
When on the other hand hypothesis (f2') holds, we let $\eta \in C^{1}(\mathbf{R})$ be as defined in estimate $\left(\mathrm{c}^{\prime}\right)$ in the proof of Theorem 3.1. Then, after updating the constant $C_{f}^{\prime}$, we have

$$
|F(x, u)| \leqslant C_{f}^{\prime}+\frac{\theta}{2} f(x, u) \eta(u)
$$

and consequently it again holds that

$$
\mathcal{E}(Z) \geqslant \int_{\Omega} \frac{1-|\theta|\left|\eta^{\prime}(z(x))\right|}{2}|\nabla z(x)|^{2} \mathrm{~d} x-C_{f}^{\prime} \operatorname{Vol}(\Omega) \geqslant-C_{f}^{\prime} \operatorname{Vol}(\Omega) .
$$

4. Unique continuation. The initial value problem associated with (TWE) is ill-posed. However, in this section we will show that if a solution through some initial value exists, then it must be unique. This implies that time shifting defines a dynamical system on the space of all heteroclinic solutions to (TWE), and this dynamical system posesses a strict Lyapunov function given by the energy functional. For second order elliptic equations such a uniqueness result is relatively well known; it follows, for example, from Aronszajn's unique continuation theorem (see [Aro56, AKS62]). However, the nonlocal term appearing in (TWE) prohibits application of this theory. Therefore we present a new continuation result, tailored toward (TWE).
4.1. Carleman estimates. Here we generalize the Carleman estimates (see [Car39]) for the Laplacian. More precisely, instead of only considering compactly supported functions, we allow for Dirichlet, Neumann, or periodic boundary conditions in the variables which are not being controlled by the weight function. We can do so at the expense of having the lower bound on the weight $\tau$ depend on $\|u(t, \cdot)\|_{L^{2}(\Omega)}$ and $\|\nabla u(t, \cdot)\|_{L^{2}(\Omega)}$.

For notational convenience we write $\nabla_{t, x}=\left(\partial_{t}, \nabla\right)$ and $\Delta_{t, x}=\partial_{t}^{2}+\Delta$.
Lemma 4.1. Let $\varphi(t):=t+t^{2} / 2$. For each $0<\varepsilon<1$ there exists $C>0$ so that the following holds. For each $u \in H^{3}(\mathbf{R} \times \Omega)$ with $B(u(t, \cdot))=0$ for each $t \in \mathbf{R}$ and $\operatorname{supp}(u) \subset(-\varepsilon, \varepsilon) \times \bar{\Omega}$ one has the following Carleman estimate: there exists $\tau_{0}(u)>0$ such that for all $\tau \geqslant \tau_{0}(u)$ one has

$$
\tau^{4}\left\|e^{\tau \varphi} u\right\|_{L^{2}(\mathbf{R} \times \Omega)}^{2}+\tau\left\|e^{\tau \varphi} \nabla_{t, x} u\right\|_{L^{2}(\mathbf{R} \times \Omega)}^{2} \leqslant C\left\|e^{\tau \varphi} \Delta_{t, x} u\right\|_{L^{2}(\mathbf{R} \times \Omega)}^{2}
$$

Furthermore, if $\widetilde{u} \in H^{3}(\mathbf{R} \times \Omega)$ is another function satisfying the above mentioned hypotheses, and for all $t \in \mathbf{R}$ one has

$$
\frac{\|\nabla \widetilde{u}(t, \cdot)\|_{L^{2}(\Omega)}}{\|\widetilde{u}(t, \cdot)\|_{L^{2}(\Omega)}} \leqslant \frac{\|\nabla u(t, \cdot)\|_{L^{2}(\Omega)}}{\|u(t, \cdot)\|_{L^{2}(\Omega)}}
$$

then $\tau_{0}(\widetilde{u}) \leqslant \tau_{0}(u)$.
Proof. Let us abbreviate $\|\cdot\|=\|\cdot\|_{L^{2}(\mathbf{R} \times \Omega)}$ and $\langle\cdot, \cdot\rangle=\langle\cdot, \cdot\rangle_{L^{2}(\mathbf{R} \times \Omega)}$. Set $v=e^{\tau \varphi} u$ and observe that

$$
\left\|e^{\tau \varphi} \partial_{t} u\right\|^{2}=\left\|\partial_{t} v-\tau \dot{\varphi} v\right\|^{2} \leqslant 2\left\|\partial_{t} v\right\|^{2}+2\|\tau \dot{\varphi} v\|^{2} \leqslant 2\left\|\partial_{t} v\right\|^{2}+2(1+\varepsilon)^{2} \tau^{2}\|v\|^{2} .
$$

Hence it suffices to see that for all $v \in H^{3}(\mathbf{R} \times \Omega)$ with $B(v)=0$ and $\operatorname{supp}(v) \subset(-\varepsilon, \varepsilon) \times \Omega$

$$
\begin{equation*}
\tau^{4}\|v\|^{2}+\tau\left\|\nabla_{t, x} v\right\|^{2} \leqslant C\|P v\|^{2} \quad \text { for all } \quad \tau \geqslant \tau_{0}(u), \tag{21}
\end{equation*}
$$

where $P=e^{\tau \varphi} \Delta_{t, x} e^{-\tau \varphi}$.
We now decompose $P$ into a symmetric part and an antisymmetric part:

$$
\begin{aligned}
P & =P^{S}+P^{A} \\
P^{S} & =\Delta_{t, x}+\tau^{2}(1+t)^{2}-\tau, \\
P^{A} & =-2 \tau(1+t) \partial_{t} .
\end{aligned}
$$

Then

$$
\|P v\|^{2}=\left\|P^{S} v\right\|^{2}+\left\|P^{A} v\right\|^{2}+\left\langle\left[P^{S}, P^{A}\right] v, v\right\rangle
$$

where $[\cdot, \cdot]$ denotes the commutator bracket. At this point we used that $v$ is of class $H^{3}$, so that it lies in the domain of the definition of $\left[P^{S}, P^{A}\right]$.

We are now ready to make the estimates. Note that

$$
\begin{aligned}
\left\|P^{S} v\right\|^{2}= & \left\|\Delta_{t, x} v\right\|^{2}+2\left\langle\Delta_{t, x} v,\left(\tau^{2}(1+t)^{2}-\tau\right) v\right\rangle+\left\|\left(\tau^{2}(1+t)^{2}-\tau\right) v\right\|^{2} \\
\geqslant & 2\left\langle\Delta_{t, x} v,\left(\tau^{2}(1+t)^{2}-\tau\right) v\right\rangle+\left\|\left(\tau^{2}(1+t)^{2}-\tau\right) v\right\|^{2} \\
= & 2 \tau\left\|\nabla_{t, x} v\right\|^{2}-\frac{1}{2}\left\|P^{A} v\right\|^{2}-2 \tau^{2}\|(1+t) \nabla v\|^{2}-4\left\langle\partial_{t} v, \tau^{2}(1+t) v\right\rangle \\
& +\tau^{4}\left\|(1+t)^{2} v\right\|^{2}-2 \tau^{3}\|(1+t) v\|^{2}+\tau^{2}\|v\|^{2} \\
\geqslant & \frac{(1-\varepsilon)^{4}}{2} \tau^{4}\|v\|^{2}+2 \tau\left\|\nabla_{t, x} v\right\|^{2}-\frac{1}{2}\left\|P^{A} v\right\|^{2} \\
& -2 \tau^{2}(1+\varepsilon)^{2}\|\nabla v\|^{2}-4\left\langle\partial_{t} v, \tau^{2}(1+t) v\right\rangle
\end{aligned}
$$

for $\tau \geqslant 2(1+\varepsilon)^{2} /(1-\varepsilon)^{4}$. Here we used that $\operatorname{supp}(v) \subset(-\varepsilon, \varepsilon) \times \Omega$. Hence

$$
\begin{align*}
\left\|P^{S} v\right\|^{2}+\left\|P^{A} v\right\|^{2} \geqslant & \frac{(1-\varepsilon)^{4}}{2} \tau^{4}\|v\|^{2}+2 \tau\left\|\nabla_{t, x} v\right\|^{2}  \tag{22}\\
& -2 \tau^{2}(1+\varepsilon)^{2}\|\nabla v\|^{2}-4\left\langle\partial_{t} v, \tau^{2}(1+t) v\right\rangle
\end{align*}
$$

To estimate the last term in (22), note that

$$
\left[P^{S}, P^{A}\right]=-4 \tau \partial_{t}^{2}+4 \tau^{3}(1+t)^{2}
$$

Hence

$$
\begin{aligned}
-4\left\langle\partial_{t} v, \tau^{2}(1+t) v\right\rangle & =-4\left\langle\tau^{1 / 2} \partial_{t} v, \tau^{3 / 2}(1+t) v\right\rangle \\
& \geqslant-2 \tau\left\|\partial_{t} v\right\|^{2}-2 \tau^{3}\|(1+t) v\|^{2} \\
& =2 \tau\left\langle\partial_{t}^{2} v, v\right\rangle-2 \tau^{3}\|(1+t) v\|^{2} \\
& =-\frac{1}{2}\left\langle\left[P^{S}, P^{A}\right] v, v\right\rangle
\end{aligned}
$$

Therefore, since

$$
\left\langle\left[P^{S}, P^{A}\right] v, v\right\rangle=4 \tau\left\|\partial_{t} v\right\|^{2}+4 \tau^{3}\|(1+t) v\|^{2} \geqslant 0
$$

we find that

$$
\begin{equation*}
\|P v\|^{2} \geqslant \frac{(1-\varepsilon)^{4}}{2} \tau^{4}\|v\|^{2}+2 \tau\left\|\nabla_{t, x} v\right\|^{2}-2 \tau^{2}(1+\varepsilon)^{2}\|\nabla v\|^{2} \tag{23}
\end{equation*}
$$

To get rid of the last term in (23) we need to take a $u$-dependent lower bound $\tau_{0}$. Since $\|v\|=0$ implies $\|\nabla v\|=0$, for a fixed $v$ we can always find $\tau_{0} \geqslant 2(1+\varepsilon)^{2} /(1-\varepsilon)^{4}$ such that

$$
\begin{equation*}
\frac{(1-\varepsilon)^{4}}{2} \tau^{4}\|v\|^{2}-2(1+\varepsilon)^{2} \tau^{2}\|\nabla v\|^{2} \geqslant \frac{(1-\varepsilon)^{4}}{4} \tau^{4}\|v\|^{2} \quad \text { for all } \quad \tau \geqslant \tau_{0} \tag{24}
\end{equation*}
$$

If $\widetilde{u}$ is as in the hypotheses of the lemma, and $\widetilde{v}=e^{\tau \varphi} \widetilde{u}$, then since the exponential factors through the inequalities, also

$$
\frac{\|\nabla \widetilde{v}(t, \cdot)\|}{\|\widetilde{v}(t, \cdot)\|} \leqslant \frac{\|\nabla v(t, \cdot)\|}{\|v(t, \cdot)\|}
$$

for all $t \in \mathbf{R}$. Therefore, if $\tau_{0}(u)$ denotes the smallest constant $\tau_{0}$ for which (24) holds, it is readily seen that $\tau_{0}(\widetilde{u}) \leqslant \tau_{0}(u)$. Hence

$$
\|P v\|^{2} \geqslant \frac{(1-\varepsilon)^{4}}{4} \tau^{4}\|v\|^{2}+2 \tau\left\|\nabla_{t, x} v\right\|^{2} \quad \text { for all } \quad \tau \geqslant \tau_{0}(u)
$$

from which (21) follows.
4.2. Continuation for an integro-differential inequality. The following lemma is in a sense an integrated version of Aronszajn's continuation theorem.

Lemma 4.2. Let $J \subset \mathbf{R}$ be an open interval, and let $u \in H^{3}(J \times \Omega)$ with $B(u(t, \cdot))=0$ for all $t \in J$. Assume that it satisfies the integro-differential inequality

$$
\begin{equation*}
\int_{\Omega}\left|\Delta_{t, x} u(t, x)\right|^{2} \mathrm{~d} x \leqslant C \int_{\Omega}|u(t, x)|^{2}+\left|\nabla_{t, x} u(t, x)\right|^{2} \mathrm{~d} x \tag{25}
\end{equation*}
$$

for almost every $t$ in some neighborhood of $t_{0}$, for a certain $t_{0} \in J$. Assume furthermore that $u$ satisfies the following decay conditions around $t_{0}$ :

$$
\begin{align*}
& \int_{t_{0}-\delta}^{t_{0}+\delta} \int_{\Omega}|u(t, x)|^{2} \mathrm{~d} x \mathrm{~d} t=O\left(\delta^{5}\right) \quad \text { as } \quad \delta \downarrow 0, \\
& \int_{t_{0}-\delta}^{t_{0}+\delta} \int_{\Omega}\left|\partial_{t} u(t, x)\right|^{2} \mathrm{~d} x \mathrm{~d} t=O\left(\delta^{3}\right) \quad \text { as } \quad \delta \downarrow 0 . \tag{26}
\end{align*}
$$

Then $u \equiv 0$ in a neighborhood of $\left\{t_{0}\right\} \times \Omega$.
Proof. The strategy is as follows. First we note there is no loss of generality in assuming that $t_{0}=0$. We localize on the left side of the hyperplane $t=0$. The Carleman estimates are still valid for these localized solutions, at the cost of some error terms. One of the error terms stems from the behavior of our localized solution away from $t=0$. This error term can be made to decay at an exponential rate, precisely because the localized solution vanishes on the right side of the hyperplane $t=0$. The other error terms stem from the behavior of the localization near $t=0$. To deal with these terms, we actually consider a sequence of localizations. The decay conditions (26) allow us to take the limit in which the error terms disappear. Combining this extension of the Carleman estimates with estimate (25), we are left with a family of exponentially weighted inequalities, which forces the localization to be zero near $t=0$. This just means that our original function must be zero for small negative $t$. Then considering a time reversal, the same must be true for small positive $t$.

We will now first construct the sequence of localizations. Let $\varepsilon>0$ be sufficiently small such that $(-\varepsilon, \varepsilon) \subset J$, and let $\varphi$ be as in Lemma 4.1. Let $0<\ell<\varepsilon / 2$ be such that $\varphi$ is increasing on $[-2 \ell, 0]$ and such that (25) holds for a.e. $t \in(-2 \ell, 2 \ell)$. Given $0<\delta<\ell$, let $\chi_{\delta} \in$ $C^{3}(\mathbf{R})$ be such that $\chi_{\delta}(t)=0$ for $t \notin[-2 \ell, 0]$, and $\chi_{\delta}(t)=1$ for $t \in[-\ell,-\delta]$. Furthermore,
we demand that $\left|\partial_{t}^{k} \chi_{\delta}(t)\right|=O\left(\delta^{-k}\right)$ uniformly for $t \in[-\delta, 0]$ and $k \in\{0,1,2\}$ and also that $\partial_{\delta} \chi_{\delta}(t)=0$ for $t \in[-2 \ell,-\ell]$. Now set $V_{\delta}(t, x):=\chi_{\delta}(t) u(t, x)$. Then $V_{\delta} \in H^{3}(\mathbf{R} \times \Omega)$, and moreover $B\left(V_{\delta}(t, \cdot)\right)=0$ for each $t \in \mathbf{R}$, and $\operatorname{supp}\left(V_{\delta}\right) \subset(-\varepsilon, \varepsilon) \times \bar{\Omega}$, hence the Carleman estimates apply to $V_{\delta}$.

We will again abbreviate $\|\cdot\|=\|\cdot\|_{L^{2}(\mathbf{R} \times \Omega)}$. Observe

$$
\begin{aligned}
\left\|\chi_{\delta} e^{\tau \varphi} \partial_{t} u\right\|^{2}= & \left\|e^{\tau \varphi} \partial_{t} V_{\delta}-\dot{\chi}_{\delta} e^{\tau \varphi} u\right\|^{2} \\
\leqslant & 2\left\|e^{\tau \varphi} \partial_{t} V_{\delta}\right\|^{2}+2\left\|\dot{\chi}_{\delta} e^{\tau \varphi} u\right\|^{2} \\
\leqslant & 2\left\|e^{\tau \varphi} \partial_{t} V_{\delta}\right\|^{2}+2 \int_{-2 \ell}^{-\ell} \int_{\Omega}\left|\dot{\chi}_{\delta}\right|^{2} e^{2 \tau \varphi}|u|^{2} \mathrm{~d} x \mathrm{~d} t \\
& +2 \sup _{-\delta \leqslant t \leqslant 0}\left|\dot{\chi}_{\delta}(t)\right|^{2} \int_{-\delta}^{0} \int_{\Omega}|u|^{2} \mathrm{~d} x \mathrm{~d} t \\
\leqslant & 2\left\|e^{\tau \varphi} \partial_{t} V_{\delta}\right\|^{2}+2 e^{2 \tau \varphi(-\ell)} \sup _{-2 \ell \leqslant t \leqslant-\ell}\left|\dot{\chi}_{\delta}(t)\right| \int_{-2 \ell}^{-\ell} \int_{\Omega}|u|^{2} \mathrm{~d} x \mathrm{~d} t+O\left(\delta^{3}\right)
\end{aligned}
$$

where we used the decay condition (26) and the monotonicity of $\varphi$. Thus we have

$$
\begin{equation*}
\sum_{|\alpha| \leqslant 1}\left\|\chi_{\delta} e^{\tau \varphi} \partial^{\alpha} u\right\|^{2} \leqslant 2 \sum_{|\alpha| \leqslant 1}\left\|e^{\tau \varphi} \partial^{\alpha} V_{\delta}\right\|^{2}+C_{1} e^{2 \tau \varphi(-\ell)}+O\left(\delta^{3}\right) \tag{27}
\end{equation*}
$$

Here $C_{1}$ depends on $\|u\|$ but is independent of $\delta$ and $\tau$. We use the multi-index notation $\alpha=\left(\alpha_{0}, \ldots, \alpha_{d}\right) \in \mathbf{N}_{0}^{d+1}$, and $|\alpha|=\alpha_{0}+\cdots+\alpha_{d}$, and

$$
\partial^{\alpha}=\partial_{t}^{\alpha_{0}} \partial_{x^{1}}^{\alpha_{1}} \cdots \partial_{x^{d}}^{\alpha_{d}}
$$

In a similar fashion, we compute

$$
\begin{align*}
\left\|e^{\tau \varphi} \Delta_{t, x} V_{\delta}\right\|^{2} \leqslant & 3\left\|\chi_{\delta} e^{\tau \varphi} \Delta_{t, x} u\right\|^{2}+3\left\|2 \dot{\chi}_{\delta} e^{\tau \varphi} \partial_{t} u\right\|^{2}+3\left\|\ddot{\chi}_{\delta} e^{\tau \varphi} u\right\|^{2} \\
\leqslant & 3\left\|\chi_{\delta} e^{\tau \varphi} \Delta_{t, x} u\right\|^{2}+3 \int_{-2 \ell}^{-\ell} \int_{\Omega} e^{2 \tau \varphi}\left(\left|2 \dot{\chi}_{\delta} \partial_{t} u\right|^{2}+\left|\ddot{\chi}_{\delta} u\right|^{2}\right) \mathrm{d} x \mathrm{~d} t \\
& +12 \sup _{-\delta \leqslant t \leqslant 0}\left|\dot{\chi}_{\delta}(t)\right|^{2} \int_{-\delta}^{0} \int_{\Omega}\left|\partial_{t} u\right|^{2} \mathrm{~d} x \mathrm{~d} t  \tag{28}\\
& +3 \sup _{-\delta \leqslant t \leqslant 0}\left|\ddot{\chi}_{\delta}(t)\right|^{2} \int_{-\delta}^{0} \int_{\Omega}|u|^{2} \mathrm{~d} x \mathrm{~d} t \\
\leqslant & 3\left\|\chi_{\delta} e^{\tau \varphi} \Delta_{t, x} u\right\|^{2}+C_{2} e^{2 \tau \varphi(-\ell)}+O(\delta)
\end{align*}
$$

where we again used the decay condition (26) and the monotonicity of $\varphi$. The constant $C_{2}$ depends on $\|u\|$ and $\left\|\partial_{t} u\right\|$ but is independent of $\delta$ and $\tau$.

Combining estimates (27) and (28) with the Carleman estimates from Lemma 4.1, we find that

$$
\begin{equation*}
\tau \sum_{|\alpha| \leqslant 1}\left\|\chi_{\delta} e^{\tau \varphi} \partial^{\alpha} u\right\|^{2} \leqslant C_{3}\left\|\chi_{\delta} e^{\tau \varphi} \Delta_{t, x} u\right\|^{2}+C_{3}(1+\tau) e^{2 \tau \varphi(-\ell)}+O(\delta)+O\left(\tau \delta^{3}\right) \tag{29}
\end{equation*}
$$

for all $\tau \geqslant \tau_{0}\left(V_{\delta}\right)$. Since $\left|V_{\delta}(t, x)\right| /\left|\nabla V_{\delta}(t, x)\right|=\left|V_{\delta^{\prime}}(t, x)\right| /\left|\nabla V_{\delta^{\prime}}(t, x)\right|$ for any two $0<\delta, \delta^{\prime}<\ell$, from Lemma 4.1 it follows that the lower bound $\tau_{0}:=\tau_{0}\left(V_{\delta}\right)$ on $\tau$ is independent of $\delta$. Therefore, using the dominated convergence theorem, we can send $\delta$ to 0 in (29) and obtain

$$
\begin{equation*}
\tau \sum_{|\alpha| \leqslant 1}\left\|\chi_{0} e^{\tau \varphi} \partial^{\alpha} u\right\|^{2} \leqslant C_{3}\left\|\chi_{0} e^{\tau \varphi} \Delta_{t, x} u\right\|^{2}+C_{3}(1+\tau) e^{2 \tau \varphi(-\ell)} \quad \text { for all } \quad \tau \geqslant \tau_{0} \tag{30}
\end{equation*}
$$

Here

$$
\chi_{0}(t)= \begin{cases}1 & \text { for } t \in[-\ell, 0] \\ \chi_{1}(t) & \text { for } t \notin[-\ell, 0]\end{cases}
$$

Using (25) we have

$$
\begin{aligned}
\left\|\chi_{0} e^{\tau \varphi} \Delta_{t, x} u\right\|^{2} & \leqslant C \int_{\mathbf{R}}\left|\chi_{0}(t)\right|^{2} e^{2 \tau \varphi(t)} \int_{\Omega}|u(t, x)|^{2}+\left\|\nabla_{t, x} u(t, x)\right\|^{2} \mathrm{~d} x \mathrm{~d} t \\
& =C\left\|\chi_{0} e^{\tau \varphi} u\right\|^{2}+C\left\|\chi_{0} e^{\tau \varphi} \nabla_{t, x} u\right\|^{2}
\end{aligned}
$$

Combining this inequality with (30) yields

$$
\tau \sum_{|\alpha| \leqslant 1}\left\|\chi_{0} e^{\tau \varphi} \partial^{\alpha} u\right\|^{2} \leqslant C_{4} \sum_{|\alpha| \leqslant 1}\left\|\chi_{0} e^{\tau \varphi} \partial^{\alpha} u\right\|^{2}+C_{3}(1+\tau) e^{2 \tau \varphi(-\ell)} \quad \text { for all } \quad \tau \geqslant \tau_{0}
$$

After increasing $\tau_{0}$ if need be, the sum over $|\alpha| \leqslant 1$ on the right-hand side can be absorbed by the left-hand side, hence

$$
\tau \sum_{|\alpha| \leqslant 1}\left\|\chi_{0} e^{\tau \varphi} \partial^{\alpha} u\right\|^{2} \leqslant C_{5}(1+\tau) e^{2 \tau \varphi(-\ell)} \quad \text { for all } \quad \tau \geqslant \tau_{0}
$$

Since $\chi_{0}=1$ on $[-\ell, 0]$ and $\varphi$ is increasing on $[-\ell, 0]$, this implies that

$$
\|u\|_{L^{2}\left(\left[t_{*}, 0\right] \times \Omega\right)}^{2} \leqslant C_{5} \frac{1+\tau}{\tau} e^{2 \tau\left(\varphi(-\ell)-\varphi\left(t_{*}\right)\right)} \rightarrow 0 \quad \text { as } \quad \tau \rightarrow \infty
$$

for any $t_{*} \in(-\ell, 0]$. Hence $u \equiv 0$ on $(-\ell, 0] \times \Omega$.

### 4.3. Uniqueness of the IVP.

Theorem 4.3. Let $J \subset \mathbf{R}$ be an open interval, assume $f$ is of class $C^{3}$, and suppose $U, V \in$ $W_{\text {loc }}^{1,2}\left(J ; X^{0}, X^{1}\right)$ are both solutions of (TWE). Suppose that $U\left(t_{0}\right)=V\left(t_{0}\right)$ for some $t_{0} \in J$. Then $U(t)=V(t)$ for $t \in J$.

Proof. Let $J^{\prime} \subset \overline{J^{\prime}} \subset J$ be a bounded open interval such that $t_{0} \in J^{\prime}$. Let us introduce the set

$$
\mathcal{Z}\left(J^{\prime}\right):=\left\{t \in J^{\prime}:\|U(t)-V(t)\|_{X^{0}}=0\right\}
$$

By assumption $\mathcal{Z}\left(J^{\prime}\right) \neq \emptyset$. By the regularity theory from section 3 we know that $U, V \in$ $C^{3}\left(J^{\prime} ; X^{0}, \ldots, X^{m}\right)$, hence $\mathcal{Z}\left(J^{\prime}\right)$ is closed in $J^{\prime}$. Thus by connectedness of $J^{\prime}$ we can conclude that $\mathcal{Z}\left(J^{\prime}\right)=J^{\prime}$ if we are able to prove that $\mathcal{Z}\left(J^{\prime}\right)$ is open in $J^{\prime}$. Since $J$ can be written as the union of bounded open intervals $J^{\prime} \subset \overline{J^{\prime}} \subset J$, the conclusion of the theorem will then follow.

Pick any $t_{*} \in \mathcal{Z}\left(J^{\prime}\right)$. Write $U=\left(u, \partial_{t} u\right)$ and $V=\left(v, \partial_{t} v\right)$, and set $W=\left(w, \partial_{t} w\right):=U-V$. We will prove that $w$ is zero in a neighborhood of $\left\{t_{*}\right\} \times \Omega$. To do so, we shall invoke Lemma 4.2. We thus have to check that $w$ satisfies the hypotheses of said lemma.

Note that by the regularity theory of section $3, w \in H^{3}\left(J^{\prime} \times \Omega\right)$, and $B(w(t, \cdot))=0$ for each $t \in J^{\prime}$, and $w$ satisfies

$$
\begin{aligned}
\Delta_{t, x} w & =f(x, v)-f(x, u)+c \partial_{t} w+g(x, V)-g(x, U) \\
& =\int_{0}^{1} \partial_{s} f(x, u-s w) \mathrm{d} s+c \partial_{t} w+\int_{0}^{1} \partial_{s} g(x, U-s W) \mathrm{d} s \\
& =\alpha(t, x) w+c \partial_{t} w+L(t)[W(t)]
\end{aligned}
$$

Here $\alpha: J^{\prime} \times \Omega \rightarrow \mathbf{R}$ is given by

$$
\alpha(t, x)=-\int_{0}^{1} f_{u}(x, u(t, x)-s w(t, x)) \mathrm{d} s
$$

and note that by the regularity results from section 3 this $\alpha$ is a continuous function. Furthermore, $L: J^{\prime} \rightarrow \mathcal{L}\left(X^{0}, L^{2}(\Omega)\right)$ is given by

$$
(L(t) \xi)(x)=-\int_{0}^{1} \mathrm{~d}_{2} g(x, U(t)-s W(t)) \xi \mathrm{d} s
$$

We note here that this integral is indeed well-defined, since the map

$$
s \mapsto I(s):=\mathrm{d}_{2} g(x, U(t)-s W(t))
$$

is continuous from $[0,1]$ to $\mathcal{L}\left(X^{0}, L^{2}(\Omega)\right)$ with its uniform operator topology. Hence $s \mapsto I(s)$ is absolutely continuous and therefore strongly measurable, and since by hypothesis (g1) one has $\int_{0}^{1}\|I(s)\|_{\mathcal{L}} \mathrm{d} s<\infty$, it follows that $I$ is Bochner integrable. By the regularity results from section 3 we know that $U$ and $V$ form continuous curves in $X^{0}$, hence $t \mapsto L(t)$ is continuous. Hence $\|L(t)\|_{\mathcal{L}\left(X^{0}, L^{2}(\Omega)\right)} \leqslant C$ uniformly for $t$ in a neighborhood of $t_{*}$, and consequently $w$ satisfies an inequality of the form (25).

All that is left is to check that $w$ satisfies the decay conditions (26) around $t_{*}$. Let $\delta>0$ be sufficiently small such that $\left[t_{*}-\delta, t_{*}+\delta\right] \subset J^{\prime}$. Since $f$ is of class $C^{3}$, it follows from section 3 that $W=\left(w, \partial_{t} w\right) \in C_{b}^{3}\left(\left[t_{*}-\delta, t_{*}+\delta\right] ; X^{0}, \ldots, X^{3}\right)$, hence in particular $w \in C_{b}^{4}\left(\left[t_{*}-\delta, t_{*}+\delta\right] ; L^{2}(\Omega)\right)$. Now consider the function $\eta:\left(t_{*}-\delta, t_{*}+\delta\right) \rightarrow \mathbf{R}$ given by

$$
\eta(t)=\int_{\Omega}|w(t, x)|^{2} \mathrm{~d} x .
$$

It is $C^{4}$ and the first three derivatives are given by

$$
\begin{aligned}
\eta^{\prime}(t) & =2 \int_{\Omega} w(t, x) \partial_{t} w(t, x) \mathrm{d} x \\
\eta^{\prime \prime}(t) & =2 \int_{\Omega} w(t, x) \partial_{t}^{2} w(t, x) \mathrm{d} x+2 \int_{\Omega}\left|\partial_{t} w(t, x)\right|^{2} \mathrm{~d} x \\
\eta^{\prime \prime \prime}(t) & =2 \int_{\Omega} w(t, x) \partial_{t}^{3} w(t, x) \mathrm{d} x+6 \int_{\Omega} \partial_{t} w(t, x) \partial_{t}^{2} w(t, x) \mathrm{d} x
\end{aligned}
$$

Since $w\left(t_{*}, \cdot\right)=\partial_{t} w\left(t_{*}, \cdot\right)=0$, we have $\eta^{(k)}\left(t_{*}\right)=0$ for $k \in\{0, \ldots, 3\}$. By the mean value theorem it follows that $|\eta(t)| \leqslant C^{\prime} \delta^{4}$, hence

$$
\int_{t_{*}-\delta}^{t_{*}+\delta} \int_{\Omega}|w(t, x)|^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C \delta^{5} \quad \text { for } \quad\left|t-t_{*}\right| \leqslant \delta
$$

A similar computation shows that

$$
\int_{t_{*}-\delta}^{t_{*}+\delta} \int_{\Omega}\left|\partial_{t} w(t, x)\right|^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C \delta^{3} \quad \text { for } \quad\left|t-t_{*}\right| \leqslant \delta
$$

Hence Lemma 4.2 applies, proving that $w \equiv 0$ in a neighborhood of $\left\{t_{*}\right\} \times \Omega$. Therefore $U(t)=V(t)$ for $t$ in a neighborhood $E \subset J^{\prime}$ of $t_{*}$. Hence $E \subset \mathcal{Z}\left(J^{\prime}\right)$, and since this holds for any $t_{*} \in \mathcal{Z}\left(J^{\prime}\right)$ it follows that $\mathcal{Z}\left(J^{\prime}\right)$ is open in $J^{\prime}$, thus proving the theorem.
5. Fredholm theory. Let $\mathfrak{L}$ consist of all $L \in \mathcal{L}\left(X^{1}, X^{0}\right)$ of the form

$$
L=\left(\begin{array}{cc}
0 & -1 \\
\Delta+L_{1} & L_{2},
\end{array}\right)
$$

where $L_{1} \in \mathcal{L}\left(H_{B}^{1}(\Omega), L^{2}(\Omega)\right)$ and $L_{2} \in \mathcal{L}\left(L^{2}(\Omega)\right)$. Let $\mathfrak{L}_{\text {hyp }}$ consist of those $L \in \mathfrak{L}$ which are hyperbolic, i.e., $\sigma(L) \cap i \mathbf{R}=\emptyset$.

In this section we will study Fredholm properties of the linear operator

$$
\begin{aligned}
& \mathcal{D}_{L}: W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right) \rightarrow L^{2}\left(\mathbf{R} ; X^{0}\right), \\
& \mathcal{D}_{L} W=\partial_{t} W+L(t) W
\end{aligned}
$$

where $L \in C^{0}(\mathbf{R} ; \mathfrak{L})$ is such that the limits $L_{ \pm}=\lim _{t \rightarrow \pm \infty} L(t)$ exist in the uniform operator topology on $\mathcal{L}\left(X^{1}, X^{0}\right)$, and $L_{ \pm} \in \mathfrak{L}_{\text {hyp }}$. The study of Fredholm properties of this class of operators is motivated by the following lemma.

Lemma 5.1. Let $Z_{-} \in \mathcal{S}\left(f_{-}\right)$and $Z_{+} \in \mathcal{S}\left(f_{+}\right)$be hyperbolic rest points of (TWE), and suppose $U$ is a path connecting $Z_{-}$with $Z_{+}$. Then the linearization $\partial_{t}+\mathrm{d} A_{f, g, c}(U)$ of (TWE) along $U$ is Fredholm, with index given by $\operatorname{ind}\left(\mathcal{D}_{L_{c, f}}\right)$, where

$$
L_{c, f}(t)=\left(\begin{array}{cc}
0 & -1 \\
\Delta+f_{u}(t, x, u(t, x)) & -c(t)
\end{array}\right) .
$$

Proof. Note that the linearization of (TWE) along $U$ takes the form

$$
\begin{equation*}
\partial_{t} W+L_{c, f}(t) W+K(t) W, \tag{31}
\end{equation*}
$$

where

$$
K(t)=\left(\begin{array}{cc}
0 & 0 \\
\partial_{1} g(x, U(t)) & \partial_{2} g(x, U(t))
\end{array}\right) .
$$

Here $\partial_{1} g(x,(u, v))=\frac{\partial g(x,(u, v))}{\partial u}$ and $\partial_{2} g(x,(u, v))=\frac{\partial g(x,(u, v))}{\partial v}$. For each $t, K(t) \in \mathcal{L}\left(X^{0}\right)$, hence $K(t): X^{1} \rightarrow X^{0}$ is compact. Furthermore, $K \in C^{0}\left(\mathbf{R}, \mathcal{L}\left(X^{1}, X^{0}\right)\right)$ and $\|K(t)\|_{\mathcal{L}\left(X^{1}, X^{0}\right)} \rightarrow 0$ as $t \rightarrow \pm \infty$ by hypothesis (g3). This implies that the multiplication operator $K: W^{1,2}\left(\mathbf{R} ; X^{1}, X^{0}\right)$ $\rightarrow L^{2}\left(\mathbf{R} ; X^{0}\right)$ is compact; see [RS95]. Therefore the Fredholm properties of (31) are the same as those of $\mathcal{D}_{L_{c, f}}$.

The Fredholm properties which will be derived allow us to assign a (normalized) Morse index to hyperbolic rest points, even though the operators $\mathrm{d} A_{c_{-}, f_{-}, g_{-}}\left(Z_{-}\right)$and $\mathrm{d} A_{c_{+}, f_{+}, g_{+}}\left(Z_{+}\right)$ are strongly indefinite.
5.1. Fredholm alternative for $\mathcal{D}_{L}$. Before discussing the Fredholm alternative for $\mathcal{D}_{L}$, let us first consider a resolvent estimate for the operator $L(t)$.

Lemma 5.2. Let $L \in C^{0}(\mathbf{R} ; \mathfrak{L})$ such that the limits $L_{ \pm}=\lim _{t \rightarrow \pm \infty} L(t)$ exist in the uniform operator topology on $\mathcal{L}\left(X^{1}, X^{0}\right)$. Then one has the following resolvent estimate: there exist $M>0, R_{0}>0$ such that

$$
\left\|\lambda(L(t)-i \lambda)^{-1}\right\|_{\mathcal{L}\left(X^{0}\right)} \leqslant M \quad \text { for } \quad t \in \mathbf{R},|\lambda| \geqslant R_{0} .
$$

Proof. First consider the unbounded operator $P$ on $X^{0}$ with domain $\mathcal{D}(P)=X^{1}$, given by

$$
P=\left(\begin{array}{cc}
0 & -1 \\
\Delta & 0
\end{array}\right)
$$

Note that $i \lambda \notin \sigma(P)$ whenever $\lambda \in \mathbf{R} \backslash\{0\}$, and

$$
(P-i \lambda)^{-1}=\left(\begin{array}{cc}
i \lambda^{-1}\left(1-\left(\Delta-\lambda^{2}\right)^{-1}\right) & \left(\Delta-\lambda^{2}\right)^{-1} \\
-\left(\Delta-\lambda^{2}\right)^{-1} & -i \lambda\left(\Delta-\lambda^{2}\right)^{-1}
\end{array}\right)
$$

Now, since

$$
\left\|(\Delta-\mu)^{-1}\right\|_{\mathcal{L}\left(L^{2}(\Omega), H_{B}^{k}(\Omega)\right)} \leqslant \frac{C}{(1+d(\mu, \sigma(\Delta)))^{(2-k) / 2}}
$$

for $k \in\{0,1,2\}$, we find that

$$
\left\|(P-i \lambda)^{-1}\right\|_{X^{0}} \leqslant \frac{C}{1+|\lambda|} \quad \text { for } \quad \lambda \in \mathbf{R} \backslash\{0\}
$$

Now let $K(t)$ be defined by

$$
K(t):=\left(\begin{array}{cc}
0 & 0 \\
L_{1}(t) & L_{2}(t)
\end{array}\right)
$$

so that $L(t)=P+K(t)$. Note that $K(t)$ is a bounded operator on $X^{0}$, and $K \in C^{0}\left(\mathbf{R}, \mathcal{L}\left(X^{0}\right)\right)$. Using a perturbative argument (see, e.g., [Kat66]) one has that

$$
\begin{equation*}
i \lambda \notin \sigma(L(t)) \quad \text { when } \quad\|K(t)\|_{\mathcal{L}\left(X^{0}\right)}\left\|(P-i \lambda)^{-1}\right\|_{\mathcal{L}\left(X^{0}\right)}<1, \tag{32}
\end{equation*}
$$

and for such $\lambda$ one has

$$
\left\|(L(t)-i \lambda)^{-1}\right\|_{\mathcal{L}\left(X^{0}\right)} \leqslant \frac{1}{1-\|K(t)\|_{\mathcal{L}\left(X^{0}\right)}\left\|(P-i \lambda)^{-1}\right\|_{\mathcal{L}\left(X^{0}\right)}}\left\|(P-i \lambda)^{-1}\right\|_{\mathcal{L}\left(X^{0}\right)}
$$

We have already argued that $\left\|(P-i \lambda)^{-1}\right\|_{\mathcal{L}\left(X^{0}\right)}=O\left(|\lambda|^{-1}\right)$ as $|\lambda| \rightarrow \infty$. Hence for each fixed $t \in \mathbf{R}$, condition (32) is satisfied for $|\lambda|$ sufficiently big, say, $|\lambda| \geqslant R_{0}(t)$. Since $K$ depends continuously on $t$, and $K(t)$ converges as $t \rightarrow \pm \infty$, the constant $R_{0}$ can be chosen uniformly in $t$.

Combining this lemma with the results from [Rab04], we obtain the following theorem (see Appendix A for details).

Theorem 5.3. Let $L \in C^{0}(\mathbf{R} ; \mathfrak{L})$ be such that $L(t) \rightarrow L_{ \pm}$as $t \rightarrow \pm \infty$ in the uniform operator topology on $\mathcal{L}\left(X^{1}, X^{0}\right)$, where $L_{ \pm} \in \mathfrak{L}_{\text {hyp }}$. Then the map $\mathcal{D}_{L}$ is Fredholm from $W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ to $L^{2}\left(\mathbf{R} ; X^{0}\right)$, and its index depends on the endpoints $L_{-}, L_{+}$only.

This allows us to define a relative index:

$$
\begin{aligned}
& \nu: \mathfrak{L}_{\text {hyp }} \times \mathfrak{L}_{\text {hyp }} \rightarrow \mathbf{Z}, \\
& \nu\left(L_{-}, L_{+}\right)=\operatorname{ind}\left(\mathcal{D}_{L}\right) .
\end{aligned}
$$

The relative index has the following transitivity property.
Lemma 5.4. Let $L_{\alpha}, L_{\beta}, L_{\gamma} \in \mathfrak{L}_{\text {hyp }}$. Then

$$
\begin{array}{ll}
\nu\left(L_{\alpha}, L_{\beta}\right)=-\nu\left(L_{\beta}, L_{\alpha}\right) & \text { (antisymmetry) } \\
\nu\left(L_{\alpha}, L_{\gamma}\right)=\nu\left(L_{\alpha}, L_{\beta}\right)+\nu\left(L_{\beta}, L_{\gamma}\right) & (\text { (cyclicity }) .
\end{array}
$$

The proof of the lemma uses an algebraic trick similar to the one employed in [RS95]. See Appendix A for details.
5.2. Computing the index. Consider $L \in C_{b}^{0}(\mathbf{R}, \mathcal{L})$ with $\lim _{t \rightarrow \pm \infty} L(t) \in \mathcal{L}_{\text {hyp }}$, given by

$$
L(t)=\left(\begin{array}{cc}
0 & -1  \tag{33}\\
\Delta+L_{1}(t) & -c(t)
\end{array}\right) .
$$

Here we assume $c \in C^{\infty}(\mathbf{R},(0, \infty))$, and $L_{1} \in C^{0}\left(\mathbf{R}, \mathcal{L}\left(H_{B}^{1}(\Omega), L^{2}(\Omega)\right)\right)$, and for each $t \in \mathbf{R}$ the operator $L_{1}(t)$ is symmetric when considered as an unbounded operator on $L^{2}(\Omega)$. Consider the operator

$$
\begin{aligned}
& \Psi_{L_{1}}: W^{1,2}\left(\mathbf{R} ; H_{B}^{1}(\Omega), H_{B}^{2}(\Omega)\right) \rightarrow L^{2}\left(\mathbf{R} ; L^{2}(\Omega)\right), \\
& \Psi_{L_{1}} w=\partial_{t} w+\Delta w+L_{1}(t) w .
\end{aligned}
$$

The following lemma relates the Fredholm index of the elliptic operator $\mathcal{D}_{L}$ with that of the parabolic operator $\Psi_{L_{1}}$.

Lemma 5.5. Let $L, L_{1}$ be as in (33). Then $\mathcal{D}_{L}$ and $\Psi_{L_{1}}$ are Fredholm operators, and

$$
\operatorname{ind}\left(\mathcal{D}_{L}\right)=\operatorname{ind}\left(\Psi_{L_{1}}\right) .
$$

Proof. The Fredholm property of $\mathcal{D}_{L}$ was discussed in Theorem 5.3. Moreover, Theorem A. 1 is also applicable to the operator $\Psi_{L_{1}}$, thus establishing the Fredholm property of that operator as well. To relate the two indices we will make use of spectral flows.

Loosely speaking, the spectral flow $\operatorname{SF}(A)$ of a curve of (densely defined unbounded) operators $t \mapsto A(t)$ is an algebraic count of the number of eigenvalues of $A(t)$ that cross the imaginary axis as $t$ increases from $-\infty$ to $+\infty$. More precisely, we define

$$
\operatorname{SF}(A):=-\sum_{t_{*}} \sum_{i} \operatorname{sgn} \Re \mathfrak{R e} \lambda_{i}^{\prime}\left(t_{*}\right) .
$$

Here $t_{*}$ are those $t$ where a spectral crossing takes place, i.e., $\sigma\left(A\left(t_{*}\right)\right) \cap i \mathbf{R} \neq \emptyset$, and $t \mapsto \lambda_{i}(t)$ are differentiable curves defined near $t_{*}$ which parametrize the spectrum, i.e., $\sigma(A(t))=$ $\bigcup_{i}\left\{\lambda_{i}(t)\right\}$ for $t$ near $t_{*}$. This definition only makes sense if there is no ambiguity in counting the crossings of eigenvalues: the operators $A(t)$ should have pure point spectrum near the imaginary axis, there should be finitely many crossings, the crossings should be transverse to $i \mathbf{R}$, and the crossing eigenvalues should be algebraically simple. This is generically achieved by perturbing the curve $t \mapsto A(t)$ of operators.

Recall from [RS95] that we can choose a perturbation $S_{1} \in C^{0}\left(\mathbf{R}, \mathcal{L}\left(H_{B}^{2}(\Omega), L^{2}(\Omega)\right)\right)$, with $\lim _{t \rightarrow \pm \infty}\|S(t)\|_{\mathcal{L}\left(X^{1}, X^{0}\right)}=0$, such that $\operatorname{SF}\left(-\left(\Delta+L_{1}+S_{1}\right)\right)$ is well-defined, and

$$
\operatorname{ind}\left(\Psi_{L_{1}}\right)=\operatorname{SF}\left(-\left(\Delta+L_{1}+S_{1}\right)\right)
$$

Furthermore, one can ensure that for any $t \in \mathbf{R}$ the operator $S_{1}(t)$ is symmetric when considered as an unbounded operator on $L^{2}(\Omega)$, and given $\varepsilon>0$ (to be specified in the next paragraph $), \sup _{t \in \mathbf{R}}\left\|S_{1}(t)\right\|_{\mathcal{L}\left(X^{1}, X^{0}\right)}<\varepsilon$.

Now let

$$
S(t)=\left(\begin{array}{cc}
0 & 0 \\
S_{1}(t) & 0
\end{array}\right)
$$

Suppose for the moment that $\operatorname{SF}(-(L+S))$ is well-defined. It then follows from [Rab04] that, provided that $\sup _{t \in \mathbf{R}}\|S(t)\|_{\mathcal{L}\left(X^{1}, X^{0}\right)}$ is sufficiently small, one has

$$
\operatorname{ind}\left(\mathcal{D}_{L}\right)=\operatorname{SF}(-(L+S))
$$

The proof of the lemma is then completed if we can show that $\operatorname{SF}(-(L+S))=\operatorname{SF}(-(\Delta+$ $\left.L_{1}+S_{1}\right)$ ). We will do so by demonstrating that any spectral crossing of $-\left(\Delta+L_{1}+S_{1}\right)$ is in one-to-one correspondence with a spectral crossing of $-(L+S)$. This then also shows that $\mathrm{SF}(-(L+S))$ is indeed well-defined.

Note that $\mu \in \sigma(-(L(t)+S(t)))$ if and only there exists a nonzero vector $(u, v) \in X^{1}$ such that

$$
\left\{\begin{array}{l}
-\mu u+v=0 \\
-\Delta u-L_{1}(t) u-S_{1}(t) u+c(t) v-\mu v=0
\end{array}\right.
$$

This can happen only if $\mu^{2}-c(t) \mu \in \sigma\left(-\left(\Delta+L_{1}(t)+S_{1}(t)\right)\right)$. Because the operator $-(\Delta+$ $\left.L_{1}(t)+S_{1}(t)\right)$ is self-adjoint, it has real-valued spectrum. Since $c(t)>0$, the only $\mu \in i \mathbf{R}$ which can satisfy $\mu^{2}-c(t) \mu \in \mathbf{R}$ is $\mu=0$. Collecting these observations, we conclude that eigenvalues of $-(L(t)+S(t))$ which cross the imaginary axis as $t$ increases must do so through the origin. Furthermore, if an eigenvalue of $-(L(t)+S(t))$ crosses the imaginary axis (i.e., the origin) from left to right as $t$ increases, then (since $\left.c\left(t_{*}\right)>0\right)$ an eigenvalue of $-\left(\Delta+L_{1}(t)+S_{1}(t)\right)$ passes the origin from left to right as $t$ increases, and vice versa. From this we conclude that the spectral flow of $-(L+S)$ is well-defined for generic $S_{1}$, and

$$
\mathrm{SF}(-(L+S))=\mathrm{SF}\left(-\left(\Delta+L_{1}+S_{1}\right)\right)
$$

Combined with our previous observations this complete the proof.
5.3. Normalized Morse indices. Given a regular nonlinearity $f$ satisfying hypothesis (f1), and $m_{0} \in \mathbf{Z}$, we define a normalized Morse index $\mu_{f}(Z)$ of $Z=(z, 0) \in \mathcal{S}(f)$ as

$$
\begin{equation*}
\mu_{f}(Z):=m_{0}-m_{f}(z), \quad \text { where } \quad m_{f}(z):=\#\left(\sigma\left(\Delta+f_{u}(x, z)\right) \cap(0, \infty)\right) \tag{34}
\end{equation*}
$$

See Remark 5.7 after the next theorem for the rationale behind the sign convention. Whenever the choice of nonlinearity $f$ is clear from the context we shall drop the subscript.

Theorem 5.6. Let $Z_{-} \in \mathcal{S}\left(f_{-}\right)$and $Z_{+} \in \mathcal{S}\left(f_{+}\right)$be hyperbolic rest points of (TWE), and suppose $U$ is a path connecting $Z_{-}$with $Z_{+}$. Then

$$
\operatorname{ind}\left(\partial_{t}+\mathrm{d} A_{f, g, c}(U)\right)=\mu_{f_{-}}\left(Z_{-}\right)-\mu_{f_{+}}\left(Z_{+}\right)
$$

Proof. Define the multiplication operator

$$
L_{1}(t): H_{B}^{1}(\Omega) \rightarrow L^{2}(\Omega), \quad w(x) \mapsto f_{u}(x, u(t, x)) w(x)
$$

Combining Lemmas 5.1 and 5.5, we find

$$
\operatorname{ind}\left(\partial_{t}+\mathrm{d} A_{f, g, c}(U)\right)=\operatorname{ind}\left(\Psi_{L_{1}}\right)
$$

From [RS95] it follows that

$$
\operatorname{ind}\left(\Psi_{L_{1}}\right)=m_{f_{+}}\left(z_{+}\right)-m_{f_{-}}\left(z_{-}\right)
$$

Combined with the definition of $\mu_{f}$ this concludes the proof.
Remark 5.7. The reason for choosing a minus sign in the definition of the normalized Morse index is to ensure that the index can only decrease along heteroclinic connections. One can drop the minus sign in (34) and arrive at a cohomology theory instead.
6. Exponential decay. In this section we will show that a solution of (TWE) which converges in forward time (or, similarly, in backward time) toward some hyperbolic fixed point will in fact converge at an exponential rate.

Theorem 6.1. Let $f$ be of class $C^{4}$. Let $U$ be a solution of (TWE) on $J=\left[\tau_{0}, \infty\right)$ for which it holds that $\lim _{t \rightarrow \infty}\|U(t)-Z\|_{X^{0}}=0$. Suppose hypotheses $(f 1)-(f 3)$ and $(g 1)-(g 3)$ are satisfied. Let $Z$ be a hyperbolic rest point of (TWE). Then there exist constants $C, \gamma, \varepsilon>0$ such that the following holds. Then

$$
\|U-Z\|_{W^{1,2}\left((T, T+1) ; X^{0}, X^{1}\right)} \leqslant C e^{-\gamma\left(T-T_{0}\right)} \quad \text { for all } \quad T \geqslant T_{0}+1
$$

where $T_{0} \geqslant \tau_{0}+1$ is chosen such that $\left\|U\left(T_{0}\right)-Z\right\|_{X^{0}}<\varepsilon$.
A similar statement holds for solutions $U$ of (TWE) on $J=\left(-\infty,-\tau_{0}\right.$ ] which converge toward a hyperbolic rest point in backward time.

Proof of Theorem 6.1. First note that from Lemma 5.2, the unique continuation Theorem 4.3 (using that $f$ is $C^{4}$ ), and [PSS97], the following follows: there exists $\gamma>0$ and $K>0$ such that any $W \in C^{0}\left(J ; X^{1}\right) \cap C^{1}\left(\operatorname{int} J ; X^{0}, X^{1}\right)$ which satisfies

$$
\partial_{t} W+\mathrm{d} A(U) W=0
$$

and $\sup _{t \in J}\|W(t)\|_{X^{0}}<\infty$ satisfies the exponential decay estimate

$$
\begin{equation*}
\|W(t)\|_{X^{0}} \leqslant K e^{-\gamma|t-\tau|}\|W(\tau)\|_{X^{0}} \quad \text { for } \quad t \geqslant \tau \geqslant \tau_{0} . \tag{35}
\end{equation*}
$$

See Appendix A. 2 for details.
We know that $U \in C_{b}^{4}\left(J ; X^{0}, X^{1}, \ldots, X^{4}\right)$, hence $W:=\partial_{t} U$ satisfies $\sup _{t \in J}\|W(t)\|_{X^{0}}<$ $\infty$ and also $\partial_{t} W+\mathrm{d} A(U) W=0$ on $J$. From (35) it then follows that $W \in L^{1}\left(J ; X^{0}\right)$, and for any $t, T_{0} \in J$ with $t \geqslant T_{0}$ we have

$$
\begin{equation*}
\|U(t)-Z\|_{X^{0}}=\left\|-\int_{t}^{\infty} W(s) \mathrm{d} s\right\|_{X^{0}} \leqslant \int_{t}^{\infty}\|W(s)\|_{X^{0}} \mathrm{~d} s \leqslant \frac{K}{\gamma} e^{-\gamma\left|t-T_{0}\right|}\left\|W\left(T_{0}\right)\right\|_{X^{0}} \tag{36}
\end{equation*}
$$

Now let

$$
\begin{aligned}
& \mathcal{L}_{Z}: W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right) \rightarrow L^{2}\left(\mathbf{R} ; X^{0}\right), \\
& \mathcal{L}_{Z} W=\partial_{t} W+\mathrm{d} A(Z) W
\end{aligned}
$$

By hyperbolicity of $Z$ this operator has a continuous inverse; this follows using Lemma 5.2 and the results from [Rab03]. Let $\eta_{0} \in C_{c}^{\infty}(\mathbf{R})$ be such that $\eta_{0}(t)=1$ for $t \in[0,1]$ and $\eta_{0}(t)=0$ for $t \notin[-1,2]$. Then set $\eta_{T}(t):=\eta_{0}(t-T)$. Now fix $T_{0}, T \in J$ such that $[T-1, T+2] \subset\left[T_{0}, \infty\right)$ (i.e., $T \geqslant T_{0}+1$ ). Note that

$$
\begin{align*}
\mathcal{L}_{Z}\left(\eta_{T}(t)(U(t)-Z)\right)= & \dot{\eta}_{T}(t)(U(t)-Z)+\eta_{T}(t)\left(\partial_{t} U(t)+\mathrm{d} A(Z)(U(t)-Z)\right)  \tag{37}\\
= & \dot{\eta}_{T}(t)(U(t)-Z)+\eta_{T}(t)(\mathrm{d} A(Z)(U(t)-Z)-(A(U(t))-A(Z))) \\
& +\eta_{T}(t)\left(\partial_{t} U(t)+A(U(t))\right)-\eta_{T}(t) A(Z) \\
= & \dot{\eta}_{T}(t)(U(t)-Z)+\eta_{T}(t)(\mathrm{d} A(Z)(U(t)-Z)-(A(U(t))-A(Z))) \\
= & \dot{\eta}_{T}(t)(U(t)-Z)+\eta_{T}(t)\left(\begin{array}{c}
0 \\
\left.f_{u}(x, z)(u(t)-z)-f(x, u)+f(x, z)\right) \\
\\
\\
\\
\end{array}+\eta_{T}(t)\binom{0}{g(x, U(t))},\right.
\end{align*}
$$

where $U=\left(u, \partial_{t} u\right)$ and $Z=(z, 0)$.
Since the map $f: H^{1}(\Omega) \rightarrow L^{2}(\Omega)$ is differentiable near $z$ we have

$$
\left\|\binom{0}{f_{u}(x, z)(u(t)-z)-f(x, u)+f(x, z)}\right\|_{X^{0}}=o\left(\|U(t)-Z\|_{X^{0}}\right) \quad \text { as } \quad t \rightarrow \infty .
$$

By hypotheses (g1), (g2), and a mean value estimate, we find that for all $t \in J$ one has

$$
\left\|\binom{0}{g(x, U(t))}\right\|_{X^{0}}=\left\|\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} s} g(x, Z+s(U(t)-Z)) \mathrm{d} s\right\|_{L^{2}(\Omega)} \leqslant C_{1, g} \sqrt{\operatorname{Vol}(\Omega)}\|U(t)-Z\|_{X^{0}} .
$$

Combining these observations with estimate (37), we find that

$$
\left\|\mathcal{L}_{Z}\left(\eta_{T}(t)(U(t)-Z)\right)\right\|_{X^{0}}=O\left(\|U(t)-Z\|_{X^{0}}\right) \quad \text { for } \quad t \in J, \text { uniform in } T .
$$

Since $\operatorname{supp}\left(\eta_{T}\right) \subset\left[T_{0}, \infty\right)$ we can now apply estimate (36) to obtain

$$
\left\|\mathcal{L}_{Z}\left(\eta_{T}(t)(U(t)-Z)\right)\right\|_{X^{0}} \leqslant C e^{-\gamma\left|t-T_{0}\right|}\left\|W\left(T_{0}\right)\right\|_{X^{0}}
$$

for some constant $C$ which is independent of $T$. By invertibility of $\mathcal{L}_{Z}: W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right) \rightarrow$ $L^{2}\left(\mathbf{R} ; X^{0}\right)$ we then find

$$
\begin{aligned}
\|U-Z\|_{W^{1,2}\left((T, T+1) ; X^{0}, X^{1}\right)} & \leqslant\left\|\eta_{T} \cdot(U-Z)\right\|_{W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)} \\
& \leqslant\left\|\mathcal{L}_{Z}^{-1}\right\|\left\|\mathcal{L}_{Z}\left(\eta_{T} \cdot(U-Z)\right)\right\|_{L^{2}\left(\mathbf{R} ; X^{0}\right)} \\
& \leqslant \frac{C\left\|\mathcal{L}_{Z}^{-1}\right\|}{\gamma} e^{-\gamma\left|T-T_{0}\right|}\left\|W\left(T_{0}\right)\right\|_{X^{0}} .
\end{aligned}
$$

The above estimate already proves the exponential decay of the single solution $U$ toward $Z$. Next, we will argue why the constant $\left\|W\left(T_{0}\right)\right\|_{X^{0}}=\left\|\partial_{t} U\left(T_{0}\right)\right\|_{X^{0}}$ can be bounded independently of $U$, as long as $T_{0}$ is chosen big enough such that $U\left(T_{0}\right)$ lies in some given $X^{0}$-neighborhood of $Z$. Let $a:=\mathcal{E}(Z)$, and choose any $b>a$. From section 3 it follows that $\left.\mathcal{A}_{a}^{b}(J, f, g, c)\right|_{\left[\tau_{0}+1, \infty\right)}$ is bounded in the norm topology on $C_{b}^{1}\left(\left[\tau_{0}+1, \infty\right) ; X^{0}, X^{1}\right)$. Denote this upper bound by $M$. By continuity of $\mathcal{E}: X^{0} \rightarrow \mathbf{R}$, there exists some $\varepsilon>0$ such that if $T_{0} \geqslant \tau_{0}+1$ is such that $\left\|U\left(T_{0}\right)-Z\right\|_{X^{0}}<\varepsilon$, then $a \leqslant \mathcal{E}\left(U\left(T_{0}\right)\right) \leqslant b$. If we define $\widetilde{U}(t):=U\left(t-\tau_{0}-1+T_{0}\right)$, then $\left.\widetilde{U} \in \mathcal{A}_{a}^{b}(J, f, g, c)\right|_{\left[\tau_{0}+1, \infty\right)}$, hence

$$
\left\|\partial_{t} U\left(T_{0}\right)\right\|_{X^{0}}=\left\|\partial_{t} \widetilde{U}\left(\tau_{0}+1\right)\right\|_{X^{0}} \leqslant M
$$

7. Moduli spaces. At this point we are ready to define the moduli spaces of heteroclinic orbits. Given two hyperbolic rest points $Z_{-}, Z_{+} \in \mathcal{S}_{\text {hyp }}$, we define

$$
\mathcal{M}\left(Z_{-}, Z_{+}\right)=\left\{U \in W_{\mathrm{loc}}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right): U \text { solves (TWE), } \lim _{t \rightarrow \pm \infty}\left\|U(t)-Z_{ \pm}\right\|_{X^{0}}=0\right\}
$$

We will now discuss two useful modes of convergence on this space and the interplay between these two. For conciseness we will do this only for the autonomous case. We refer to Remark 7.7 at the end of this section for details on how to adapt the arguments to the nonautonomous setting.
7.1. The manifold structure. Let $Z \in C^{1}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ be such that $Z(t)=Z_{-}$for $t \leqslant-1$ and $Z(t)=Z_{+}$for $t \geqslant 1$. We then define the affine space of paths between $Z_{-}$and $Z_{+}$,

$$
\mathcal{P}\left(Z_{-}, Z_{+}\right):=Z+W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right) .
$$

By the exponential decay of solutions toward hyperbolic rest points we have $\mathcal{M}\left(Z_{-}, Z_{+}\right) \subset$ $\mathcal{P}\left(Z_{-}, Z_{+}\right)$. Therefore, if we introduce the nonlinear operator

$$
\begin{aligned}
& \Phi_{Z_{-}, Z_{+}}: \mathcal{P}\left(Z_{-}, Z_{+}\right) \rightarrow L^{2}\left(\mathbf{R} ; X^{0}\right), \\
& \Phi_{Z_{-}, Z_{+}}(U)=\partial_{t} U+A(U),
\end{aligned}
$$

we find that

$$
\mathcal{M}\left(Z_{-}, Z_{+}\right)=\Phi_{Z_{-}, Z_{+}}^{-1}(0) .
$$

The linearization of $\Phi_{Z_{-}, Z_{+}}$around any $U \in \mathcal{P}\left(Z_{-}, Z_{+}\right)$is Fredholm with $\operatorname{ind}\left(\mathrm{d} \Phi_{Z_{-}, Z_{+}}(U)\right)=$ $\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right)$. This index is independent of the chosen $U \in \mathcal{P}\left(Z_{-}, Z_{+}\right)$, thus $\Phi_{Z_{-}, Z_{+}}$is a Fredholm map with $\operatorname{ind}\left(\Phi_{Z_{-}, Z_{+}}\right)=\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right)$.

Recall from section 2.2.3 the definition of transversality up to order $k$. We now assume that the transversality condition up to order $\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right)$is satisfied. If the nonlinearity $f$ is of class $C^{m}$, then the map $\Phi_{Z_{-}, Z_{+}}$is of class $C^{m}$ in a neighborhood of $\mathcal{M}\left(Z_{-}, Z_{+}\right)$(recall Theorem 3.6); hence the implicit function theorem implies that $\mathcal{M}\left(Z_{-}, Z_{+}\right)$with the topology inherited from $\mathcal{P}\left(Z_{-}, Z_{+}\right)$is again a $C^{m}$ manifold of finite dimension $\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right)$.

Since we study the autonomous case, time translations $s \mapsto U(\cdot+s)$ induce an $\mathbf{R}$-action on $\mathcal{M}\left(Z_{-}, Z_{+}\right)$. We will denote the equivalence class of $U \in \mathcal{M}\left(Z_{-}, Z_{+}\right)$with respect to this $\mathbf{R}$-action by $[U]$ and write

$$
\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right):=\mathcal{M}\left(Z_{-}, Z_{+}\right) / \mathbf{R}
$$

for the quotient space.
Lemma 7.1. Assume the transversality condition up to order $\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right)$is satisfied. Then the space $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$is a $C^{m}$ manifold of dimension $\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right)-1$.

Proof. We verify that the $\mathbf{R}$-action of time translations on $\mathcal{M}\left(Z_{-}, Z_{+}\right)$is $C^{m}$, free, and proper. The lemma then follows from the quotient manifold theorem [Lee03]. The $C^{m}$ smoothness of the action, where we consider $\mathcal{M}\left(Z_{-}, Z_{+}\right)$to be endowed with the topology inherited from $\mathcal{P}\left(Z_{-}, Z_{+}\right)$, follows from the regularity results stated in section 3 . Since the energy functional $\mathcal{E}$ is strictly decreasing with time translations (see also Remark 2.5), the action is free. Finally, properness follows from the compactness estimates in section 3.
7.2. Geometric convergence. In general $\mathcal{M}\left(Z_{-}, Z_{+}\right)$will not be compact in the topology of $\mathcal{P}\left(Z_{-}, Z_{+}\right)$; just considering a sequence of time translations of a nonconstant solution, this cannot have a convergent subsequence in this topology. In order to better understand exactly how $\mathcal{M}\left(Z_{-}, Z_{+}\right)$fails to be compact, we introduce the notion of geometric convergence.

Definition 7.2. Let $Z_{0}, \ldots, Z_{k+1}$ be hyperbolic stationary solutions of (TWE). Pick any

$$
\left(\left[U_{0}\right],\left[U_{1}\right], \ldots,\left[U_{k-1}\right],\left[U_{k}\right]\right) \in \widehat{\mathcal{M}}\left(Z_{0}, Z_{1}\right) \times \widehat{\mathcal{M}}\left(Z_{1}, Z_{2}\right) \times \cdots \times \widehat{\mathcal{M}}\left(Z_{k-1}, Z_{k}\right) \times \widehat{\mathcal{M}}\left(Z_{k}, Z_{k+1}\right) .
$$

We will call such a $k$-tuple $\left(\left[V_{0}\right], \ldots,\left[V_{k}\right]\right)$ a $k$-fold broken orbit.
Given $\left(\left[U_{n}\right]\right)_{n} \subset \widehat{\mathcal{M}}\left(Z_{0}, Z_{k+1}\right)$, we will say that $\left(\left[U_{n}\right]\right)_{n}$ converges geometrically to the $k$ fold broken orbit $\left(\left[V_{0}\right], \ldots,\left[V_{k}\right]\right)$ if the following holds. For each $j \in\{0, \ldots, k\}$ there exists a sequence $\left(s_{j, n}\right)_{n} \subset \mathbf{R}$ so that

$$
U_{n}\left(\cdot+s_{j, n}\right) \rightarrow V_{j} \quad \text { in } \quad W_{l o c}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right) \quad \text { as } \quad n \rightarrow \infty,
$$

and this $k$-fold broken orbit is maximal in the sense that for each sequence $\left(s_{n}^{\prime}\right)_{n} \subset \mathbf{R}$ and $V^{\prime}$ such that $U_{n}\left(\cdot+s_{n}^{\prime}\right) \rightarrow V^{\prime}$ in $W_{l o c}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ as $n \rightarrow \infty$ it holds that $\left[V^{\prime}\right] \in\left\{\left[V_{0}\right], \ldots,\left[V_{n}\right]\right\}$. In this case we will also write

$$
\left[U_{n}\right] \rightsquigarrow\left(\left[V_{0}\right], \ldots,\left[V_{k}\right]\right) \quad \text { as } \quad n \rightarrow \infty .
$$

See also Figure 2(a).

(a) Convergence toward a broken trajectory.

(b) Noncompact connected component of dimension 2 of $\mathcal{M}\left(Z_{-}, Z_{+}\right)$.

Figure 2. Analysis of the moduli spaces $\mathcal{M}\left(Z_{-}, Z_{+}\right)$in the autonomous setting.

To arrive at the main result regarding geometric convergence, we will first discuss a property which was already hinted at in the introduction. First, given a solution $U$ of (TWE), let $\alpha(U)$ denote the set of accumulation points in the topology of $W_{\mathrm{loc}}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ of the sequence $(U(\cdot+\tau))_{\tau}$, where $\tau \rightarrow-\infty$. Similarly, let $\omega(U)$ denote the set of accumulation points of the sequence $(U(\cdot+\tau))_{\tau}$, where $\tau \rightarrow \infty$. In other words, these are the $\alpha$ - and $\omega$-limit sets of the shift dynamics on the set of solutions to (TWE).

Lemma 7.3 (gradient-like behavior). Consider a t-independent triple ( $f, g, c$ ) satisfying $(f 1)-(f 3)$ and $(g 1)-(g 3)$. Let $U$ be a bounded solution of (TWE). Then the limit sets $\alpha(U)$ and $\omega(U)$ are both nonempty and connected, and $\alpha(U), \omega(U) \subset \mathcal{S}$. Moreover, if $\alpha(U) \cap \omega(U) \neq \emptyset$, then $U$ is a stationary solution of (TWE). If in addition we assume that $f$ is regular, then $\alpha(U)$ and $\omega(U)$ each consist of a single point, hence any bounded solution of (TWE) is either a rest point or a heteroclinic orbit.

Proof. Let $U \in W_{\mathrm{loc}}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ be a solution of (TWE) with $\sup _{t \in \mathbf{R}}\|U(t)\|_{X^{0}}<\infty$. Then there exist $a, b \in \mathbf{R}$ such that $a \leqslant \mathcal{E}(U(t)) \leqslant b$ for all $t \in \mathbf{R}$. Endow $\mathcal{A}_{a}^{b}$ with the topology inherited from $W_{\text {loc }}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$. Then note that time translation $s \mapsto U(\cdot+s)$ defines a continuous dynamical system on $\mathcal{A}_{a}^{b}$. The compactness results from section 3 imply that the $\alpha$ - and $\omega$-limit sets of any $U \in \mathcal{A}_{a}^{b}$ are nonempty. The dynamical system also posesses a Lyapunov function given by $\mathcal{L}(U)=\mathcal{E}(U(0))$, with $\mathcal{E}$ as defined in section 2.2.1. In light of Theorem 4.3 this Lyapunov function is stricly decreasing along nonstationary trajectories. Since the Lyapunov function must be constant on the limit sets, this implies that $\alpha(U), \omega(U) \subset \mathcal{S}_{a}^{b}$. Futhermore, this implies that $\alpha(U) \cap \omega(U)=\emptyset$ when $U$ is a nonstationary solution of (TWE).

If we in addition assume that $f$ is regular, the hyperbolicity implies that $\mathcal{S}_{a}^{b}$ is totally disconnected. On the other hand, since $\alpha(U)$ and $\omega(U)$ are the limit sets of a continuous dynamical system, they are both connected. Hence each of these limit sets must consist of a single point.

With this settled, a standard argument shows that $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$is compact up to broken orbits. Roughly speaking, any sequence $\left(U_{n}\right)_{n} \subset \mathcal{M}\left(Z_{-}, Z_{+}\right)$must have some convergent subsequence by the results from section 3, and by Lemma 7.3 the limit point must then again belong to some moduli space $\mathcal{M}\left(Z_{i}, Z_{j}\right)$. If $Z_{i} \neq Z_{-}$or $Z_{j} \neq Z_{+}$, using the energy functional $\mathcal{E}$ defined in section 2.2.1 we can then find a sequence $\left(t_{n}\right)_{n} \subset \mathbf{R}$ such that the time-translated sequence $\left(U_{n}\left(t_{n}+\cdot\right)\right)_{n}$ converges over a subsequence toward a limit point in yet another moduli space $\mathcal{M}\left(Z_{k}, Z_{l}\right)$. This iterative procedure must terminate after a finite number of steps, since hyperbolicity implies there are only a finite number of rest points with bounded energy. See Figure 2(a), and also see [Sch93] for additional details. Note that in this reference only gradient flows are considered, but the particular argument relies only on the existence of a strict Lyapunov function. Summarizing, we have the following result.

Theorem 7.4. Consider (TWE) with t-independent $(f, g, c)$. Suppose all rest points of (TWE) are hyperbolic. Then the space $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$is compact up to broken orbits, i.e., for each $\left(\left[U_{n}\right]\right)_{n} \subset \widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$there exists a $k \in \mathbf{N}_{0}$, intermediate points $Z_{1}, \ldots, Z_{k} \in \mathcal{S}$, a broken orbit

$$
\left(\left[V_{0}\right],\left[V_{1}\right], \ldots,\left[V_{k-1}\right],\left[V_{k}\right]\right) \in \widehat{\mathcal{M}}\left(Z_{-}, Z_{1}\right) \times \widehat{\mathcal{M}}\left(Z_{1}, Z_{2}\right) \times \cdots \times \widehat{\mathcal{M}}\left(Z_{k-1}, Z_{k}\right) \times \widehat{\mathcal{M}}\left(Z_{k}, Z_{+}\right),
$$

and a subsequence $\left(\left[U_{n_{j}}\right]\right)_{j}$ such that

$$
\left[U_{n_{j}}\right] \rightsquigarrow\left(\left[V_{0}\right], \ldots,\left[V_{k}\right]\right) \quad \text { as } \quad j \rightarrow \infty .
$$

See also Figure 2(a).
7.3. Relating the modes of convergence. The following theorem highlights an important link between geometric convergence and the topology inherited from $\mathcal{P}\left(Z_{-}, Z_{+}\right)$. An important consequence will be that for generic choices of $f$ and $g$ one can count index 1 orbits.

Theorem 7.5. Consider (TWE) with $t$-independent $(f, g, c)$. Let $Z_{-}$and $Z_{+}$be hyperbolic rest points of (TWE), and suppose $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$is compact up to 0 -fold broken orbits. Then $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$is sequentially compact in the quotient topology inherited from $\mathcal{P}\left(Z_{-}, Z_{+}\right)$. In particular, if $\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right)=1$, then $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$is sequentially compact.

Proof. Without loss of generality we can assume $\mathcal{E}\left(Z_{+}\right)<\mathcal{E}\left(Z_{-}\right)$, because otherwise either $\mathcal{M}\left(Z_{-}, Z_{+}\right)=\emptyset$ (if $\left.Z_{-} \neq Z_{+}\right)$or $\mathcal{M}\left(Z_{-}, Z_{+}\right)=\left\{Z_{-}\right\}$(if $\left.Z_{-}=Z_{+}\right)$. Select any $\left(\left[U_{n}\right]\right)_{n} \subset$ $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$. For each $n$ fix a representative $U_{n}$ of $\left[U_{n}\right]$. By assumption we may find a subsequence $\left(U_{n}^{\prime}\right)_{n}$, a sequence $\left(t_{n}\right)_{n} \subset \mathbf{R}$, and a limit point $V_{0} \in \mathcal{M}\left(z_{-}, z_{+}\right)$such that $U_{n}^{\prime}\left(\cdot+t_{n}\right) \rightarrow V_{0}$ in $W_{\text {loc }}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ as $n \rightarrow \infty$. After replacing $U_{n}^{\prime}$ by $U_{n}^{\prime}\left(\cdot+t_{n}\right)$, i.e., choosing a different representative for $\left[U_{n}^{\prime}\right]$, we may as well assume that $U_{n}^{\prime} \rightarrow V_{0}$ in $W_{\operatorname{loc}}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ as $n \rightarrow \infty$. To ease notation, we shall henceforth denote the subsequence $\left(U_{n}^{\prime}\right)_{n}$ by just $\left(U_{n}\right)_{n}$.

We claim that $U_{n}(t)$ converges uniformly in $n$ toward $Z_{ \pm}$as $t \rightarrow \pm \infty$, i.e.,

$$
\begin{equation*}
\text { for all } \varepsilon>0 \exists T_{0}>0 \text { for all } n \in \mathbf{N} \text { for all } t \geqslant T_{0}: \quad\left\|U_{n}(t)-Z_{ \pm}\right\|_{X^{0}} \leqslant \varepsilon \tag{38}
\end{equation*}
$$

Suppose for the moment that this is true. Choosing $\varepsilon$ as small as needed, we may now apply the exponential decay, Theorem 6.1, to find $\delta_{0}>0, C>0$, and $T_{0}>0$ such that

$$
\begin{aligned}
\left\|U_{n}-V_{0}\right\|_{W^{1,2}\left((T, T+1) ; X^{0}, X^{1}\right)} \leqslant & \left\|U_{n}-Z_{ \pm}\right\|_{W^{1,2}\left((T, T+1) ; X^{0}, X^{1}\right)} \\
& +\left\|V_{0}-Z_{ \pm}\right\|_{W^{1,2}\left((T, T+1) ; X^{0}, X^{1}\right)} \\
\leqslant & C e^{-\delta_{0} T}
\end{aligned}
$$

for all $T \geqslant T_{0}$. Consequently,

$$
\left\|U_{n}-V_{0}\right\|_{W^{1,2}\left(\mathbf{R} \backslash[-T, T] ; X^{0}, X^{1}\right)} \rightarrow 0 \quad \text { as } \quad T \rightarrow \infty, \text { uniformly in } n \in \mathbf{N}
$$

Since we also have that $U_{n} \rightarrow V_{0}$ in $W_{\text {loc }}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ as $n \rightarrow \infty$, we in particular find that for each $T>0$ it holds that

$$
\left\|U_{n}-V_{0}\right\|_{W^{1,2}\left((-T, T) ; X^{0}, X^{1}\right)} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

Together these estimates imply that $\left\|U_{n}-V_{0}\right\|_{W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)} \rightarrow 0$ as $n \rightarrow \infty$, so that $U_{n} \rightarrow V_{0}$ in $\mathcal{P}\left(Z_{-}, Z_{+}\right)$as $n \rightarrow \infty$. Hence $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$is compact in the quotient topology inherited from $\mathcal{P}\left(Z_{-}, Z_{+}\right)$.

It remains to prove the claim (38). We will only discuss the uniform convergence toward $Z_{+}=\left(z_{+}, 0\right)$ as $t \rightarrow \infty$; the case for $t \rightarrow-\infty$ is obtained analogously. We shall first show that $\left\|\partial_{t} u_{n}(t)\right\|_{L^{2}(\Omega)} \rightarrow 0$ uniformly in $n$ as $t \rightarrow \infty$, where $U_{n}=\left(u_{n}, \partial_{t} u_{n}\right)$. Assume on the contrary that we can find a sequence $\left(t_{k}\right)_{k} \subset \mathbf{R}$ with $t_{k} \rightarrow \infty,\left(n_{k}\right)_{k} \subset \mathbf{N}$ with $n_{k} \rightarrow \infty$, and $\varepsilon>0$ such that

$$
\begin{equation*}
\left\|\partial_{t} u_{n_{k}}\left(t_{k}\right)\right\|_{L^{2}(\Omega)}>\varepsilon \quad \text { for all } \quad k \in \mathbf{N} \tag{39}
\end{equation*}
$$

Recall from section 3 that $\mathcal{M}\left(Z_{-}, Z_{+}\right)$is uniformly bounded in $C_{b}^{1}\left(\mathbf{R} ; X^{0}, X^{1}\right)$. From this we obtain the following equicontinuity condition: there exists an $M \in \mathbf{R}$ such that

$$
\begin{aligned}
\left|\left\|\partial_{t} w(s)\right\|_{L^{2}(\Omega)}^{2}-\left\|\partial_{t} w(t)\right\|_{L^{2}(\Omega)}^{2}\right| & \leqslant \int_{t}^{s}\left|\partial_{\tau}\left\|\partial_{t} w(\tau)\right\|_{L^{2}(\Omega)}^{2}\right| \mathrm{d} \tau \\
& =2 \int_{s}^{t}\left|\left\langle\partial_{t}^{2} w(\tau), \partial_{t} w(\tau)\right\rangle_{L^{2}(\Omega)}\right| \mathrm{d} \tau \\
& \leqslant 2 \int_{s}^{t}\left\|\partial_{t}^{2} w(\tau)\right\|_{L^{2}(\Omega)}\left\|\partial_{t} w(\tau)\right\|_{L^{2}(\Omega)} \mathrm{d} \tau \\
& \leqslant M|s-t|
\end{aligned}
$$

for all $s, t \in \mathbf{R}$ and $W=\left(w, \partial_{t} w\right) \in \mathcal{M}\left(Z_{-}, Z_{+}\right)$. Combining this with (39), we may find $\delta>0$ such that

$$
\left\|\partial_{t} u_{n_{k}}(s)\right\|_{L^{2}(\Omega)}^{2} \geqslant \varepsilon^{2} / 2 \quad \text { whenever } \quad\left|t_{n_{k}}-s\right| \leqslant \delta
$$

In turn, this gives

$$
\begin{aligned}
\mathcal{E}\left(U_{n_{k}}\left(t_{k}\right)\right)-\mathcal{E}\left(u_{n_{k}}\left(t_{k}+\delta\right)\right) & =-\int_{t_{k}}^{t_{k}+\delta} \partial_{\tau} \mathcal{E}\left(U_{n_{k}}(\tau)\right) \mathrm{d} \tau \\
& \geqslant \frac{c}{2} \int_{t_{k}}^{t_{k}+\delta}\left\|\partial_{t} u_{n_{k}}(\tau)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} \tau \\
& \geqslant c \delta \varepsilon^{2} / 4=: \varepsilon_{0} .
\end{aligned}
$$

Since $t \mapsto \mathcal{E}\left(U_{n_{k}}(t)\right)$ is a decreasing function, this finally implies that for all $k$

$$
\mathcal{E}\left(U_{n_{k}}\left(t_{k}\right)\right)-\mathcal{E}\left(Z_{+}\right) \geqslant \varepsilon_{0} .
$$

But we can find $s_{0} \in \mathbf{R}$ such that $\mathcal{E}\left(V_{0}\left(s_{0}\right)\right)-\mathcal{E}\left(Z_{+}\right)=\varepsilon_{0} / 2$, and since $t_{k} \rightarrow \infty$ we then find that for $k$ large enough

$$
\mathcal{E}\left(U_{n_{k}}\left(s_{0}\right)\right)-\mathcal{E}\left(Z_{+}\right) \geqslant \mathcal{E}\left(U_{n_{k}}\left(t_{k}\right)\right)-\mathcal{E}\left(Z_{+}\right) \geqslant \varepsilon_{0} .
$$

However, $U_{n_{k}} \rightarrow V_{0}$ in $W_{\text {loc }}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$, so we in particular have $\mathcal{E}\left(U_{n_{k}}\left(s_{0}\right)\right) \rightarrow \mathcal{E}\left(V_{0}\left(s_{0}\right)\right)$. Hence the left-hand side of the last inequality tends to $\varepsilon_{0} / 2$ as $k \rightarrow \infty$ over a subsequence, which is impossible since $\varepsilon_{0}>0$. This contradiction shows that $\left\|\partial_{t} u_{n}(t)\right\|_{L^{2}(\Omega)} \rightarrow 0$ uniformly in $n$ as $t \rightarrow \infty$.

Next, we will show that from this it also follows that $\left\|u_{n}(t)-z_{+}\right\|_{H^{1}(\Omega)} \rightarrow 0$ uniformly in $n$ as $t \rightarrow \infty$, thus completing the proof of (38). Suppose on the contrary that we can find a sequence $\left(t_{k}\right)_{k} \subset \mathbf{R}$ with $t_{k} \rightarrow \infty,\left(n_{k}\right)_{k} \subset \mathbf{N}$ with $n_{k} \rightarrow \infty$, and $\varepsilon>0$ such that

$$
\left\|u_{n_{k}}\left(t_{k}, \cdot\right)-z_{+}\right\|_{H^{1}(\Omega)}>\varepsilon \quad \text { for all } \quad k \in \mathbf{N}
$$

From section 3 we know that, after selecting a further subsequence, $U_{n_{k}}\left(t_{k}+\cdot\right) \rightarrow W=(w, \partial w)$ in $W_{\text {loc }}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ as $k \rightarrow \infty$. The assumed inequality ensures that $w \neq z_{+}$. Yet since $\left\|\partial_{t} u_{n}(t)\right\|_{L^{2}(\Omega)} \rightarrow 0$ uniformly in $n$ as $t \rightarrow \infty$, it holds that $\partial_{t} w=0$. Since $\mathcal{M}\left(Z_{-}, Z_{+}\right)$is assumed compact up to 0 -fold broken orbits, we thus must have $W=Z_{-}$. Hence for any $\delta>0$ and $s_{0}>0$ we can choose $k$ large enough so that

$$
\mathcal{E}\left(Z_{+}\right)<\mathcal{E}\left(Z_{-}\right) \leqslant \mathcal{E}\left(U_{n_{k}}\left(t_{k}\right)\right)+\frac{\delta}{2} \leqslant \mathcal{E}\left(U_{n_{k}}\left(s_{0}\right)\right)+\frac{\delta}{2} \leqslant \mathcal{E}\left(V_{0}\left(s_{0}\right)\right)+\delta
$$

However, $\mathcal{E}\left(V_{0}\left(s_{0}\right)\right) \rightarrow \mathcal{E}\left(Z_{+}\right)$as $s_{0} \rightarrow \infty$. So we find that for any $\delta>0$ we have $\mathcal{E}\left(Z_{+}\right)<$ $\mathcal{E}\left(Z_{-}\right) \leqslant \mathcal{E}\left(Z_{+}\right)+\delta$. Hence $\mathcal{E}\left(Z_{-}\right)=\mathcal{E}\left(Z_{+}\right)$, in contradiction with the assumption that $\mathcal{E}\left(Z_{+}\right)<\mathcal{E}\left(Z_{-}\right)$.
7.4. The gluing map. The following "gluing theorem" allows us to understand the structure of the boundary of the two-dimensional moduli spaces.

Theorem 7.6. Suppose $Z_{0}, Z_{1}, Z_{2}$ are hyperbolic stationary solutions of (TWE), where $\mu\left(Z_{0}\right)=\mu\left(Z_{1}\right)+1=\mu\left(Z_{2}\right)+2$. Assume the transversality condition up to order 2 is satisfied. Let $(U, V) \in \mathcal{M}\left(Z_{0}, Z_{1}\right) \times \mathcal{M}\left(Z_{1}, Z_{2}\right)$. Then there exists an immersion

$$
\begin{aligned}
& \#:\left[T_{0}, \infty\right) \rightarrow \mathcal{M}\left(Z_{0}, Z_{2}\right) \\
& T \mapsto U \#_{T} V
\end{aligned}
$$

such that $\left[U \#_{T} V\right] \rightsquigarrow([U],[V])$ as $T \rightarrow \infty$. Moreover, any sequence in $\widehat{\mathcal{M}}\left(Z_{0}, Z_{2}\right)$ which converges geometrically toward $([U],[V])$ eventually lies within the range of $[U \# V]$.

The ideas in this construction are fairly standard; see, e.g., [Flo89, Sch95, Sch93, AD14]. We will only give a sketch here. First define a pregluing map

$$
\left(U \#_{T}^{0} V\right)(t):=\left(1-\eta\left(\frac{t}{T}\right)\right) U(t+2 T)+\eta\left(\frac{t}{T}\right) V(t-2 T)
$$

where $\eta \in C^{\infty}(\mathbf{R})$ is such that $0 \leqslant \eta \leqslant 1, \eta(t)=0$ for $t \leqslant-1$, and $\eta(t)=1$ for $t \geqslant 1$. Note that $U \#_{T}^{0} V \in \mathcal{P}\left(Z_{0}, Z_{2}\right)$, and $U \#_{T}^{0} V$ converges geometrically toward ( $[U],[V]$ ) as $T \rightarrow \infty$. However, the pregluing is in general not a solution of (TWE), but a brief computation yields

$$
\left\|\Phi_{Z_{0}, Z_{2}}\left(U \#_{T}^{0} V\right)\right\|_{L^{2}\left(\mathbf{R} ; X^{0}\right)} \rightarrow 0 \quad \text { as } \quad T \rightarrow \infty
$$

which suggest there must be a true solution nearby the pregluing. The aim is to find this true solution using a contraction mapping argument.

Define

$$
\begin{aligned}
& F_{T}: W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right) \rightarrow L^{2}\left(\mathbf{R} ; X^{0}\right) \\
& F_{T}(\gamma)=\Phi_{Z_{0}, Z_{2}}\left(U \#_{T}^{0} V+\gamma\right)
\end{aligned}
$$

By hyperbolicity and transversality, the maps $\mathrm{d} \Phi_{Z_{0}, Z_{1}}(U)$ and $\mathrm{d} \Phi_{Z_{1}, Z_{2}}(V)$ are surjective Fredholm operators, hence they have bounded right inverses $M_{01}$ and $M_{12}$, respectively. We then patch these operators together to obtain an "approximate right inverse" for $\mathrm{d} F_{T}(0)$ :

$$
M_{T}:=\zeta_{T}^{-} \tau_{2 T} M_{01} \tau_{-2 T} \zeta_{T}^{-}+\zeta_{T}^{+} \tau_{-2 T} M_{12} \tau_{2 T} \zeta_{T}^{+}
$$

Here $\tau_{a}$ denotes the operator induced by time translation $t \mapsto t+a$, and $\zeta_{T}^{ \pm} \in C^{\infty}(\mathbf{R})$ is such that $\zeta_{T}^{-}(t)^{2}+\zeta_{T}^{+}(t)^{2}=1, \zeta_{T}^{+}(t)=0$ for $t \leqslant-T, \zeta_{T}^{-}(t)=\zeta_{T}^{+}(-t), \zeta_{T}^{ \pm}(t)=\zeta_{1}^{ \pm}(t / T)$. This is an approximate right inverse in the sense that $\mathrm{d} F_{T}(0) \circ M_{T} \rightarrow I$ in $\mathcal{L}\left(L^{2}\left(\mathbf{R} ; X^{0}\right)\right)$ as $T \rightarrow \infty$. In turn, this implies the existence of a true right inverse $G_{T}$ of $\mathrm{d} F_{T}(0)$; in addition the operator norm of $G_{T}$ can be bounded independent of $T$. This allows us to define a Newton-like operator

$$
\begin{aligned}
& N_{T}: W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right) \rightarrow \operatorname{im}\left(G_{T}\right) \\
& N_{T}=G_{T} \circ\left(\mathrm{~d} F_{T}(0)-F_{T}\right)
\end{aligned}
$$

Since $F_{T}(0) \rightarrow 0$ as $T \rightarrow \infty$ and the norm of $G_{T}$ can be bounded independent of $T$, this operator turns out to be a contraction for $T$ large enough. Consequently, there exists an $\varepsilon>0$ such that, for large $T$, there exists a unique $\gamma_{T} \in B_{\varepsilon}(0) \cap \operatorname{im}\left(G_{T}\right)$ such that $F_{T}\left(\gamma_{T}\right)=0$. Furthermore, one can show that $\left\|\gamma_{T}\right\|_{W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)} \rightarrow 0$ as $T \rightarrow \infty$. Hence, if we set

$$
\begin{equation*}
U \#_{T} V:=U \#_{T}^{0} V+\gamma_{T} \tag{40}
\end{equation*}
$$

then $U \#_{T} V \in \mathcal{M}\left(Z_{0}, Z_{2}\right)$ and $\left[U \#_{T} V\right] \rightsquigarrow([U],[V])$ as $T \rightarrow \infty$.
7.5. The geometric picture. Now assume that both $f$ and $g$ are regular. Pick any $Z_{-}, Z_{+} \in \mathcal{S}$ with $\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right) \leqslant 2$. Suppose $\mathcal{M}\left(Z_{-}, Z_{+}\right) \neq \emptyset$, and pick $U \in \mathcal{M}\left(Z_{-}, Z_{+}\right)$. Then

$$
\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right)=\operatorname{dim} \operatorname{ker}\left(\mathrm{d} \Phi_{Z_{-}, Z_{+}}(U)\right) \geqslant 0
$$

Hence transversality implies that the Morse index can never increase along orbits.
We now combine the various results from this chapter to get a detailed picture of geometric properties of the trajectory spaces. We present this in the following list.
$\mu\left(Z_{-}\right)=\mu\left(Z_{+}\right)$. Assume that $\mathcal{M}\left(Z_{-}, Z_{+}\right) \neq \emptyset$. In this case $\mathcal{M}\left(Z_{-}, Z_{+}\right)$is a zero-dimensional manifold, i.e., a discrete set. If $U \in \mathcal{M}\left(Z_{-}, Z_{+}\right)$, then $s \mapsto U(s+\cdot)$ defines a continuous curve in $\mathcal{M}\left(Z_{-}, Z_{+}\right)$. This curve has to be constant since $\mathcal{M}\left(Z_{-}, Z_{+}\right)$is discrete. Hence $U$ is $t$-independent, and since $U(t) \rightarrow Z_{ \pm}$as $t \rightarrow \pm \infty$, we find that $Z_{-}=Z_{+}$. We conclude that the space of index 0 trajectories $\mathcal{M}\left(Z_{-}, Z_{+}\right)$is a finite set.
$\mu\left(Z_{-}\right)=\mu\left(Z_{+}\right)+1 . \operatorname{Let}\left(\left[U_{n}\right]\right)_{n} \subset \widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$and suppose that $\left[U_{n}\right] \rightsquigarrow\left(\left[V_{0}\right], \ldots,\left[V_{k}\right]\right)$, a $k$-fold broken orbit. Since the index can never increase along orbits, we find that all except one of the $V_{j}$ 's is of index 0 . But as we just saw, index 0 orbits are stationary solutions, hence all but one of the $V_{j}$ 's equal either $Z_{-}$or $Z_{+}$. So $\left(\left[U_{n}\right]\right)_{n}$ converges geometrically to a 0 -fold broken orbit, i.e., an element of $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$itself. From this and Theorem 7.4 we deduce that $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$is compact up to 0 -fold broken orbits. We then conclude from Theorem 7.5 that $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$is sequentially compact in the quotient topology. We also know that $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$is a 0 -dimensional manifold with this quotient topology. Consequently $\widehat{\mathcal{M}}\left(Z_{-}, Z_{+}\right)$is a finite set. This means that modulo time shifts, $\mathcal{M}\left(Z_{-}, Z_{+}\right)$consists of finitely many trajectories.
$\mu\left(Z_{-}\right)=\mu\left(Z_{+}\right)+2$. Let $O$ be a connected component of $\mathcal{M}\left(Z_{-}, Z_{+}\right)$. Arguing as above, we find that $O$ is either compact up to 0 -fold broken orbits or compact up to 1 -fold broken orbits.
We can also study $\widehat{O}:=O / \mathbf{R}$, the one-dimensional manifold obtained by dividing out the time shifts. Since $\mathcal{M}\left(Z_{-}, Z_{+}\right)$is obtained as a regular level 0 set via the implicit function theorem, it is a manifold without boundary. Therefore also $O$ and hence $\widehat{O}$ are manifolds without boundary. It follows from the classification of one-dimensional spaces that $\widehat{O}$ is homeomorphic to either $S^{1}$ or $(0,1)$. The former corresponds to the case where $\widehat{O}$ is compact up to 0 -fold broken orbits. In the latter case, we obtain a one-parameter family $\left(\left[U_{s}\right]\right)_{s \in(0,1)} \subset \widehat{O}$ such that $\left[U_{s}\right] \rightsquigarrow\left(\left[V_{0}^{-}\right],\left[V_{1}^{-}\right]\right)$as $s \downarrow 0$ and $\left[U_{s}\right] \rightsquigarrow\left(\left[V_{0}^{+}\right],\left[V_{1}^{+}\right]\right)$as $s \uparrow 1$. These broken orbits $\left(\left[V_{0}^{-}\right],\left[V_{1}^{-}\right]\right)$and $\left(\left[V_{0}^{+}\right],\left[V_{1}^{+}\right]\right)$are distinct; otherwise we would have two sequences which are separated by open sets, yet converging geometrically to the same 1 -fold broken trajectory. However, the latter is impossible in light of the gluing theorem. See Figure 2(b) for a schematic depiction of this situation.

Remark 7.7. In this section we analyzed the geometry of (the compactification of) the moduli spaces in the autonomous case. We now indicate how this analysis can be adapted to the nonautonomous case. The main technical difference is that one needs the compactness estimates for the nonautonomous case, as given in section 3. The other difference is the lack of translational invariance of (TWE). In this case we can therefore use the classification of one-dimensional manifolds only when the index difference is $\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right)=1$. What one obtains is, much the same as in the autonomous setting, that any connected component of $\mathcal{M}\left(Z_{-}, Z_{+}\right)$either is compact or can be compactified by two pairs of broken trajectories. Here, a nonautonomous trajectory can break into either one of the following (using notation as in hypothesis (n2)):

- a concatenation of an index 0 nonautonomous trajectory corresponding to ( $f, g, c$ ), and an index 1 autonomous trajectory corresponding to $\left(f_{+}, g_{+}, c_{+}\right)$, or
- a concatenation of an index 1 autonomous trajectory corresponding to ( $f_{-}, g_{-}, c_{-}$), and an index 0 nonautonomous trajectory corresponding to ( $f, g, c$ ).
Hence, accounting for multiplicity, there are three possible boundaries for any noncompact connected component of $\mathcal{M}\left(Z_{-}, Z_{+}\right)$when $\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right)=1$; see Figure 3, and see [Sch93] for more detail.


Figure 3. Geometric closures of index 1 connected component of $\mathcal{M}\left(Z_{-}, Z_{+}\right)$in the nonautonomous setting. Double arrow heads indicate autonomous trajectories, single arrow heads indicate nonautonomous trajectories, and numbers indicate their indices.
8. Generic properties. In this section we show that for generic choices of $f$ and $g$, all rest points are hyperbolic and connecting orbits up to order $m-1$ are transversal. In other words, we will show that regular $f$ and $g$ are generic. Thus, the results from the preceding sections apply in generic cases.
8.1. Hyperbolicity. As already indicated, hyperbolicity of all rest points of (TWE) can always be achieved by perturbing the nonlinearity $f$. We shall now first construct a space from which our generic perturbations of the nonlinearity can be chosen. Since we will apply the Sard-Smale theorem to a map defined on this space, it must be constructed in such a way that it is a Banach manifold.

Given $m \in \mathbf{N}$, let $C_{0}^{m}(\Omega \times \mathbf{R})$ consist of those functions $\varphi_{0} \in C_{b}^{m}(\bar{\Omega} \times \mathbf{R})$ such that $\lim _{u \rightarrow \pm \infty} \varphi_{0}(x, u)=0$ uniformly in $x \in \Omega$, and $\left.\varphi_{0}\right|_{\partial \Omega \times \mathbf{R}}=0$. Equipped with the norm inherited from $C_{b}^{m}(\bar{\Omega} \times \mathbf{R})$, this becomes a separable Banach space. Now let $\mathcal{F}^{m}$ consist of those functions $\varphi$ of the form

$$
\varphi(x, u)=e^{-|u|^{2}} \varphi_{0}(x, u), \quad \text { where } \quad \varphi_{0} \in C_{0}^{m}(\Omega \times \mathbf{R})
$$

Define a norm on $\mathcal{F}^{m}$ by setting $\|\varphi\|_{\mathcal{F}^{m}}:=\left\|\varphi_{0}\right\|_{C_{b}^{m}}$. As such, $\mathcal{F}^{m}$ is isometric to $C_{0}^{m}(\Omega \times \mathbf{R})$, hence $\mathcal{F}^{m}$ is a separable Banach space. Note that the rapid decay of $\varphi \in \mathcal{F}^{m}$ implies that $f+\varphi$ satisfies hypotheses (f1)-(f3) whenever $f$ does.

Recall that a subset of a topological space is called residual if it can be written as the countable intersection of open and dense subsets. Since $\mathcal{F}^{m}$ is a Baire space, any residual subset of $\mathcal{F}^{m}$ is also dense in $\mathcal{F}^{m}$.

Theorem 8.1. Fix a nonlinearity $f \in C^{m}(\Omega \times \mathbf{R})$, with $m \geqslant 1$, satisfying hypotheses (f1)(f3). Then there exists a residual set $\mathcal{F}_{\text {reg }}^{m} \subset \mathcal{F}^{m}$ such that for each $\varphi \in \mathcal{F}_{r e g}^{m}$ equation (TWE) with the perturbed nonlinearity $f+\varphi$ has only hyperbolic rest points.

Proof. Given a nonlinearity $f$, for notational convenience we will write $A_{f}$ instead of $A_{f, g, c}$ (the construction of $\mathcal{F}_{\text {reg }}^{m}$ will in fact be independent of $g$ and $c$ ). Consider the map

$$
\begin{aligned}
& \Psi: \mathcal{F}^{m} \times X^{1} \rightarrow X^{0} \\
& \Psi(\varphi, Z)=A_{f+\varphi}(Z)
\end{aligned}
$$

Note that this $\Psi$ is of class $C^{m}$.
We claim that 0 is a regular value of $\Psi$, i.e., for any $(\psi, Z) \in \Psi^{-1}(0)$ the linear operator $\mathrm{d} \Psi(\psi, Z) \in \mathcal{L}\left(\mathcal{F}^{m} \times X^{1}, X^{0}\right)$ has a continuous right inverse. Assume without loss of generality that $\Psi^{-1}(0) \neq \emptyset$, and pick any $(\varphi, Z) \in \Psi^{-1}(0)$. For any $(\psi, W) \in \mathcal{F}^{m} \times X^{1}$, one has

$$
\mathrm{d} \Psi(\varphi, Z)(\psi, W)=\mathrm{d} A_{f+\varphi}(Z) W+B(Z) \psi,
$$

where

$$
B(Z) \psi(x)=\binom{0}{\psi(x, z(x))}, \quad \text { where } \quad Z=(z, 0) .
$$

Note that by the Rellich-Kondrachov theorem the operator $\mathrm{d} A_{f+\varphi}(Z)$ is a compact perturbation of $(u, v) \mapsto(-v, \Delta u) \in \mathcal{L}\left(X_{\mathbf{C}}^{1}, X_{\mathbf{C}}^{0}\right)$. The latter is Fredholm of index 0 , hence $\mathrm{d} A_{f+\varphi}(Z)$ is also Fredholm of index 0 . Hence $\mathrm{d} \Psi(\varphi, Z)$ is the direct sum of a Fredholm map and a bounded map; therefore the existence of a bounded right inverse will follow from surjectivity of $\mathrm{d} \Psi(\varphi, Z)$.

Note that $\operatorname{im} \mathrm{d} \Psi(\varphi, Z) \supset \operatorname{imd} A_{f+\varphi}(Z)$ is finite codimensional, and consequently $\mathrm{d} \Phi(\psi, z)$ has closed range. It thus suffices to see that $\operatorname{im} \mathrm{d} \Psi(\varphi, Z)$ is dense in $X^{0}$. For this, we note that by the compactness results from section 3 the function $z$ is continuous and uniformly bounded. Thus with $\psi$ defined by $\psi(x, u)=\xi(x) \eta(u)$, where we choose $\xi \in C_{c}^{\infty}(\Omega)$ and $\eta \in C_{c}^{\infty}(\mathbf{R})$ with $\eta(u)=1$ on $\operatorname{supp}(z)$, it follows that $B(Z) \psi=(0, \xi)$. Hence $\{0\} \times C_{c}^{\infty}(\Omega) \subset$ $\operatorname{imd} \Psi(\varphi, Z)$. Also, because of the shape of $\mathrm{d} A_{f+\varphi}(Z)$, there exists a subspace $E \subset L^{2}(\Omega)$ such that $H_{B}^{1}(\Omega) \times E \subset \operatorname{imd} \Psi(\varphi, Z)$. From this we see that $\operatorname{im} \mathrm{d} \Psi(\varphi, Z)$ is dense in $X^{0}$, thus showing that 0 is a regular value of $\Psi$.

Let $Z \in \mathcal{S}(f+\varphi)$ be a stationary solution of (TWE) with nonlinearity $f+\varphi$. We claim that $\mathrm{d} A_{f+\varphi}(Z)$ is surjective precisely when $Z$ is a hyperbolic solution of (TWE). Indeed, for any $\mu \in \mathbf{C}$ it follows by the Rellich-Kondrachov theorem that $\mathrm{d} A_{f+\varphi}(Z)-\mu$ is a compact perturbation of $\mathrm{d} A_{f+\varphi}(Z)$, hence Fredholm of index 0 . Therefore the spectrum of $\mathrm{d} A_{f+\varphi}(Z)$ consists solely of eigenvalues. Consequently, $\mu \in \sigma\left(\mathrm{d} A_{f+\varphi}(Z)\right)$ if and only if $\mu^{2}-c \mu \in \sigma_{p}(P)$, where $P=\Delta+f_{u}(x, z)+\varphi_{u}(x, z)$ as an unbounded operator on $L^{2}(\Omega)_{\mathbf{C}}$ with domain $\mathcal{D}(P)=$ $H_{B}^{2}(\Omega)_{\mathbf{C}}$. As such $P$ is symmetric, hence it has real-valued point spectrum, i.e., $\sigma_{p}(P) \subset \mathbf{R}$. If $\mu=i \lambda \in i \mathbf{R} \backslash\{0\}$, then $\mu^{2}-c \mu \notin \mathbf{R}$, thus proving that $i \mathbf{R} \backslash\{0\} \cap \sigma(\mathrm{d} A(Z))=\emptyset$. From this the claim follows.

Now let $\mathcal{F}_{\text {reg }}^{m}$ consist of those $\varphi \in \mathcal{F}^{m}$ for which 0 is a regular value of $\Psi(\varphi, \cdot)$. We will now argue that $\mathcal{F}_{\text {reg }}^{m}$ is residual in $\mathcal{F}^{m}$. By the implicit function theorem, $\mathcal{Z}:=\Psi^{-1}(0)$ is a $C^{m}$ manifold. Let $\pi: \mathcal{Z} \rightarrow \mathcal{F}^{m}$ be the restriction to $\mathcal{Z}$ of the projection $\operatorname{Pr}_{1}: \mathcal{F}^{m} \times X^{1} \rightarrow \mathcal{F}^{m}$, i.e., $\pi=\left.\operatorname{Pr}_{1}\right|_{\Psi^{-1}(0)}$, and note that this is a $C^{m}$ map. Moreover note that $\varphi$ is a regular value of $\pi=\left.\operatorname{Pr}_{1}\right|_{\Psi^{-1}(0)}$ if and only if 0 is a regular value of $\Psi(\varphi, \cdot)=\left.\Psi\right|_{\operatorname{Pr}_{1}^{-1}(\varphi)}$. Pick any $\varphi \in \mathcal{F}^{m}$, and note that $\varphi$ is a regular value of $\operatorname{Pr}_{1}$. The linearization of $\left.\Psi\right|_{\mathrm{Pr}_{1}^{-1}(\varphi)}=\Psi(\varphi, \cdot)$ around $Z$ equals $\mathrm{d} A_{f+\varphi}(Z)$, hence the former map is Fredholm of index 0 . Then also $\pi$ is Fredholm of index 0 . Consequently, the Sard-Smale theorem [Sma65] implies that the regular values of $\pi$ are residual in $\mathcal{F}^{m}$, thus proving the claim.
8.2. Transversality. We will show here that there is an abundance of $g$ for which the transversality condition up to order $m-1$ is satisfied. To do so we must first introduce a separable Banach manifold $\mathcal{G}^{m}(c)$ from which our perturbations $g$ can be chosen.

The following lemma indicates how we can build localized perturbations $g$. We stress that the proof of the lemma relies heavily on the unique continuation theorem (Theorem 4.3).

Lemma 8.2. Fix any $\psi \in C_{c}^{\infty}(\mathbf{R})$ with $\int_{0}^{\infty} \psi(t) \mathrm{d} t \neq 0$. Suppose $f$ is of class $C^{4}$ and suppose hypotheses (f1)-(f3) are satisfied. Let $U$ be a nonstationary bounded solution of (TWE). For any $\varepsilon>0$ and $t_{*} \in \mathbf{R}$, define $\Lambda_{\varepsilon} \in C_{b}^{1}(\mathbf{R})$ by

$$
\Lambda_{\varepsilon}(t):=\varepsilon^{-1} \psi\left(\varepsilon^{-1}\left\|U(t)-U\left(t_{*}\right)\right\|_{X^{0}}\right)
$$

Set $C:=2\left\|\partial_{t} U\left(t_{*}\right)\right\|_{X^{0}}^{-1} \int_{0}^{\infty} \psi(t) \mathrm{d} t$. Then for any $\chi \in C^{0}(\mathbf{R})$ one has

$$
\lim _{\varepsilon \rightarrow 0} C^{-1} \int_{\mathbf{R}} \chi(t) \Lambda_{\varepsilon}(t) \mathrm{d} t=\chi\left(t_{*}\right)
$$

Proof. Let $a>0$ be such that $\operatorname{supp}(\psi) \subset[-a, a]$. Given $\varepsilon>0$, consider the function $\xi_{\varepsilon}^{+}:\left[t_{*}, \infty\right) \rightarrow[0, \infty)$, defined by $\xi_{\varepsilon}^{+}(t):=\varepsilon^{-1}\left\|U(t)-U\left(t_{*}\right)\right\|_{X^{0}}$. Note that, for $t \in\left(t_{*}, \infty\right)$,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \xi_{\varepsilon}^{+}(t)=\frac{1}{\varepsilon} \frac{\left\langle\partial_{t} U(t), U(t)-U\left(t_{*}\right)\right\rangle_{X^{0}}}{\left\|U(t)-U\left(t_{*}\right)\right\|_{X^{0}}}
$$

where $\langle\cdot, \cdot\rangle_{X^{0}}$ denotes the Hilbert space inner product on $X^{0}$. We claim that there exists $\delta>0$ and $\varepsilon_{0}>0$ such that
(1) $\frac{\mathrm{d}}{\mathrm{d} t} \xi_{\varepsilon}^{+}(t)>0$ for $t \in\left(t_{*}, t_{*}+\delta\right)$ and $0<\varepsilon \leqslant \varepsilon_{0}$, and
(2) $\xi_{\varepsilon}^{+}(t) \geqslant a$ for any $t \in\left[t_{*}+\delta, \infty\right)$ and $0<\varepsilon \leqslant \varepsilon_{0}$.

To see why 1 holds, note that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \xi_{\varepsilon}^{+}(t)=\frac{1}{\varepsilon} \frac{\left\langle\partial_{t} U(t), \frac{U(t)-U\left(t_{*}\right)}{t-t_{*}}\right\rangle_{X^{0}}}{\left\|\frac{U(t)-U\left(t_{*}\right)}{t-t_{*}}\right\|_{X^{0}}} \rightarrow \frac{1}{\varepsilon}\left\|\partial_{t} U\left(t_{*}\right)\right\|_{X^{0}} \quad \text { as } \quad t \downarrow t_{*}
$$

Since $U$ is assumed to be nonstationary, the unique continuation Theorem 4.3 (here we use that $f$ is $C^{4}$ ) ensures that $\left\|\partial_{t} U\left(t_{*}\right)\right\|_{X^{0}}>0$. Hence, by continuity, there must exist a $\delta>0$ such that claim 1 holds (with any $\varepsilon>0$ ).

We will now consider claim 2. Let $\delta>0$ be as in the preceding paragraph, and suppose an $\varepsilon_{0}$ such that claim 2 holds does not exist. Then we would be able to find sequences $\left(t_{n}\right)_{n} \subset\left[t_{*}+\delta, \infty\right)$ and $\left(\varepsilon_{n}\right)_{n} \subset(0, \infty)$ with $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$, such that $\xi_{\varepsilon_{n}}^{+}\left(t_{n}\right)<a$ for all $n$. Hence $\left\|U\left(t_{n}\right)-U\left(t_{*}\right)\right\|_{X^{0}}<a \varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$.

We claim that the sequence $\left(t_{n}\right)_{n}$ is convergent, with $\lim _{n \rightarrow \infty} t_{n}=t_{*}$. This is obviously in contradiction with the construction of the sequence, hence this will prove claim 2 . To see why $t_{n} \rightarrow t_{*}$ as $n \rightarrow \infty$, we first note that $\left(t_{n}\right)_{n}$ must be bounded. Indeed, since we assume $U$ to be bounded, Lemma 7.3 implies that it is a connecting orbit. Hence if we could
find an unbounded subsequence $\left(t_{n}^{\prime}\right)_{n}$ of $\left(t_{n}\right)_{n}$, then $U\left(t_{n}^{\prime}\right) \rightarrow Z \in \mathcal{S}(f)$. But by assumption $U\left(t_{n}\right) \rightarrow U\left(t_{*}\right)$, hence $U\left(t_{*}\right)=Z$. The unique continuation Theorem 4.3 would then imply that $U(t)=Z$ for all $t \in \mathbf{R}$, which contradicts our assumption that $U$ is nonstationary. We have thus proved that $\left(t_{n}\right)_{n}$ is bounded. Given any subsequence, select a further subsequence $\left(t_{n}^{\prime}\right)_{n}$ which is convergent, say, $t_{n}^{\prime} \rightarrow t_{\infty} \in \mathbf{R}$. Then $U\left(t_{\infty}\right)=\lim _{n \rightarrow \infty} U\left(t_{n}^{\prime}\right)=U\left(t_{*}\right)$; hence if $t_{\infty} \neq t_{*}$ the unique continuation Theorem 4.3 would imply that $U$ is periodic. However, such behavior is excluded by the gradient-like structure of (TWE). Hence $t_{\infty}=t_{*}$, which proves that $\left(t_{n}\right)_{n}$ is convergent, with $\lim _{n \rightarrow \infty} t_{n}=t_{*}$. This proves claim 2.

The implicit function theorem now ensures the existence of a family of maps $t_{\varepsilon}^{+}:[0, a) \rightarrow$ $\left[t_{*}, t_{*}+\delta\right.$ ) (with $0<\varepsilon \leqslant \varepsilon_{0}$ ), which restrict to $C^{1}$ diffeomorphisms from ( $0, a$ ) onto their image, such that

$$
\begin{gathered}
\xi_{\varepsilon}^{+} \circ t_{\varepsilon}^{+}=\operatorname{id}_{[0, a)}, \\
\left(t_{\varepsilon}^{+}\right)^{-1}\left(t_{*}\right)=0,
\end{gathered}
$$

and

$$
\xi_{\varepsilon}^{+}\left(\left[t_{*}, \infty\right) \backslash t_{\varepsilon}^{+}([0, a))\right) \cap[0, a)=\emptyset
$$

Furthermore, since $\xi_{\varepsilon}^{+}(t) \rightarrow \infty$ as $\varepsilon \rightarrow 0$ when $t \neq t_{*}$, and $\xi_{\varepsilon}^{+}\left(t_{*}\right)=0$, it follows that $t_{\varepsilon}^{+}(s) \downarrow t_{*}$ as $\varepsilon \rightarrow 0$.

Similarly, we define the family of maps $\xi_{\varepsilon}^{-}:\left(-\infty, t_{*}\right] \rightarrow[0, \infty)$ by $\xi_{\varepsilon}^{-}(t):=\varepsilon^{-1} \| U(t)-$ $U\left(t_{*}\right) \|_{X^{0}}$. The same argument as above then proves the existence of a family $t_{\varepsilon}^{-}:[0, a) \rightarrow$ $\left(-\infty, t_{*}\right]$ with the same properties as the maps $t_{\varepsilon}^{+}$.

At this point we are prepared to compute the limit of $\Lambda_{\varepsilon}$ as $\varepsilon \rightarrow 0$. Fix any $\chi \in C^{0}(\mathbf{R})$. Then, since $\Lambda_{\varepsilon}(t)=0$ for $t \notin t_{\varepsilon}^{-}([0, a)) \cup t_{\varepsilon}^{+}([0, a))$, one has

$$
\begin{aligned}
\int_{\mathbf{R}} \chi(t) \Lambda_{\varepsilon}(t) \mathrm{d} t & =\int_{\mathbf{R} \backslash\{0\}} \chi(t) \Lambda_{\varepsilon}(t) \mathrm{d} t=\int_{t_{\varepsilon}^{-}((0, a))} \chi(t) \Lambda_{\varepsilon}(t) \mathrm{d} t+\int_{t_{\varepsilon}^{+}((0, a))} \chi(t) \Lambda_{\varepsilon}(t) \mathrm{d} t \\
& =\int_{0}^{a} \chi\left(t_{\varepsilon}^{-}(s)\right) \Lambda_{\varepsilon}\left(t_{\varepsilon}^{-}(s)\right) \frac{\mathrm{d} t_{\varepsilon}^{-}(s)}{\mathrm{d} s} \mathrm{~d} s+\int_{0}^{a} \chi\left(t_{\varepsilon}^{+}(s)\right) \Lambda_{\varepsilon}\left(t_{\varepsilon}^{+}(s)\right) \frac{\mathrm{d} t_{\varepsilon}^{+}(s)}{\mathrm{d} s} \mathrm{~d} s
\end{aligned}
$$

Consider, for example, the last integral. Filling in the definition of $\Lambda_{\varepsilon}$ gives

$$
\int_{0}^{a} \chi\left(t_{\varepsilon}^{+}(s)\right) \Lambda_{\varepsilon}\left(t_{\varepsilon}^{+}(s)\right) \frac{\mathrm{d} t_{\varepsilon}^{+}(s)}{\mathrm{d} s} \mathrm{~d} s=\int_{0}^{a} \chi\left(t_{\varepsilon}^{+}(s)\right) \psi(s) \frac{\left\|U\left(t_{\varepsilon}^{+}(s)\right)-U\left(t_{*}\right)\right\|_{X^{0}}}{\left\langle\partial_{t} U\left(t_{*}\right), U\left(t_{\varepsilon}^{+}(s)\right)-U\left(t_{*}\right)\right\rangle_{X^{0}}} \mathrm{~d} s
$$

Since $t_{\varepsilon}^{+}(s) \downarrow t_{*}$ as $\varepsilon \rightarrow 0$, we have

$$
\chi\left(t_{\varepsilon}^{+}(s)\right) \rightarrow \chi\left(t_{*}\right)
$$

as $\varepsilon \rightarrow 0$, and

$$
\frac{\left\|U\left(t_{\varepsilon}^{+}(s)\right)-U\left(t_{*}\right)\right\|_{X^{0}}}{\left\langle\partial_{t} U\left(t_{*}\right), U\left(t_{\varepsilon}^{+}(s)\right)-U\left(t_{*}\right)\right\rangle_{X^{0}}}=\frac{\left\|\frac{U\left(t_{\varepsilon}^{+}(s)\right)-U\left(t_{*}\right)}{t_{\varepsilon}^{+}(s)-t_{*}}\right\|_{X^{0}}}{\left\langle\partial_{t} U\left(t_{*}\right), \frac{U\left(t_{\varepsilon}^{+}(s)\right)-U\left(t_{*}\right)}{t_{\varepsilon}^{+}(s)-t_{*}}\right\rangle_{X^{0}}} \rightarrow\left\|\partial_{t} U\left(t_{*}\right)\right\|_{X^{0}}^{-1}
$$

as $\varepsilon \rightarrow 0$. Using the dominated convergence theorem it follows that

$$
\int_{0}^{a} \chi\left(t_{\varepsilon}^{+}(s)\right) \Lambda_{\varepsilon}\left(t_{\varepsilon}^{+}(s)\right) \frac{\mathrm{d} t_{\varepsilon}^{+}(s)}{\mathrm{d} s} \mathrm{~d} s \rightarrow \frac{C}{2} \chi\left(t_{*}\right) \quad \text { as } \quad \varepsilon \rightarrow 0 .
$$

Similarly, we find that

$$
\int_{0}^{a} \chi\left(t_{\varepsilon}^{-}(s)\right) \Lambda_{\varepsilon}\left(t_{\varepsilon}^{-}(s)\right) \frac{\mathrm{d} t_{\varepsilon}^{-}(s)}{\mathrm{d} s} \mathrm{~d} s \rightarrow \frac{C}{2} \chi\left(t_{*}\right) \quad \text { as } \quad \varepsilon \rightarrow 0
$$

This concludes the proof of the lemma.
Let $\widetilde{\mathcal{G}}^{m}$ consist of all $g \in C_{b}^{m}\left(\Omega \times X^{0}\right)$ which vanish on $X_{S}^{0}:=\Omega \times\left(H_{B}^{1}(\Omega) \times\{0\}\right)$. Equipped with the $C_{b}^{m}\left(\Omega \times X^{0}\right)$-norm $\widetilde{\mathcal{G}}^{m}$ becomes a Banach space. We now construct a suitable separable subspace of $\widetilde{\mathcal{G}}^{m}$. Fix $\psi \in C_{c}^{\infty}(\mathbf{R})$ as in Lemma 8.2. Consider $g \in \widetilde{\mathcal{G}}^{m}$ of the form

$$
\begin{equation*}
g(x, U)=\varphi(x) \psi\left(\frac{1}{\varepsilon}\left\|U-U_{0}\right\|_{X^{0}}\right) \tag{41}
\end{equation*}
$$

where $\varphi \in C^{\infty}(\bar{\Omega}), U_{0} \in X^{0} \backslash X_{S}^{0}$, and $\varepsilon>0$ is sufficiently small (depending on $U_{0}$ ). Denote by $\mathcal{G}^{m}$ the smallest closed subspace of $\widetilde{\mathcal{G}}^{m}$ which contains all maps of this form. Since $C_{b}^{m}(\Omega)$, $\mathbf{R}$, and $X^{0}$ are all separable, and the map

$$
\begin{aligned}
C_{b}^{m}(\Omega) \times \mathbf{R} \times X^{0} & \rightarrow \widetilde{\mathcal{G}}^{m}, \\
\left(\varphi, \varepsilon, U_{0}\right) & \mapsto g
\end{aligned}
$$

is continous, the space $\mathcal{G}^{m}$ is a separable Banach space.
Now let $\mathcal{G}^{m}(c)$ consist of those $g \in \mathcal{G}^{m}$ for which

$$
\sup _{x \in \Omega, u \in H_{B}^{1}(\Omega)}|g(x, u, v)|<\frac{c}{2 \sqrt{\operatorname{Vol}(\Omega)}}\|v\|_{L^{2}(\Omega)} \quad \text { whenever } \quad v \neq 0 .
$$

Note that $\mathcal{G}^{m}(c)$ is an open subspace of $\mathcal{G}^{m}$. Also note that any $g \in \mathcal{G}^{m}(c)$ satisfies hypotheses (g1)-(g3).

Theorem 8.3. Let $f$ be of class $C^{m}$ with $m \geqslant 4$ and suppose hypotheses (f1)-(f3) are satisfied. Furthermore, assume that each stationary solution of (TWE) is hyperbolic. Then there exists a residual set $\mathcal{G}_{\text {reg }}^{m} \subset \mathcal{G}^{m}(c)$ such that for any $g \in \mathcal{G}_{\text {reg }}^{m}$ the transversality condition up to order $m-1$ is satisfied.

Proof. Fix $Z_{-}, Z_{+} \in \mathcal{S}$ with $\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right) \leqslant m-1$, and consider the map

$$
\begin{aligned}
& \Psi_{Z_{-}, Z_{+}}: \mathcal{G}^{m}(c) \times \mathcal{P}\left(Z_{-}, Z_{+}\right) \rightarrow L^{2}\left(\mathbf{R} ; X^{0}\right) \\
& \Psi_{Z_{-}, Z_{+}}(g, U)=\partial_{t} U+A_{f, g, c}(U)
\end{aligned}
$$

Here $\mathcal{P}\left(Z_{-}, Z_{+}\right)$is the affine space defined in section 7 . With the aid of Theorem 3.6 we see that $\Psi_{Z_{-}, Z_{+}}$is of class $C^{m}$ in a neighborhood of $\Psi_{Z_{-}, Z_{+}}^{-1}(0)$.

We will argue that 0 is a regular value of $\Psi_{Z_{-}, Z_{+}}$. Assume without loss of generality that $\Psi_{Z_{-}, Z_{+}}^{-1}(0) \neq \emptyset$, and pick any $(g, U) \in \Psi_{Z_{-}, Z_{+}}^{-1}(0)$. Then

$$
\mathrm{d} \Psi_{Z_{-}, Z_{+}}(g, U)(\gamma, V)=\mathrm{d}_{2} \Psi_{Z_{-}, Z_{+}}(g, U) V+B(U) \gamma
$$

where $B(U) \in \mathcal{L}\left(\mathcal{G}^{m}, L^{2}\left(\mathbf{R} ; X^{0}\right)\right)$ is given by

$$
B(U) \gamma=\binom{0}{\gamma(\cdot, U)}
$$

We know from section 5 that $\mathrm{d}_{2} \Psi_{Z_{-}, Z_{+}}(g, U) \in \mathcal{L}\left(W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right), L^{2}\left(\mathbf{R} ; X^{0}\right)\right)$ is Fredholm of index $\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right)$. Therefore $\mathrm{d} \Psi_{Z_{-}, Z_{+}}(g, U)$ has a bounded right inverse as soon as it is surjective. Furthermore, $\operatorname{imd} \Psi_{Z_{-}, Z_{+}}(g, U)$ is finite codimensional hence closed in $L^{2}\left(\mathbf{R} ; X^{0}\right)$. So it suffices to check that $\operatorname{imd} \Psi_{Z_{-}, Z_{+}}(g, U)$ is dense in $L^{2}\left(\mathbf{R} ; X^{0}\right)$.

Select any $\left(\xi_{1}, \xi_{2}\right) \in\left(\operatorname{imd} \Psi_{Z_{-}, Z_{+}}(g, U)\right)^{\perp}$. Then

$$
\begin{align*}
&\left\langle\binom{\xi_{1}}{\xi_{2}}, \mathrm{~d}_{2} \Psi_{Z_{-}, Z_{+}}(g, U) V\right\rangle_{L^{2}\left(\mathbf{R} ; X^{0}\right)}=0 \quad \text { for all } \quad V \in W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)  \tag{42}\\
&\left\langle\binom{\xi_{1}}{\xi_{2}}, B(U) \gamma\right\rangle_{L^{2}\left(\mathbf{R} ; X^{0}\right)}=0 \quad \text { for all } \quad \gamma \in \mathcal{G}^{m} \tag{43}
\end{align*}
$$

Set $\xi_{1}^{*}(t):=\left\langle\xi_{1}(t), \cdot\right\rangle_{H_{B}^{1}(\Omega)}$ and $\xi_{2}^{*}(t):=\left\langle\xi_{2}(t), \cdot\right\rangle_{L^{2}(\Omega)}$, so that $\xi_{1}^{*} \in L^{2}\left(\mathbf{R} ; H_{B}^{1}(\Omega)^{*}\right)$ and $\xi_{2}^{*} \in L^{2}\left(\mathbf{R} ; L^{2}(\Omega)^{*}\right)$. Combining (42) with the regularity results from [Rab04] shows that

$$
\left(\xi_{1}^{*}, \xi_{2}^{*}\right) \in W^{1,2}\left(\mathbf{R} ; H_{B}^{2}(\Omega)^{*} \times H_{B}^{1}(\Omega)^{*}, H_{B}^{1}(\Omega)^{*} \times L^{2}(\Omega)^{*}\right)
$$

and

$$
\left(\xi_{1}^{*}, \xi_{2}^{*}\right) \in \operatorname{ker}\left(-\partial_{t}+\mathrm{d} A_{f, g, c}(U)^{*}\right)
$$

which means that

$$
\left\{\begin{array}{l}
-\partial_{t} \xi_{1}^{*}+\Delta^{*} \xi_{2}^{*}+f^{\prime}(\cdot, u)^{*} \xi_{2}^{*}+\partial_{1} g(\cdot, U)^{*} \xi_{2}^{*}=0  \tag{44}\\
-\partial_{t} \xi_{2}^{*}-\xi_{1}^{*}-c \xi_{2}^{*}+\partial_{2} g(\cdot, U)^{*} \xi_{2}^{*}=0
\end{array}\right.
$$

Here the adjoints are to be considered as the dual operators of bounded operators between Banach spaces, where $\Delta: H_{B}^{2}(\Omega) \rightarrow L^{2}(\Omega), f^{\prime}(\cdot, u): H_{B}^{1}(\Omega) \rightarrow L^{2}(\Omega), \partial_{1} g(\cdot,(u, v))=$ $\frac{\partial g(\cdot,(u, v))}{\partial u}: H_{B}^{1}(\Omega) \rightarrow L^{2}(\Omega)$, and $\partial_{2} g(\cdot,(u, v))=\frac{\partial g(\cdot,(u, v))}{\partial v}: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$. We shall be using this observation later on.

Equation (43) implies that for all $\gamma \in \mathcal{G}^{m}$ it holds that

$$
\int_{\mathbf{R}} \int_{\Omega} \gamma(x, U(t)) \xi_{2}(t, x) \mathrm{d} x \mathrm{~d} t=0
$$

In particular, consider $\gamma=\gamma_{\varepsilon}$ of the form

$$
\gamma_{\varepsilon}(x, V):=\varphi(x) \psi\left(\frac{1}{\varepsilon}\left\|V-U\left(t_{0}\right)\right\|_{X^{0}}\right)
$$

where $t_{0} \in \mathbf{R}$, and $\varphi \in C_{c}^{\infty}(\Omega)$, and $\psi$ is as in (41). Since $\xi_{2}^{*} \in W^{1,2}\left(\mathbf{R} ; H_{B}^{1}(\Omega)^{*}, L^{2}(\Omega)^{*}\right)$ it follows that $\xi_{2}^{*} \in C_{b}^{0}\left(\mathbf{R} ; L^{2}(\Omega)^{*}\right)$, hence the map

$$
t \mapsto \int_{\Omega} \varphi(x) \xi_{2}(t, x) \mathrm{d} x
$$

is continuous. By Lemma 8.2

$$
0=\lim _{\varepsilon \rightarrow 0} \varepsilon^{-1} \int_{\mathbf{R}} \int_{\Omega} \gamma_{\varepsilon}(x, U(t)) \xi_{2}(t, x) \mathrm{d} x \mathrm{~d} t=\frac{2 \int_{0}^{\infty} \psi(s) \mathrm{d} s}{\left\|\partial_{t} U\left(t_{0}\right)\right\|_{X^{0}}} \int_{\Omega} \varphi(x) \xi_{2}\left(t_{0}, x\right) \mathrm{d} x
$$

This holds for all $t_{0} \in \mathbf{R}$ and $\varphi \in C_{c}^{\infty}(\Omega)$, hence $\xi_{2}=0$. Consequently, (44) implies that $\xi_{1}=0$ as well. This shows that $\left(\operatorname{imd} \Psi_{Z_{-}, Z_{+}}(g, U)\right)^{\perp}=\{0\}$, hence $E$ is dense in $L^{2}\left(\mathbf{R}, X^{0}\right)$, as desired.

By the implicit function theorem the regular level set $\mathcal{Z}:=\Psi_{Z_{-}, Z_{+}}^{-1}(0)$ is a $C^{m}$ smooth submanifold of $\mathcal{G}^{m}(c) \times \mathcal{P}\left(Z_{-}, Z_{+}\right)$. The projection $\pi: \mathcal{Z} \rightarrow \mathcal{G}^{m}(c)$ is $C^{m}$ smooth and Fredholm of index $\operatorname{ind}(\pi)=\mu\left(Z_{-}\right)-\mu\left(Z_{+}\right) \leqslant m-1$. Applying the Sard-Smale theorem [Sma65] to this map (here we use that $m \geqslant \max \{0, \operatorname{ind}(\pi)\}+1$ ) and using a transversality argument similar to the one in the proof of Theorem 8.1 we find a residual subset $\mathcal{G}_{\text {reg }}^{m}\left(c ; Z_{-}, Z_{+}\right) \subset \mathcal{G}^{m}(c)$ such that for each $g \in \mathcal{G}_{\text {reg }}^{m}\left(c ; Z_{-}, Z_{+}\right)$orbits connecting $Z_{-}$and $Z_{+}$are transversal. Now set

$$
\mathcal{G}_{\mathrm{reg}}^{m}(c):=\bigcap_{\substack{Z_{-}, Z_{+} \in \mathcal{S} \\ \mu\left(Z_{-}\right)-\mu\left(Z_{+}\right) \leqslant m-1}} \mathcal{G}_{\mathrm{reg}}^{m}\left(c ; Z_{-}, Z_{+}\right) .
$$

By the compactness results from section 3 and hyperbolicity of the rest points, this is a countable intersection, hence $\mathcal{G}_{\text {reg }}^{m}(c)$ is residual.

## 9. The traveling wave homology.

9.1. The homology for generic perturbations. Given $N \subset X^{0}$, denote by $\operatorname{BInv}(N ; f, g, c)$ the set of all points $U(t) \in X^{0}$, with $t \in \mathbf{R}$, where $U$ is a solution of (TWE) for which $U(t) \in N$ for all $t \in \mathbf{R}$, and for which $\sup _{t \in \mathbf{R}}\|U(t)\|_{X^{0}}<\infty$. We will call $\operatorname{BInv}(N ; f, g, c)$ the bounded invariant set of $N$. In light of Lemma 7.3, if $f$ is a regular nonlinearity the set $\operatorname{BInv}(N ; f, g, c)$ will consist solely of stationary solutions and connecting orbits. The set $N$ shall be called an isolating neighborhood if
(1) $N$ is closed in $X^{0}$,
(2) $\operatorname{BInv}(N ; f, g, c) \subset \operatorname{int} N$, i.e., $N$ isolates the rest points and connecting orbits.

Note that our definition of an isolating neighborhood differs from the usual one since we allow $N$ to be unbounded. Let $\mathcal{S}(N, f):=\mathcal{S}(f) \cap N$, and given a normalized Morse index $\mu$, define

$$
\mathcal{S}_{k}(N, f):=\left\{Z \in \mathcal{S}(N, f): \mu_{f}(Z)=k\right\} .
$$

An isolating neighborhood $N$ shall be called finitely generating provided that for each $k \in \mathbf{Z}$, the set $\mathcal{S}_{k}(N, f)$ is finite. Note that this notion is independent of the chosen normalized Morse index $\mu$.

The chain complex will depend on the choices of a finitely generating isolating neighborhood $N$, a triplet ( $f, g, c$ ) satisfying hypotheses (f1)-(f3) and (g1)-(g3) and for which $f$ and $g$ are both regular (henceforth $(f, g, c)$ shall also be called a regular triplet), the chosen boundary data $B$, and the chosen normalized Morse index $\mu$. Assume $f$ and $g$ are at least $C^{4}$ smooth; this ensures that all the results from preceding sections can be applied in this setting.

Define the graded $\mathbf{Z}_{2}$-module

$$
C:=\bigoplus_{n \in \mathbf{Z}} C_{n}, \quad \text { where } \quad C_{n}:=\bigoplus_{X \in \mathcal{S}_{n}(N, f)} \mathbf{Z}_{2}\langle X\rangle
$$

Since the chain groups $C_{n}$ are finitely generated, we can define a homomorphism $\partial_{n}: C_{n} \rightarrow$ $C_{n-1}$ by declaring its action on the generators of $C_{n}$ as follows: for each $X \in \mathcal{S}_{n}(N, f)$, we set

$$
\partial_{n} X:=\sum_{Y \in \mathcal{S}_{n-1}(N, f)} i(X, Y) Y,
$$

where

$$
i(X, Y):=\#\{[U] \in \widehat{\mathcal{M}}(X, Y): U(t) \in N \text { for all } t \in \mathbf{R}\} \quad(\bmod 2)
$$

From section 7 we know that $\widehat{\mathcal{M}}(X, Y)$ is a finite collection, hence the number $i(X, Y)$ is well-defined. The sum in the definition of $\partial_{n}$ is always finite since $N$ is finitely generating.

We now arrive at one of our main theorems.
Theorem 9.1. One has $\partial_{n} \circ \partial_{n+1}=0$, and consequently,

$$
\operatorname{HTW}_{n}(N, f, g, c):=\mathrm{H}_{n}\left(C_{*}, \partial_{*}\right)=\frac{\operatorname{ker} \partial_{n}}{\operatorname{im} \partial_{n+1}}
$$

is well-defined.
Proof. The homomorphism $\partial_{n} \circ \partial_{n+1}$ counts (modulo 2) the 1-fold broken orbits, consisting of two index 1 orbits, which are entirely contained in $N$. We have seen that 1 -fold broken orbits consisting of two index 1 orbits are always the limit of a 1 -parameter family of index 2 orbits and therefore always appear in pairs. Since $N$ is an isolating neighborhood, 1-parameter families of solutions with fixed endpoints are trapped by $N$, hence pairs of 1-fold broken orbits are also trapped by $N$. Since all counting is done modulo 2 , it follows that $\partial_{n} \circ \partial_{n+1} \equiv 0$.

We will call $\operatorname{HTW}_{*}(N, f, g, c)$ the traveling wave homology.
9.2. Invariance. We now want to study what happens to the chain complex and the homology if we perturb $N, f, g$, or $c$. First we introduce conditions under which perturbations of $N$ do not change the homology. We will then show that the homology is independent of the choice of $g$, thus allowing the definition of $\operatorname{HTW}_{*}(N, f, c)$. Finally, we give criteria under which a homotopy $t \mapsto\left(f_{t}, c_{t}\right)$ induces an isomorphism on the level of homology.
9.2.1. Perturbing $N$. Let $N, f, g$, and $c$ satisfy the same conditions as in the previous section. Clearly the construction of the homology does not depend explicitly on $N$ but depends only on $\operatorname{BInv}(N ; f, g, c)$. Hence if $\widetilde{N}$ is another isolating neighborhood such that $\operatorname{BInv}(N ; f, g, c)=\operatorname{BInv}(\widetilde{N} ; f, g, c)$, then $\operatorname{HTW}_{*}(\widetilde{N}, f, g, c)$ is well-defined and $\operatorname{HTW}_{*}(N, f, g, c)=$ $\operatorname{HTW}_{*}(\tilde{N}, f, g, c)$.
9.2.2. Independence of $g$. Begin by fixing a regular nonlinearity $f$ which satisfies hypotheses (f1)-(f3). Also fix $c>0$. Assume $N \subset X^{0}$ is a finitely generating isolating neighborhood for $(f, 0, c)$. Since $N$ is finitely generating, the set

$$
\mathcal{E}_{f}(\mathcal{S}(N, f))=\bigcup_{k \in \mathbf{Z}} \mathcal{E}_{f}\left(\mathcal{S}_{k}(N, f)\right)
$$

is countable, hence the set of regular energy levels

$$
E_{\mathrm{reg}}(N, f):=\mathbf{R} \backslash \mathcal{E}_{f}(\mathcal{S}(N, f))
$$

is dense in $\mathbf{R}$. Then, for each $E \in E_{\mathrm{reg}}(N, f)$, the set

$$
N^{E}:=N \cap \mathcal{E}_{f}^{-1}((-\infty, E])
$$

is also a finitely generating isolating neighborhood for $(f, 0, c)$.
Recall from section 8 the definition of the space $\mathcal{G}^{m}(c)$. Denote by $\mathcal{B}(\delta)$ the set of those $g \in \mathcal{G}^{m}(c)$ for which $\|g\|_{C_{b}^{m}\left(\Omega \times X^{0}\right)}<\delta$. The following lemma now guarantees that $N^{E}$ remains an isolating neighborhood when we consider small perturbations in $g$.

Lemma 9.2. Let $N, f$, and $c$ be as described above. Then for each $E \in E_{\text {reg }}(N, f)$ there exists $\delta_{E}>0$ such that the following is true: for any curve $t \mapsto g_{t}$ with values in $\mathcal{B}\left(\delta_{E}\right)$ which is constant on $(-\infty,-1)$ and on $(1, \infty)$, the set $N^{E}$ is an isolating neighborhood for the nonautonomous equation (TWE) associated with $\left(f, g_{t}, c\right)$.

Proof. Suppose the claim is false. Then one could find a $E \in E_{\mathrm{reg}}(N, f)$, a sequence $\left(\delta_{n}\right)_{n}$ with $\lim _{n \rightarrow \infty} \delta_{n}=0$, and a sequence of curves $t \mapsto g_{t}^{n}$ with values in $\mathcal{B}\left(\delta_{n}\right)$ which are constant for $t \in(-\infty,-1)$ and for $t \in(1, \infty)$, such that the following holds: for each $n$ there is a bounded solution $U_{n}$ to the nonautonomous equation associated to $\left(f, g_{t}^{n}, c\right)$ such that $U_{n}(t) \in N^{E}$ for all $t \in \mathbf{R}$, but $U_{n}\left(t_{n}\right) \in \partial N^{E}$ for a certain $t_{n}$.

Combining Lemmas 3.7 and 7.3 it follows that there exists an $M \geqslant E$ such that $\left|\mathcal{E}_{f}\left(U_{n}(t)\right)\right| \leqslant$ $M$ for all $n \in \mathbf{N}$ and $t \in \mathbf{R}$. As discussed in Remark 3.2 one then finds that $U_{n}\left(\cdot+t_{n}\right)$ converges in $W_{\text {loc }}^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ over a subsequence to a bounded solution $U$ of the autonomous equation associated with $(f, 0, c)$. This solution is entirely contained in $N^{E}$, but $U(0) \in \partial N^{E}$. Since $E$ was chosen to be a regular energy level, this contradicts the assumption that $N$ is an isolating neighborhood for (TWE) with $(f, 0, c)$.

Let us fix, for the moment, a value $E \in E_{\mathrm{reg}}(N, f)$ and a corresponding $\delta_{E}>0$ as dictated by Lemma 9.2. Since $\mathcal{B}\left(\delta_{E}\right)$ is open in $\mathcal{G}^{m}(c)$, it follows from Theorem 8.3 that the collection $\mathcal{B}_{\mathrm{reg}}\left(\delta_{E}\right)$ of regular $g \in \mathcal{B}\left(\delta_{E}\right)$ is dense in $\mathcal{B}\left(\delta_{E}\right)$. For each $g \in \mathcal{B}_{\mathrm{reg}}\left(\delta_{E}\right)$, the triplet $(f, g, c)$ is regular, and $N^{E}$ is a finitely generating isolating neighborhood for $(f, g, c)$. Hence, the homology $\operatorname{HTW}_{*}\left(N^{E}, f, g, c\right)$ is well-defined.

The isomorphism induced by homotopies of $g$. Let $\lambda \mapsto g_{\lambda}$ be a smooth homotopy between regular endpoints in $\mathcal{B}\left(\delta_{E}\right)$, i.e., $\lambda \mapsto g_{\lambda} \in C^{\infty}\left([0,1], \mathcal{B}\left(\delta_{E}\right)\right)$ and $g_{0}, g_{1} \in \mathcal{B}_{\mathrm{reg}}\left(\delta_{E}\right)$. After choosing a suitable reparameterization $t \mapsto \lambda(t)$, we obtain a curve $t \mapsto g_{\lambda(t)}$ which satisfies hypotheses (n1)-(n3). Henceforth we shall write $g_{t}$ instead of $g_{\lambda(t)}$.

Denote by $C_{k}$ the $k$ th chain group associated with $f$ and the isolating neighborhood $N^{E}$. Define a homomorphism

$$
\psi_{k}^{1,0}: C_{k} \rightarrow C_{k}
$$

by defining it on a generator $X_{0}$ of $C_{k}$ to be

$$
\psi_{k}^{1,0}\left(X_{0}\right)=\sum_{X_{1} \in \mathcal{S}_{k}(N, f)} i^{1,0}\left(X_{0}, X_{1}\right) X_{1} .
$$

Here $i^{1,0}\left(X_{0}, X_{1}\right)$ counts (modulo 2) the number of heteroclinic orbits $U$ of the nonautonomous equation (TWE) associated with $\left(f, g_{t}, c\right)$, with $U(t) \in N$ for all $t \in \mathbf{R}$, and $\lim _{t \rightarrow-\infty} U(t)=$ $X_{0}$, and $\lim _{t \rightarrow \infty} U(t)=X_{1}$.

Lemma 9.3. The map $\psi_{k}^{1,0}$ is well-defined and satisfies

$$
\begin{equation*}
\partial_{k}\left(N^{E}, f, g_{1}, c\right) \circ \psi_{k}^{1,0}=\psi_{k-1}^{1,0} \circ \partial_{k}\left(N^{E}, f, g_{0}, c\right), \tag{45}
\end{equation*}
$$

where $\partial_{k}\left(N^{E}, f, g_{i}, c\right): C_{k} \rightarrow C_{k-1}$ denotes the boundary operator associated with the chosen quadruple ( $\left.N^{E}, f, g_{i}, c\right)$.

Proof. By Lemma 3.7 and since $N$ is finitely generating we know that the sum appearing in the definition of $\psi_{k}^{1,0}$ is finite. The fact that $i^{1,0}\left(X_{0}, X_{1}\right)$ itself is well-defined relies on the compactness results we have obtained for the nonautonomous equation, together with a detailed analysis of the manifold structure of the moduli space. For this, one first has to repeat the analysis from section 7 for the nonautonomous equation. We refer to Remark 7.7 and note that the essential ingredients are compactness, transversality, and gluing for the nonautonomous equation, together with the fact that $N^{E}$ is an isolating neighborhood for the dynamics.

The fact that (45) holds follows entirely out of the geometry of the moduli space of index 1 nonautonomous solutions. See Figure 3 toward the end of section 7, but also [Sch93]. The case depicted in Figure 3(a), corresponding solely to the term $\partial_{k}\left(N^{E}, f, g_{1}, c\right) \circ \psi_{k}^{1,0}$ in the left-hand side of (45), results in no net contribution as we count with $\mathbf{Z}_{2}$ coefficients. Likewise, the situation described by Figure 3(b) corresponds solely to the right-hand side of (45) and has no net contribution. The last case, depicted in Figure 3(c), yields the identity (45).

Note that Lemma 9.3 implies that $\psi_{k}^{1,0}$ induces a homomorphism $\Psi_{k}^{1,0}$ on the homology groups. To verify that $\Psi_{k}^{1,0}$ is indeed an isomorphism, independence of the chosen homotopy $g_{\lambda}$ has to be checked. To do so, one choses a two-parameter family $g_{\lambda, \mu} \in \mathcal{B}\left(\delta_{E}\right)$ and considers the parameter dependent moduli space $\mathcal{M}_{\mu}\left(Z_{-}, Z_{+}\right)$, consisting of pairs

$$
\left(\mu_{*}, U_{\mu_{*}}\right) \in \mathcal{M}_{\mu}\left(Z_{-}, Z_{+}\right),
$$

where $U_{\mu_{*}}$ belongs to the moduli space $\mathcal{M}\left(Z_{-}, Z_{+}\right)$for the nonautonomous equation (TWE) corresponding to $\left(f, g_{\lambda(t), \mu_{*}}, c\right)$. The analysis of this parameter dependent moduli space is much the same as the work in section 7 , with the exception that there are more cases to distinguish in the compactification. We refer to [Sch93] for a concise description, the conclusion of which is that on the level of homology the homomorphism $\Psi_{k}^{1,0}$ is independent of the chosen homotopy $g_{\lambda}$. Combined with a gluing argument, this yields the relation

$$
\Psi_{k}^{2,0}=\Psi_{k}^{2,1} \circ \Psi_{k}^{1,0}
$$

which in particular shows that $\Psi_{k}^{1,0}$ is an isomorphism. We summarize this discussion in the following theorem.

Theorem 9.4. Given $g_{0}, g_{1} \in \mathcal{B}_{\text {reg }}\left(\delta_{E}\right)$, the homomorphism $\Psi_{*}^{1,0}: \operatorname{HTW}_{*}\left(N^{E}, f, g_{0}, c\right) \rightarrow$ $\operatorname{HTW}_{*}\left(N^{E}, f, g_{1}, c\right)$ is independent of the choice of homotopy $\lambda \mapsto g_{\lambda}$ between $g_{0}$ and $g_{1}$. Furthermore,
(1) if $g_{0}=g_{1}$, then $\Psi_{*}^{1,0}$ is the identity, and
(2) for any three $g_{0}, g_{1}, g_{2} \in \mathcal{B}_{\text {reg }}\left(\delta_{E}\right)$ one has $\Psi_{*}^{2,0}=\Psi_{*}^{2,1} \circ \Psi_{*}^{1,0}$. In particular, $\Psi_{*}^{1,0}$ is an isomorphism.

We will refer to this isomorphism as the canonical isomorphism between $\operatorname{HTW}_{*}\left(N^{E}, f, g_{0}, c\right)$ and $\operatorname{HTW}_{*}\left(N^{E}, f, g_{1}, c\right)$.

The limit as $E \rightarrow \infty$ and $g \rightarrow 0$. For each $k \in \mathbf{Z}$, define

$$
E_{\text {crit }}(k):=\max \left\{\mathcal{E}_{f}(X): X \in \mathcal{S}_{k}(N, f) \cup \mathcal{S}_{k+1}(N, f)\right\}
$$

The maximum is attained since $N$ is finitely generating. Pick regular energy levels $E_{0}>$ $E_{\text {crit }}(k)$ and $E_{1}>E_{\text {crit }}(k)$, and let $g \in \mathcal{B}_{\text {reg }}\left(\min \left\{\delta_{E_{0}}, \delta_{E_{1}}\right\}\right)$. Let $U$ be a connecting orbit of (TWE) associated with $(f, g, c)$, with $\lim _{t \rightarrow-\infty} U(t)=X$ where $X$ is a rest point with index $\mu_{f}(X)=k+1$ or $\mu_{f}(X)=k$. Then $\mathcal{E}_{f}(U(t)) \leqslant E_{\text {crit }}(k)$ for all $t \in \mathbf{R}$; hence if $U$ is trapped by $N^{E_{0}}$, then it is also trapped by $N^{E_{1}}$, and vice versa. Thus $\partial_{k}\left(N^{E_{0}}, f, g, c\right)=\partial_{k}\left(N^{E_{1}}, f, g, c\right)$ and $\partial_{k+1}\left(N^{E_{0}}, f, g, c\right)=\partial_{k+1}\left(N^{E_{1}}, f, g, c\right)$. Hence there is a canonical isomorphism

$$
\operatorname{HTW}_{k}\left(N^{E_{0}}, f, g, c\right) \cong \operatorname{HTW}_{k}\left(N^{E_{1}}, f, g, c\right) \quad \text { for } \quad g \in \mathcal{B}_{\mathrm{reg}}\left(\min \left\{\delta_{E_{0}}, \delta_{E_{1}}\right\}\right)
$$

For any two $\widetilde{g}_{0}, \widetilde{g}_{1} \in \mathcal{B}_{\mathrm{reg}}\left(\min \left\{\delta_{E_{0}}, \delta_{E_{1}}\right\}\right)$, the following diagram commutes:


Here each of the arrows denotes one of the canonical isomorphisms. It follows that the isomorphism between $\operatorname{HTW}_{k}\left(N^{E_{0}}, f, g_{0}, c\right)$ and $\operatorname{HTW}_{k}\left(N^{E_{1}}, f, g_{1}, c\right)$, which is defined via the commuting diagram, is independent of the intermediate point $\widetilde{g}_{0}$. Denote this isomorphism by $\Phi_{k}^{\left(E_{1}, g_{1}\right),\left(E_{0}, g_{1}\right)}$.

Thus $\operatorname{HTW}_{k}\left(N^{E}, f, g, c\right)$ is independent, up to a canonical isomorphism, of $E$ and $g$, as $E \rightarrow \infty$ and $g \rightarrow 0$. We then define $\operatorname{HTW}_{k}(N, f, c)$ as the isomorphism class of $\operatorname{HTW}_{k}(N, f, g, c)$ for small generic $g$. To formalize the notion of defining $\operatorname{HTW}_{k}(N, f, c)$ up to natural isomorphism, we make use of an inverse limit of the isomorphisms $\Phi_{k}^{\left(E_{1}, g_{1}\right),\left(E_{0}, g_{1}\right)}$ and set

$$
\operatorname{HTW}_{k}(N, f, c):=\lim _{\rightleftarrows} \operatorname{HTW}_{k}\left(N^{E}, f, g, c\right)
$$

9.2.3. Continuation in $f$ and $c$. Suppose a curve $t \mapsto\left(f_{t}, c_{t}\right)$ with regular endpoints $\left(f_{-}, c_{-}\right)$and $\left(f_{+}, c_{+}\right)$satisfies hypotheses (n1)-(n3). In addition, assume $N \subset X^{0}$ is a finitely
generating isolating neighborhood for the dynamics associated with the autonomous equations (TWE) corresponding to $\left(f_{-}, 0, c_{-}\right)$and $\left(f_{+}, 0, c_{+}\right)$, as well as being an isolating neighborhood the nonautonomous equation (TWE) corresponding to ( $f_{t}, 0, c_{t}$ ). We will call such an $N$ stable with respect to $t \mapsto\left(f_{t}, c_{t}\right)$. By repeating the construction from the preceding section, but with the constant $f$ and $c$ replaced by their $t$-dependent analogues, one finds the following theorem.

Theorem 9.5. A curve $t \mapsto\left(f_{t}, c_{t}\right)$ which satisfies hypotheses ( $n 1$ )-( $n 3$ ), which has regular endpoints $\left(f_{-}, c_{-}\right)$and $\left(f_{+}, c_{+}\right)$, and for which $N$ is stable, induces an isomorphism of homologies:

$$
\operatorname{HTW}_{*}\left(N, f_{-}, c_{-}\right) \cong \operatorname{HTW}_{*}\left(N, f_{+}, c_{+}\right)
$$

9.2.4. Classes of isomorphic homologies when $N=X^{0}$. Let us now consider the special case where $N=X^{0}$. Clearly this means that $N$ is stable with respect to any homotopy between regular endpoints $\left(f_{-}, c_{-}\right)$and $\left(f_{+}, c_{+}\right)$for which $X^{0}$ is finitely generating. Thus $\left(X^{0}, f_{-}, c_{-}\right)$and ( $X^{0}, f_{+}, c_{+}$) will have isomorphic homologies whenever there exists a curve $t \mapsto\left(f_{t}, c_{t}\right)$ connecting $\left(f_{-}, c_{-}\right)$with $\left(f_{+}, c_{+}\right)$and satisfying hypotheses (n1)-(n3). A first thing to note is that any two $c_{-}, c_{+}>0$ can be connected via such a path (keeping $f$ fixed). In fact, the induced isomorphism will then be independent of the chosen homotopy between $c_{-}$and $c_{+}$(this can be verified by considering two-parameter families of $c>0$, similar to how independence of the chosen path $t \mapsto g_{t}$ is verified). Thus, for $f$ for which $X^{0}$ is finitely generating, we can define

$$
\operatorname{HTW}_{*}(f):=\lim _{\rightleftarrows} \operatorname{HTW}_{*}\left(X^{0}, f, c\right),
$$

where lim is the inverse limit over the isomorphisms induced by homotopies of $c$. In the remainder of this subsection we give a concrete description of a class of nonlinearities $f$ for which the homology remains unchanged.

Let $f_{*}$, which will function as a reference point for our perturbations, be of class $C^{m}$ (with $m \geqslant 4$ ) and satisfy hypotheses (f1)-(f3). Recall that hypotheses (f3) was needed only when considering Neumann or periodic boundary data, in order to arrive at the compactness results from section 3. In contrast to this, even when considering Dirichlet boundary data we will now demand that $f_{*}$ satisfies the superlinear growth condition ( f 3 ). This will help in the construction of allowed perturbations from $f_{*}$, as we will see shortly. Consider $f$ of the form

$$
\begin{equation*}
f(x, u)=\alpha(x) f_{*}(x, u)+h(x, u) \tag{46}
\end{equation*}
$$

where $\alpha \in C_{b}^{m}(\Omega)$, and $h \in C^{m}(\Omega \times \mathbf{R})$,

$$
\inf _{x \in \Omega} \alpha(x)>0
$$

and

$$
\limsup _{|u| \rightarrow \infty} \sup _{x \in \Omega}\left|\frac{h(x, u)}{f_{*}(x, u)}\right|=0 .
$$

Lemma 9.6. Any $f$ of the form (46) satisfies hypotheses (f1)-(f3).

Proof. It is obvious that $f$ will satisfy hypotheses (f1) and (f3). Checking whether (f2) or $\left(\mathrm{f} 2^{\prime}\right)$ is satisfied takes slightly more effort. Let us assume that $f_{*}$ satisfies ( f 2 ); the argument for the other case is completely similar. We shall prove that $f$ then also satisfies (f2), i.e., we need to show that

$$
\begin{equation*}
\left|\alpha(x) F_{*}(x, u)+H(x, u)\right| \leqslant C+\frac{\theta}{2}\left(\alpha(x) f_{*}(x, u)+h(x, u)\right) u \tag{47}
\end{equation*}
$$

for some constants $C \geqslant 0$, and $-1<\theta<1$. Here $H(x, u):=\int_{0}^{u} h(x, u) \mathrm{d} s$. First note that by dividing by $\alpha(x)$ and updating the values of $C$ and $h(x, u)$, it suffices to prove (47) for $\alpha \equiv 1$.

Suppose for the moment that

$$
\begin{equation*}
\limsup _{|u| \rightarrow \infty} \sup _{x \in \Omega}\left|\frac{H(x, u)}{F_{*}(x, u)}\right|=0 . \tag{48}
\end{equation*}
$$

Then for each $\varepsilon>0$ we can find $C_{\varepsilon}>0$ such that

$$
\left|F_{*}(x, u)+H(x, u)\right| \leqslant C_{\varepsilon}+(1+\varepsilon) \frac{\theta_{*}}{2} f_{*}(x, u) u,
$$

where $\theta_{*}$ is the value of $\theta$ for which $f_{*}$ satisfies hypothesis (f2). Then note that hypotheses (f2) and (f3) taken together imply that $\theta_{*} f_{*}(x, u) u$ is strictly positive for $|u|$ large. Combining this observation with the assumption that $h=o\left(f_{*}\right)$ as $|u| \rightarrow \infty$, uniformly in $x$, gives

$$
\frac{\theta_{*}}{2} f_{*}(x, u) u \leqslant \widetilde{C}_{\varepsilon}+(1+\varepsilon) \frac{\theta_{*}}{2}\left(f_{*}(x, u)+h(x, u)\right) u .
$$

Combined with the penultimate estimate this shows that $f$ satisfies hypothesis (f2), with $\theta$ arbitrarily close to $\theta_{*}$.

We still need to see why (48) holds, i.e., that $H=o\left(f_{*}\right)$ as $|u| \rightarrow \infty$, uniformly in $x$. As we have already seen, hypotheses (f2) and (f3) together imply that $f_{*}(x, u)$ does not change signs for $|u|$ large. Therefore, to prove (48) we can replace $f_{*}$ by $\left|f_{*}\right|$ and can thus assume that $f_{*}(x, u)>0$ for all $x$ and $u$. Since $h=o\left(f_{*}\right)$ as $|u| \rightarrow \infty$, uniformly in $x$, for each $\varepsilon>0$ we can find $K \geqslant 0$ such that for all $|u| \geqslant K$ we have

$$
|H(x, u)| \leqslant \varepsilon F_{*}(x, u)+\frac{1}{2} \int_{-K}^{K}|h(x, s)| \mathrm{d} s-\frac{\varepsilon}{2} \int_{-K}^{K} f_{*}(x, s) \mathrm{d} s .
$$

Hypothesis (f3) ensures that $\inf _{x \in \Omega} F_{*}(x, u) \rightarrow \infty$ as $|u| \rightarrow \infty$. Hence given any $\varepsilon>0$ and $K \geqslant 0$ we can find $L \geqslant K$ such that for any $x \in \Omega$ and $|u| \geqslant L$ one has

$$
\frac{1}{2} \int_{-K}^{K}|h(x, s)| \mathrm{d} s-\frac{\varepsilon}{2} \int_{-K}^{K} f_{*}(x, s) \mathrm{d} s \leqslant \varepsilon f_{*}(x, u) .
$$

Hence $|H(x, u)| \leqslant 2 \varepsilon F_{*}(x, u)$ for all $|u| \geqslant L$. Since $\varepsilon>0$ was chosen arbitrarily, we arrive at (48).

We will call a curve $t \mapsto f_{t} \in C^{m}\left(\mathbf{R}, C^{m}(\Omega \times \mathbf{R})\right)$, where $f_{t}$ is of the form

$$
f_{t}(x, u)=\alpha_{t}(x) f(x, u)+h_{t}(x, u),
$$

an $\varepsilon$-perturbation of $f_{*}$ provided that

1. it is constant for $t \in(-\infty, 1)$ and for $t \in(1, \infty)$,
2. $\sup _{(t, x) \in \mathbf{R} \times \Omega}\left|1-\alpha_{t}(x)\right|<\varepsilon$ and $\sup _{(t, x) \in \mathbf{R} \times \Omega}\left|\partial_{t} \alpha_{t}(x)\right|<\varepsilon$, and
3. $\left|h_{t}(x, u)\right| \leqslant \varepsilon\left(1+\left|f_{*}(x, u)\right|\right)$ for all $t \in \mathbf{R},(x, u) \in \Omega \times \mathbf{R}$.

Lemma 9.7. There exists a sufficiently small $\varepsilon>0$ such that any $\varepsilon$-perturbation of $f_{*}$ satisfies hypotheses (n1)-(n3).

Proof. Properties 2 and 3 from the definition of $\varepsilon$-perturbations ensure that the estimates made in the proof of Lemma 9.6 can be made uniformly in $t$. Hence hypothesis (n1) is satisfied. By definition (according to property 1) $\varepsilon$-perturbations also satisfy (n2).

Left to check is that hypothesis (n3) holds when $\varepsilon$ is chosen sufficiently small, i.e., that

$$
\left|\partial_{t} \alpha_{t}(x) F(x, u)+\partial_{t} H_{t}(x, u)\right| \leqslant C+\Theta\left|\alpha_{t}(x) F(x, u)+H_{t}(x, u)\right|
$$

for some $C \geqslant 0$ and sufficiently small $\Theta$. Here $H_{t}(x, u)=\int_{0}^{u} h_{t}(x, s) \mathrm{d} s$. As noted in the proof of Lemma 9.6, for each $t$ the function $H_{t}$ is $o(F)$ as $|u| \rightarrow \infty$, uniformly in $x$, and in light of property 3 from the definition of $\varepsilon$-perturbations, these estimates are also uniform in $t$. Thus it suffices to see that

$$
\left|\partial_{t} \alpha_{t}(x) F(x, u)+\partial_{t} H_{t}(x, u)\right| \leqslant C+\Theta\left|\alpha_{t}(x) F(x, u)\right|
$$

Since by assumption $\left|\partial_{t} \alpha_{t}(x)\right|<\varepsilon$ and $\left|1-\alpha_{t}(x)\right|<\varepsilon$, given any $\Theta>0$ we can find $\varepsilon>0$ such that

$$
\left|\partial_{t} \alpha_{t}(x) F(x, u)\right| \leqslant \frac{\Theta}{2}\left|\alpha_{t}(x) F(x, u)\right|
$$

Furthermore, since for each $t$ we have $H_{t}=o(F)$ as $|u| \rightarrow \infty$, uniformly in $x$, we also have $\partial_{t} H_{t}=o(F)$ as $|u| \rightarrow \infty$, uniformly in $x$. Hence in particular, for any given $\Theta>0$ there exists a $C \geqslant 0$ such that

$$
\left|\partial_{t} H_{t}(x, u)\right| \leqslant C+\frac{\Theta}{2}\left|\alpha_{t}(x) F(x, u)\right|
$$

This proves that hypothesis (n3) holds, and the constant $\Theta$ can be made arbitrarily small by choosing $\varepsilon$ sufficiently small.

Combining Lemmas 9.6 and 9.7 with Theorem 9.5 shows that any two nonlinearities (regular and for which $X^{0}$ is finitely generating) which can be connected via an $\varepsilon$-perturbation have isomorphic homologies.

Denote by $\Sigma\left(f_{*}\right)$ the set of all nonlinearities $f$ of the form (46). Endow $\Sigma\left(f_{*}\right)$ with the topology of $C_{\mathrm{loc}}^{m}(\Omega \times \mathbf{R})$. Let $\Sigma_{\mathrm{reg}}\left(f_{*}\right)$ consist of all those $f \in \Sigma\left(f_{*}\right)$ which are regular; in light of Theorem $8.1 \Sigma_{\text {reg }}\left(f_{*}\right)$ is dense in $\Sigma\left(f_{*}\right)$. Finally, denote by $\Sigma_{\text {fin }}\left(f_{*}\right)$ the set of those $f \in \Sigma_{\text {reg }}\left(f_{*}\right)$ for which $X^{0}$ is finitely generating. Now note that any two nonlinearities $f_{0}, f_{1} \in \Sigma\left(f_{*}\right)$ can be connected via a concatenation of finitely many $\varepsilon$-perturbations. However, these $\varepsilon$-perturbations can only be inducing isomorphisms of homologies if the endpoints of each of the individual $\varepsilon$-perturbations can be chosen to be elements of $\Sigma_{\text {fin }}\left(f_{*}\right)$. Hence we arrive at the following theorem.

Theorem 9.8. Fix arbitrary $f_{0}, f_{1} \in \Sigma_{f i n}\left(f_{*}\right)$ and suppose $f_{0}$ and $f_{1}$ belong to the same path-component of $\operatorname{cl}_{\Sigma\left(f_{*}\right)} \Sigma_{f i n}\left(f_{*}\right)$. Then

$$
\operatorname{HTW}_{*}\left(f_{0}\right) \cong \operatorname{HTW}_{*}\left(f_{1}\right)
$$

Remark 9.9. In the examples in section 10 we consider nonlinearities $f_{*}$ which are homogeneous in $u$. For these nonlinearities it follows that $\Sigma_{\text {fin }}\left(f_{*}\right)=\Sigma_{\text {reg }}\left(f_{*}\right)$, and since $\operatorname{cl}_{\Sigma\left(f_{*}\right)} \Sigma_{\text {fin }}\left(f_{*}\right)=\Sigma\left(f_{*}\right)$ is path-connected, it follows that any two $f_{0}, f_{1} \in \Sigma_{\mathrm{reg}}\left(f_{*}\right)$ have isomorphic homologies. It remains an open question whether any regular $f$ which satisfies hypotheses (f1)-(f3) automatically has $X^{0}$ as a finitely generating isolating neighborhood. If this turns out to be true, it follows that any two regular nonlinearities $f_{0}, f_{1} \in \Sigma_{\text {reg }}\left(f_{*}\right)$ induce isomorphic homologies. One can then proceed to define the homology for any nongeneric nonlinearity $f_{*}$ as the inverse limit over $\Sigma_{\mathrm{reg}}\left(f_{*}\right)$.
9.3. Direct sum property. We conclude this section with an algebraic property of the traveling wave homology which will be useful when applying the theory to concrete problems.

Lemma 9.10. Let $f$ be a regular nonlinearity and $c>0$. Let $N \subset X^{0}$ be a finitely generating isolating neighborhood for the dynamics associated with $(f, 0, c)$. Suppose $V_{1}, V_{2} \subset X^{0}$ are isolating neighborhoods for the dynamics associated with $(f, 0, c)$, such that $\operatorname{BInv}(N ; f, 0, c)=$ $\operatorname{BInv}\left(V_{1} ; f, 0, c\right) \cup \operatorname{BInv}\left(V_{2} ; f, 0, c\right)$ and $\operatorname{BInv}\left(V_{1} ; f, 0, c\right) \cap \operatorname{BInv}\left(V_{2} ; f, 0, c\right)=\emptyset$. Then

$$
\operatorname{HTW}_{*}(N, f, c)=\operatorname{HTW}_{*}\left(V_{1}, f, c\right) \oplus \operatorname{HTW}_{*}\left(V_{2}, f, c\right)
$$

Proof. Note that without loss of generality we may assume $V_{1} \cap V_{2}=\emptyset$. Fix any $k \in \mathbf{Z}$ and $E>E_{\text {crit }}(k)$. We claim that, for any $g \in \mathcal{B}_{\text {reg }}(\delta)$ with $0<\delta \leqslant \delta_{E}$ sufficiently small, any bounded solution $U$ of the dynamics of (TWE) associated with $(f, g, c)$, and for which $U(t) \in N^{E}$ for all $t \in \mathbf{R}$, has either $U(t) \in \operatorname{int} V_{1}^{E}$ for all $t \in \mathbf{R}$ or $U(t) \in \operatorname{int} V_{2}^{E}$ for all $t \in \mathbf{R}$. Suppose this is not the case. Then one can find a sequence of $\left(g_{n}\right)_{n}$ with $g_{n} \rightarrow 0$ as $n \rightarrow \infty$, bounded solutions $U_{n}$ of (TWE) associated with $\left(f, g_{n}, c\right)$ and such that $U_{n}(t) \in N^{E}$ for all $t \in \mathbf{R}$, and a sequence $\left(t_{n}\right)_{n} \subset \mathbf{R}$ such that $U_{n}\left(t_{n}\right) \notin \operatorname{int} V_{1}^{E} \cup$ int $V_{2}^{E}$ for all $n \in \mathbf{N}$. As discussed in Remark 3.2, $U_{n}\left(\cdot+t_{n}\right)$ converges over a subsequence to a solution $U_{\infty}$ of (TWE) corresponding to $(f, 0, c)$. But then $U_{\infty}(0) \notin \operatorname{int} V_{1}^{E} \cup$ int $V_{2}^{E}$, and since $\mathcal{E}_{f}\left(U_{\infty}(0)\right) \leqslant E$, also $U_{\infty}(0) \notin \operatorname{int} V_{1} \cup \operatorname{int} V_{2}$. However, $U_{\infty}(t) \in N$ for all $t \in \mathbf{R}$. Hence we have constructed a solution $U_{\infty}$ of (TWE) corresponding to $(f, 0, c)$ which is isolated by $N$ but not isolated by either $V_{1}$ or $V_{2}$. This is in contradiction with the hypotheses of the lemma.

We conclude that whenever $g \in \mathcal{B}_{\mathrm{reg}}(\delta)$ and $0<\delta \leqslant \delta_{E}$ is sufficiently small, the sets $N^{E}$, $V_{1}^{E}$, and $V_{2}^{E}$ are isolating neighborhoods for the dynamics of (TWE) associated with ( $f, g, c$ ), and

$$
\operatorname{BInv}\left(N^{E} ; f, g, c\right)=\operatorname{BInv}\left(N^{E} ; f, g, c\right) \cup \operatorname{BInv}\left(N^{E} ; f, g, c\right)
$$

Hence the critical groups satisfy the direct sum property $C_{*}\left(N^{E}\right)=C_{*}\left(V_{1}^{E}\right) \oplus C_{*}\left(V_{2}^{E}\right)$ (here $C_{*}(N)$ denotes the chain group corresponding to a given isolating neighborhood $\left.N\right)$ and the boundary operator $\partial_{k}\left(N^{E}, f, g, c\right)$ factorizes through this direct sum. Hence

$$
\operatorname{HTW}_{k}\left(N^{E}, f, g, c\right)=\operatorname{HTW}_{k}\left(V_{1}^{E}, f, g, c\right) \oplus \operatorname{HTW}_{k}\left(V_{2}^{E}, f, g, c\right)
$$

This is true for any $E$ sufficiently large and $g$ sufficiently small, hence the conclusion of the lemma follows.
10. Applications. In this section we will first compute the traveling wave homology for various classes of nonlinearities and finally give some examples of how this information can be used to derive conclusions about the existence of traveling waves.

In this section we consider nonlinearities $f_{\text {odd }, \pm}$ and $f_{\text {even }, \pm}$ as introduced in (2) and (3). It was already pointed out in Remark 2.3 that these nonlinearities satisfy hypotheses (f1)-(f3). We will compute the traveling wave homologies for these nonlinearities of this form, after which we will show how this information can be used to prove existence of traveling waves in reaction-diffusion equations.

Theorem 10.1. For any regular nonlinearity $f=f_{\text {odd }, \pm}$ or $f=f_{\text {even }, \pm}$, the set $N=X^{0}$ is a finitely generating isolating neighborhood. There exists $a k_{0} \in \mathbf{Z}$ (depending on the chosen normalized Morse index $\mu$ ) such that

$$
\operatorname{HTW}_{k}\left(f_{\text {odd },-}\right) \cong \begin{cases}\mathbf{Z}_{2} & \text { if } k=k_{0} \\ 0 & \text { otherwise }\end{cases}
$$

Furthermore,

$$
\begin{aligned}
\operatorname{HTW}_{*}\left(f_{\text {odd },+}\right) & =0, \\
\operatorname{HTW}_{*}\left(f_{\text {even },-}\right) & =0, \\
\operatorname{HTW}_{*}\left(f_{\text {even },+}\right) & =0 .
\end{aligned}
$$

Proof. We begin with verifying that $X^{0}$ is finitely generating for each of the nonlinearities, so that the homologies are indeed well-defined. We will in fact show that $\Sigma_{\text {fin }}(f)=\Sigma_{\mathrm{reg}}(f)$. This also shows that, in light of Theorem 9.8, all the nonlinearities in $\Sigma_{\text {reg }}(f)$ have isomorphic homologies.

When either $f=f_{\text {odd },-}$, or $f=f_{\text {even },-}$, or $f=f_{\text {even },+}$, this is true because the set of solutions $z$ of

$$
\begin{cases}\Delta z+f(\cdot, z)=0 & \text { on } \Omega, \\ B(z)=0 & \text { on } \partial \Omega\end{cases}
$$

is compact in $H_{B}^{2}(\Omega)$ (see, e.g., [FSV98]), hence $\mathcal{S}(f)$ is finite for regular $f$. Hence $\Sigma_{\text {fin }}(f)=$ $\Sigma_{\text {reg }}(f)$.

When $f=f_{\text {odd, }+}$ the set $\mathcal{S}(f)$ will typically not be finite. Assume that $f$ is regular, and recall from the definition of the normalized Morse index that there exists a constant $m_{0}$ such that for the index of a rest point $Z=(z, 0) \in \mathcal{S}(f)$ we have the following identity:

$$
\begin{equation*}
\mu_{f}(Z)=m_{0}-m_{f}(z) \tag{49}
\end{equation*}
$$

where $m_{f}$ is the classical Morse index

$$
m_{f}(z):=\#\left(\sigma\left(\Delta+f_{u}(x, z)\right) \cap(0, \infty)\right)
$$

For any given $k \in \mathbf{Z}$, a classical result from Bahri and Lions (see [BL92], but also [Yan98, RTZ09, Yu14, HARS12, HHM15]) then gives us a priori bounds on the $L^{\infty}$ norm of rest points $Z$ with a given morse index $m_{f}(z) \leqslant k$. In light of (49) this gives $L^{\infty}$ bounds on $Z$ with a given index $\mu_{f}(Z) \geqslant k$. Thus $\mathcal{S}_{k}\left(X^{0}, f\right)$ is finite for each $k$, i.e., $X^{0}$ is finitely generating for $f$. Thus we again find that $\Sigma_{\text {fin }}(f)=\Sigma_{\text {reg }}(f)$.

We now proceed to the actual computation of the various homologies. Computation of the homology for $f_{\text {odd,-- }}$ requires a different technique from the computation of the homology
for $f_{\text {odd },+}$, but these approaches work for any boundary condition. The homology for the nonlinearities $f_{\text {even,- }}$ and $f_{\text {even, }}$ can be computed using the same technique, but in this case the chosen approach depends on the boundary data.

Computation for $f_{\text {odd,-- }}$. By Theorem 9.8,

$$
\operatorname{HTW}_{*}\left(f_{\text {odd },-}\right) \cong \operatorname{HTW}_{*}\left(f_{\varepsilon}\right),
$$

where

$$
f_{\varepsilon}(x, u)=-|u|^{p-1} u-\varepsilon u .
$$

For $\varepsilon \geqslant 0$, suppose $z$ is a solution of

$$
\begin{cases}\Delta z+f_{\varepsilon}(x, z)=0 & \text { on } \Omega,  \tag{50}\\ B(z)=0 & \text { on } \partial \Omega .\end{cases}
$$

Then

$$
\int_{\Omega}|\nabla z|^{2}+|z|^{p+1}+\varepsilon|z|^{2} \mathrm{~d} x=-\int_{\Omega}\left(\Delta z+f_{\varepsilon}(x, z)\right) z \mathrm{~d} x=0 .
$$

Hence the only solution $z$ of (50) is $z \equiv 0$. Moreover, for $\varepsilon>0$ sufficiently small this rest point is hyperbolic, so that

$$
\operatorname{HTW}_{k}\left(f_{\varepsilon}\right) \cong \begin{cases}\mathbf{Z}_{2} & \text { if } k=\mu_{f_{\varepsilon}}(0) \\ 0 & \text { otherwise }\end{cases}
$$

Computation for $f_{\text {odd },+}$. By Theorem 9.8,

$$
\operatorname{HTW}_{*}\left(f_{\text {odd },+}\right) \cong \operatorname{HTW}_{*}\left(f_{\beta}\right),
$$

where

$$
f_{\beta}(x, u)=|u|^{p-1} u+\beta u+\varphi_{\beta}(x, u) .
$$

Here $\varphi_{\beta}$ is chosen such that any solution $z \in H_{B}^{2}(\Omega)$ of $\Delta z+f_{\beta}(\cdot, z)=0$ is hyperbolic, and $\left\|\partial_{u} \varphi_{\beta}\right\|_{L^{\infty}(\Omega \times \mathbf{R})} \leqslant 1$. Such $\varphi_{\beta}$ exist in light of Theorem 8.1. Note that if $z$ is a solution of $\Delta z+f_{\beta}(\cdot, z)=0$, then for the linearization one has

$$
\Delta+\frac{\partial f_{\beta}}{\partial u}(\cdot, z)=\Delta+p|z|^{p-1}+\beta+\partial_{u} \varphi_{\beta}(x, z) \succeq \Delta+\beta-1,
$$

where " $\succeq$ " denotes the partial ordering on $L^{2}(\Omega)$ induced by the cone of positive operators on $L^{2}(\Omega)$. It then follows from the min-max characterization of eigenvalues of self-adjoint operators (see, e.g., [Eva98]) that

$$
m_{f_{\beta}}(z) \geqslant \#(\sigma(\Delta+\beta-1) \cap(0, \infty)) .
$$

So for any $Z=(z, 0) \in \mathcal{S}\left(f_{\beta}\right)$ it follows that

$$
\mu_{f_{\beta}}(Z)=m_{0}-m_{f_{\beta}}(z) \leqslant m_{0}-\#(\sigma(\Delta+\beta-1) \cap(0, \infty)) .
$$

The right-hand side tends to $-\infty$ as $\beta \rightarrow \infty$. Hence, for each given $k$ we can choose $\beta$ sufficiently large so that $\mathcal{S}_{k}\left(X^{0}, f_{\beta}\right)=\emptyset$, and therefore $\operatorname{HTW}_{k}\left(f_{\beta}\right)=0$.

Computation for $f_{\text {even }, \pm}$, Dirichlet boundary data. By Theorem 9.8,

$$
\operatorname{HTW}_{*}\left(f_{\text {even }, \pm}\right) \cong \operatorname{HTW}_{*}\left(f_{\mu, \pm}\right),
$$

where

$$
f_{\mu, \pm}(x, u)= \pm \mu|u \pm 1|^{p} .
$$

We will argue that for $\mu>0$ sufficiently large, there is no solution to the equation $\Delta z+$ $f_{\mu, \pm}(\cdot, z)=0$. Let us now first discuss the case where $f_{\mu, \pm}=f_{\mu,--}$. Suppose $z \in H_{B}^{2}(\Omega)$ is a solution of

$$
\begin{equation*}
\Delta z+f_{\mu,-}(x, z)=0 . \tag{51}
\end{equation*}
$$

Then $z$ is subharmonic, and zero on $\partial \Omega$, hence by the maximum principle $z \leqslant 0$. So

$$
f_{\mu,-}(x, z)=\left(-|z-1|^{p-2}(z-1)\right)(\mu(z-1)) \leqslant \mu(z-1) \leqslant \mu z .
$$

Furthermore, $z \equiv 0$ is clearly not a solution of (51). Thus $z$ also satisfies

$$
\begin{cases}\Delta z+\mu z \geqslant 0 & \text { on } \Omega,  \tag{52}\\ z \neq 0 & \text { on } \Omega, \\ z \leqslant 0 & \text { on } \Omega, \\ z=0 & \text { on } \partial \Omega .\end{cases}
$$

Let $\lambda_{1}$ be the fundamental eigenvalue of $\Delta$ with Dirichlet boundary data, and let $\varphi_{1}$ be a corresponding eigenfunction. Recall (see, e.g., [Eva98]) that $\lambda_{1}<0$ and we may assume that $\varphi_{1}(x)>0$ for all $x \in \operatorname{int} \Omega$. Now multiply (52) by $\varphi_{1}$ and integrate to obtain

$$
\begin{equation*}
0 \leqslant \int_{\Omega} \varphi_{1} \Delta z+\mu \varphi_{1} z \mathrm{~d} x=\int_{\Omega} z \Delta \varphi_{1}+\mu \varphi_{1} z \mathrm{~d} x=\left(\lambda_{1}+\mu\right) \int_{\Omega} \varphi_{1} z \mathrm{~d} x . \tag{53}
\end{equation*}
$$

Since $z \leqslant 0$ and $z \neq 0$ on $\Omega$, and $\varphi_{1}>0$ on int $\Omega$, the last integral must be strictly negative. But then $\left(\lambda_{1}+\mu\right) \int_{\Omega} \varphi_{1} z \mathrm{~d} x<0$ for $\mu>-\lambda_{1}$, contradicting inequality (53). Hence there can be no solution of (51) whenever $\mu>-\lambda_{1}$. Similarly, for $\mu>-\lambda_{1}$ there are no solutions of $\Delta z+f_{\mu,+}(\cdot, z)=0$ with Dirichlet boundary conditions. Hence for $\mu>-\lambda_{1}$ we have $\operatorname{HTW}_{*}\left(f_{\mu, \pm}\right)=0$.

Computation for $f_{\text {even }, \pm}$, Neumann or periodic boundary data. By Theorem 9.8,

$$
\operatorname{HTW}_{*}\left(f_{\text {even }, \pm}\right) \cong \operatorname{HTW}_{*}\left(f_{ \pm}\right),
$$

where

$$
f_{ \pm}(x, u)= \pm|u|^{p} \pm 1
$$

Now if $z \in H_{B}^{2}(\Omega)$ were a solution of $\Delta z+f_{ \pm}(z)=0$, one would find that

$$
\operatorname{Vol}(\Omega) \leqslant \pm \int_{\Omega} f_{ \pm}(z) \mathrm{d} x=\mp \int_{\Omega} \Delta z \mathrm{~d} x
$$

But by Stokes' theorem and the chosen boundary data, the last integral equals 0 . Hence $\Delta z+f_{ \pm}(z)=0$ does not have any solutions with Neumann or periodic boundary data. Therefore, $\operatorname{HTW}_{*}\left(f_{ \pm}\right)=0$.

With the homologies computed, we can now apply this information to prove existence of traveling wave solutions of (RDE).

Theorem 10.2. Consider any wave speed $c \neq 0$, and let $k \geqslant 1$. Then the following holds:

- If $f=f_{\text {odd,- }}$ and (TWE) has at least $2 k$ distinct hyperbolic stationary solutions, then (RDE) has at least $k$ distinct traveling wave solutions of wave speed $c$. More precisely, to each given hyperbolic stationary solution $Z$ (but with the possible exception of at most one of them), there corresponds at least one traveling wave $U$ such that $\alpha(U)=\{Z\}$ or $\omega(U)=\{Z\}$ (but it is possible that $\omega(U)$, resp., $\alpha(U)$, consist of nonhyperbolic stationary solutions).
- If either $f=f_{\text {odd },+}$, or $f=f_{\text {even },-}$, or $f=f_{\text {even },+,}$, and (TWE) has at least $2 k-1$ distinct hyperbolic stationary solutions, then (RDE) has at least $k$ distinct traveling wave solutions of wave speed c. More precisely, to each given hyperbolic stationary solution $Z$, there corresponds at least one traveling wave $U$ such that $\alpha(U)=\{Z\}$ or $\omega(U)=\{Z\}$ (but it is possible that $\omega(U)$, resp., $\alpha(U)$, consist of nonhyperbolic stationary solutions).
Furthermore, in each of these cases there exists at least one more stationary solution (which might be nonhyperbolic).

Proof. Let us first discuss the case where $f=f_{\text {odd,-- }}$. Fix any $c>0$. Let $S_{1}$ consist of the $2 k$ given hyperbolic stationary solutions of (TWE).

Suppose there exist two points $Z_{1}, Z_{2} \in S_{1}$ such that for both of them there exist no connecting orbit which converges to $Z_{i}$ in either forward or backward time. This means that both $\left\{Z_{1}\right\}$ and $\left\{Z_{2}\right\}$ are connected components of $\operatorname{BInv}\left(X^{0} ; f, 0, c\right)$. Hence we can find mutually disjoint isolating neighborhoods $V_{1}, V_{2}$, and $N$ such that $\left\{Z_{i}\right\}=\operatorname{BInv}\left(V_{i} ; f, 0, c\right)$, and $\operatorname{BInv}\left(X^{0} ; f, 0, c\right)=\operatorname{BInv}\left(V_{1} ; f, 0, c\right) \cup \operatorname{BInv}\left(V_{2} ; f, 0, c\right) \cup \operatorname{BInv}(N ; f, 0, c)$. We claim we can choose a small perturbation $f_{\varepsilon}$ of $f$ such that

1. $f_{\varepsilon}$ is regular,
2. $V_{1}, V_{2}$, and $N$ are isolating neighborhoods for (TWE) associated with ( $f_{\varepsilon}, 0, c$ ), and
3. $\operatorname{BInv}\left(X^{0} ; f_{\varepsilon}, 0, c\right)=\operatorname{BInv}\left(V_{1} ; f_{\varepsilon}, 0, c\right) \cup \operatorname{BInv}\left(V_{2} ; f_{\varepsilon}, 0, c\right) \cup \operatorname{BInv}(N ; f, 0, c)$.

Indeed, set $f_{\varepsilon}:=f+\varphi_{\varepsilon}$, where $\varphi_{\varepsilon}$ is an arbitrarily chosen $\varphi_{\varepsilon} \in \mathcal{F}_{\text {reg }}^{m}$ with $\left\|\varphi_{\varepsilon}\right\|_{\mathcal{F}^{m}} \leqslant \varepsilon$ (recall that $\mathcal{F}_{\text {reg }}^{m}$ and $\|\cdot\|_{\mathcal{F}^{m}}$ are defined in section 8.1). The first property then follows from Theorem 8.1. The fact that the other two properties hold for sufficiently small choices of $\varepsilon$ follows from an argument identical to the one used in the proof of Lemma 9.10.

In light of Theorem 10.1, the isolating neighborhood $X^{0}$ is finitely generating for $f_{\varepsilon}$ (hence so are the isolating neighborhoods $N, V_{1}$, and $V_{2}$ ), and $\operatorname{HTW}_{*}\left(X^{0}, f_{\varepsilon}, c\right)$ is of rank 1 . Since $V_{1}$ and $V_{2}$ each contain exactly one hyperbolic stationary solution of the unperturbed equation (TWE) associated with ( $f, 0, c$ ), it follows from the implicit function theorem that (after choosing a sufficiently small perturbation and shrinking the neighborhoods $V_{1}$ and $V_{2}$ ) they each contain exactly one hyperbolic stationary solution of the perturbed equation (TWE) associated with $\left(f_{\varepsilon}, 0, c\right)$. Hence both $\operatorname{HTW}_{*}\left(V_{1}, f_{\varepsilon}, c\right)$ and $\operatorname{HTW}_{*}\left(V_{2}, f_{\varepsilon}, c\right)$ are of rank 1 .

By invariance and the direct sum property (Lemma 9.10) of the homology,

$$
\operatorname{HTW}_{*}\left(X^{0}, f_{\varepsilon}, c\right)=\operatorname{HTW}_{*}\left(V_{1}, f_{\varepsilon}, c\right) \oplus \operatorname{HTW}_{*}\left(V_{2}, f_{\varepsilon}, c\right) \oplus \operatorname{HTW}_{*}\left(N, f_{\varepsilon}, c\right) .
$$

We have arrived at a contradiction, since the homology on the left-hand side has rank 1 , while the homology on the right-hand side has rank at least 2. From this we conclude that one


Figure 4. Detection of a traveling wave with given wave speed c. When the index of the stationary solution $Z$ does not coincide with the full homology, a heteroclinic orbit $U$ connecting $Z$ to another, unknown, stationary solution must exist. Direction of propagation of the traveling wave depends on whether $Z$ is the $\alpha$ - or $\omega$-limit set of $U$.
of the $Z_{i}$ must have a corresponding bounded solution $U$ of (TWE) associated to the triplet $(f, 0, c)$, such that either $\alpha(U)=\left\{Z_{i}\right\}$ or $\omega(U)=\left\{Z_{i}\right\}$. See also Figure 4 .

For simplicity of the argument, say $Z_{1}$ is the point which is not isolated, and $U$ converges towards it in backward time, i.e., $\alpha(U)=\left\{Z_{1}\right\}$. From Lemma 7.3 it follows that $\omega(U)$ consists of stationary solutions of (TWE), which can be either another one of the hyperbolic stationary solutions or (a family of) nonhyperbolic solution(s). In the first case (that is, $\left\{Z_{3}\right\}=\omega(U)$ is hyperbolic), set $S_{2}:=S_{1} \backslash\left\{Z_{1}, Z_{3}\right\}$. In the latter case (that is, $\omega(U)$ consists of nonhyperbolic solutions), set $S_{2}:=S_{1} \backslash\left\{Z_{1}\right\}$. By repeating the preceding argument with $Z_{1}$ and $Z_{2}$ replaced by points $\widetilde{Z}_{1}, \widetilde{Z}_{2} \in S_{2}$, we prove the existence of another connecting orbit which is distinct from the one previously found. We can iterate this procedure $k$ times, at which point the iteration terminates since we can no longer guarantee that $\# S_{k} \geqslant 2$.

In the other cases, when either $f=f_{\text {odd },+}$, or $f=f_{\text {even },-}$, or $f=f_{\text {even },+}$, a similar argument shows that the existence of a single isolated rest point $Z$ is already excluded. This again relies on the direct sum property, combined with the fact that for these nonlinearities the full homology $\operatorname{HTW}_{*}\left(X^{0}, f, c\right)$ is of rank 0 .

Appendix A. Fredholm theory. Let $\mathfrak{L}$ and $\mathfrak{L}_{\text {hyp }}$ be as defined in section 5. In this appendix we will fill in some details about the Fredholm theory for the operator

$$
\begin{aligned}
& \mathcal{D}_{L}: W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right) \rightarrow L^{2}\left(\mathbf{R} ; X^{0}\right), \\
& \mathcal{D}_{L} W=\partial_{t} W+L(t) W,
\end{aligned}
$$

where $L \in C^{0}(\mathbf{R} ; \mathfrak{L})$ is such that the limits $L_{ \pm}=\lim _{t \rightarrow \pm \infty} L(t)$ exist in the uniform operator topology on $\mathcal{L}\left(X^{1}, X^{0}\right)$, and $L_{ \pm} \in \mathfrak{L}_{\text {hyp }}$.
A.1. Fredholm alternative for $\mathcal{D}_{L}$. We will use the results from [Rab04]. Let us first cite a simplified version of the main result from said article.

Theorem A. 1 (see [Rab04]). Let $H$ be a Hilbert space and $W \subset H$ a normed space. Let $(L(t))_{t \in \mathbf{R}}$ be a family of unbounded operators on $H$ with common domain $W$. Assume that the following holds:

1. $W$ is a Banach space and the embedding $W \hookrightarrow H$ is continuous, compact, and dense.
2. $L \in C^{0}(\mathbf{R}, \mathcal{L}(W, H))$.
3. There are operators $L_{-}, L_{+} \in G L(W, H)$ such that

$$
\lim _{t \rightarrow \infty}\left\|L(t)-L_{+}\right\|_{\mathcal{L}(W, H)}=\lim _{t \rightarrow-\infty}\left\|L(t)-L_{-}\right\|_{\mathcal{L}(W, H)}=0
$$

4. For every $t \in \mathbf{R} \cup\{ \pm \infty\}$ there exist constants $C_{0}(t)>0$ and $R_{0}(t)>0$ such that

$$
\left\|\lambda(L(t)-i \lambda)^{-1}\right\|_{\mathcal{L}(H)} \leqslant C_{0}(t) \quad \text { for all } \quad \lambda \in \mathbf{R},|\lambda| \geqslant R_{0}(t)
$$

5. $\sigma\left(L_{ \pm}\right) \cap i \mathbf{R}=\emptyset$.

Then the operator $\partial_{t}+L(t)$ is Fredholm from $W^{1, p}(\mathbf{R} ; H, W)$ to $L^{p}(\mathbf{R} ; H)$ for every $p \in(1, \infty)$.
Note that, in contrast to the classical Robbin-Salamon theorem [RS95], the operators $L(t)$ do not have to be symmetric. In fact, the spectrum may cross the imaginary axis, as long as we remain in control of the resolvent as per property 4.

In our case, $W=X^{1}$ and $H=X^{0}$. It is then obvious that properties $1,2,3$, and 5 hold. The fact that also property 4 is satisfied is the content of Lemma 5.2.

Theorem A. 1 combined with Lemma 5.2 shows that $\mathcal{D}_{L}$ is a Fredholm operator. The index is independent of the particular choice of the path $L$ but only depends on the hyperbolic limits $L_{-}, L_{+}$. To see why, let $L^{\prime} \in C^{0}(\mathbf{R} ; \mathfrak{L})$ be another curve with $L(t) \rightarrow L_{ \pm}$as $t \rightarrow \pm \infty$, convergence in the uniform operator topology on $\mathcal{L}\left(X^{1}, X^{0}\right)$. Then for each $t \in \mathbf{R}$

$$
L(t)-L^{\prime}(t)=\left(\begin{array}{cc}
0 & 0 \\
L_{1}(t)-L_{1}^{\prime}(t) & L_{2}(t)-L_{2}^{\prime}(t)
\end{array}\right)
$$

note that this is a bounded operator from $X^{0}$ to $X^{0}$ and therefore compact operator from $X^{1}$ to $X^{0}$. Moreover, $L-L^{\prime} \in C^{0}\left(\mathbf{R}, \mathcal{L}\left(X^{1}, X^{0}\right)\right)$, and $L(t)-L^{\prime}(t) \rightarrow 0$ as $t \rightarrow \pm \infty$. Hence the induced multiplication operator $L-L^{\prime}$ is compact from $W^{1, p}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ to $L^{2}\left(\mathbf{R} ; X^{0}\right)$; see [Rab04]. Consequently, $\operatorname{ind}\left(\mathcal{D}_{L}\right)=\operatorname{ind}\left(\mathcal{D}_{L^{\prime}}\right)$.

Summarizing these observations, we have the following theorem.
Theorem A.2. Let $L \in C^{0}(\mathbf{R} ; \mathfrak{L})$ be such that $L(t) \rightarrow L_{ \pm}$as $t \rightarrow \pm \infty$ in the uniform operator topology on $\mathcal{L}\left(X^{1}, X^{0}\right)$, where $L_{ \pm} \in \mathfrak{L}_{\text {hyp }}$. Then the map $\mathcal{D}_{L}$ is Fredholm from $W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)$ to $L^{2}\left(\mathbf{R} ; X^{0}\right)$, and its index depends only on the endpoints $L_{-}, L_{+}$.

This allows us to define a relative index:

$$
\begin{aligned}
& \nu: \mathfrak{L}_{\text {hyp }} \times \mathfrak{L}_{\text {hyp }} \rightarrow \mathbf{Z} \\
& \nu\left(L_{-}, L_{+}\right)=\operatorname{ind}\left(\mathcal{D}_{L}\right)
\end{aligned}
$$

A.2. Transitivity. We now prove Lemma 5.4.

Lemma A.3. Let $L_{\alpha}, L_{\beta}, L_{\gamma} \in \mathfrak{L}_{\text {hyp }}$. Then

$$
\begin{array}{ll}
\nu\left(L_{\alpha}, L_{\beta}\right)=-\nu\left(L_{\beta}, L_{\alpha}\right) & \text { (antisymmetry) } \\
\nu\left(L_{\alpha}, L_{\gamma}\right)=\nu\left(L_{\alpha}, L_{\beta}\right)+\nu\left(L_{\beta}, L_{\gamma}\right) & (\text { (cyclicity })
\end{array}
$$

Proof. This proof is an adaptation of the argument given in [RS95]. First we note that the antisymmetry follows from the cyclicity. Indeed, since $\sigma\left(L_{\alpha}\right) \cap i \mathbf{R}=\emptyset$ and Lemma 5.2 is applicable, the operator

$$
\mathcal{D}_{L_{\alpha}}=\partial_{t}+L_{\alpha}: W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right) \rightarrow L^{2}\left(\mathbf{R} ; X^{0}\right)
$$

is invertible; see [Rab03] for details. Consequently,

$$
\nu\left(L_{\alpha}, L_{\beta}\right)+\nu\left(L_{\beta}, L_{\alpha}\right)=\nu\left(L_{\alpha}, L_{\alpha}\right)=\operatorname{ind}\left(\mathcal{D}_{L_{\alpha}}\right)=0
$$

To prove the cyclicity we first choose paths $L_{\alpha \beta}, L_{\beta \gamma} \in C^{0}(\mathbf{R} ; \mathfrak{L})$ such that $L_{\alpha \beta}(t)=L_{\alpha}$ for $t \leqslant-1, L_{\alpha \beta}(t)=L_{\beta}$ for $t \geqslant 1, L_{\beta \gamma}(t)=L_{\beta}$ for $t \leqslant-1, L_{\beta \gamma}(t)=L_{\gamma}$ for $t \geqslant 1$. Moreover, given $T \geqslant 0$ let $L_{\alpha \gamma} \in C^{0}(\mathbf{R} ; \mathfrak{L})$ be defined by

$$
L_{\alpha \gamma}(t)= \begin{cases}L_{\alpha \beta}(t+T+1) & \text { for } t \leqslant 0 \\ L_{\beta \gamma}(t-T-1) & \text { for } t \geqslant 0\end{cases}
$$

Consider the operators

$$
\begin{aligned}
& M=\partial_{t}+\left(\begin{array}{cc}
L_{\alpha \beta} & 0 \\
0 & L_{\beta \gamma}
\end{array}\right) \\
& N=\partial_{t}+\left(\begin{array}{cc}
L_{\alpha \gamma} & 0 \\
0 & L_{\beta}
\end{array}\right) .
\end{aligned}
$$

These are bounded Fredholm operators from

$$
\mathcal{X}:=W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right) \times W^{1,2}\left(\mathbf{R} ; X^{0}, X^{1}\right)
$$

to

$$
\mathcal{Y}:=L^{2}\left(\mathbf{R} ; X^{0}\right) \times L^{2}\left(\mathbf{R} ; X^{0}\right)
$$

We have $\operatorname{ind}(M)=\nu\left(L_{\alpha}, L_{\beta}\right)+\nu\left(L_{\beta}, L_{\gamma}\right)$ and $\operatorname{ind}(N)=\nu\left(L_{\alpha}, L_{\gamma}\right)+\nu\left(L_{\beta}, L_{\beta}\right)=\nu\left(L_{\alpha}, L_{\gamma}\right)$. Hence we need to prove that $\operatorname{ind}(M)=\operatorname{ind}(N)$.

Let $\eta \in C^{\infty}(\mathbf{R})$ be such that $\eta(t)=0$ for $t \leqslant-1$, and $\eta(t)=\pi / 2$ for $t \geqslant 1$, and define

$$
R(t)=\left(\begin{array}{cc}
\cos (\eta(t / T)) & \sin (\eta(t / T)) \\
-\sin (\eta(t / T)) & \cos (\eta(t / T))
\end{array}\right)
$$

Then $R$ induces automorphisms of both $\mathcal{X}$ and $\mathcal{Y}$. Hence we can conjugate $N$ with $R$ without changing the Fredholm index. Computing the conjugate yields

$$
\left(R^{-1} N R\right)(t)=\partial_{t}+I(t)+J(t)+K(t)
$$

where

$$
\begin{gathered}
I(t)=\frac{\eta^{\prime}(t)}{T}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \\
J(t)=\left(\begin{array}{cc}
\cos ^{2}(\eta(t / T)) L_{\alpha \gamma}(t)+\sin ^{2}(\eta(t / T)) L_{\beta} & 0 \\
0 & \cos ^{2}(\eta(t / T)) L_{\beta}+\sin ^{2}(\eta(t / T)) L_{\alpha \gamma}(t)
\end{array}\right), \\
K(t)=\cos (\eta(t / T)) \sin (\eta(t / T))\left(\begin{array}{cc}
0 & L_{\alpha \gamma}(t)-L_{\beta} \\
L_{\alpha \gamma}(t)-L_{\beta} & 0
\end{array}\right) .
\end{gathered}
$$

Since $I \rightarrow 0$ in the uniform operator topology on $\mathcal{L}(\mathcal{X}, \mathcal{Y})$ as $T \rightarrow \infty$, continuity of the Fredholm index implies that after choosing $T$ sufficiently large, $\operatorname{ind}(N)=\operatorname{ind}\left(R^{-1} N R\right)=$ $\operatorname{ind}\left(\partial_{t}+J+K\right)$. Observe that $L_{\alpha \gamma}(t)=L_{\alpha \beta}(t+T+1)$ for $-\infty<t \leqslant T$, so that
$\cos ^{2}(\eta(t / T)) L_{\alpha \gamma}(t)+\sin ^{2}(\eta(t / T)) L_{\beta}(t)=L_{\alpha \beta}(t+T+1)+\sin ^{2}(\eta(t / T))\left(L_{\beta}-L_{\alpha \beta}(t+T+1)\right)$
for all $t \in \mathbf{R}$. Since $L_{\alpha \beta}(t+T+1)=L_{\beta}$ for $t \geqslant-T$, in fact

$$
\cos ^{2}(\eta(t / T)) L_{\alpha \gamma}(t)+\sin ^{2}(\eta(t / T)) L_{\beta}(t)=L_{\alpha \beta}(t+T+1)
$$

Using a similar computation for the other nonzero entry in $J(t)$ one sees that

$$
J(t)=\left(\begin{array}{cc}
L_{\alpha \beta}(t+T+1) & 0 \\
0 & L_{\beta \gamma}(t-T-1)
\end{array}\right) .
$$

Similarly one can verify that $K(t)=0$ for all $t \in[-T, T]$ (and hence $K(t)=0$ for all $t \in \mathbf{R}$ ).
Let $S \in \mathcal{L}(\mathcal{Y})$ be the shift operator $S(U, V)(t)=(U(t+T+1), V(t-T-1))$. Note that $S$ is an automorphism of $\mathcal{Y}$ and restricts to an automorphism of $\mathcal{X}$. So we can let $S$ act on $\mathcal{L}(\mathcal{X}, \mathcal{Y})$ via conjugation. Note that $S$ commutes with $\partial_{t}$, and

$$
S^{-1} J S=\left(\begin{array}{cc}
L_{\alpha \beta} & 0 \\
0 & L_{\beta \gamma}
\end{array}\right)
$$

so that $S^{-1}\left(\partial_{t}+J\right) S=\partial_{t}+S^{-1} J S=M$. Hence

$$
\operatorname{ind}(N)=\operatorname{ind}\left(S^{-1} R^{-1} N R S\right)=\operatorname{ind}\left(S^{-1}\left(\partial_{t}+J\right) S\right)=\operatorname{ind}(M)
$$

thus concluding the proof.
Appendix B. Exponential dichotomy along heteroclinic orbits. Here we give some details as to why the linearization of (TWE) along heteroclinic orbits possesses an exponential dichotomy. We begin with citing a simplified version of the main theorem from [PSS97].

Theorem B. 1 (see [PSS97]). Let $X^{0}$ be a reflexive Banach space and $L: \mathcal{D}(L) \rightarrow X^{0}{ }_{a}$ closed, possibly unbounded operator such that $X^{1}:=\mathcal{D}(L)$ is dense in $X^{0}$. Let $X^{1}$ be equipped with the graph norm of $L$, i.e., $\|u\|_{X^{1}}=\left(\|u\|_{X^{0}}^{2}+\|L u\|_{X^{0}}^{2}\right)^{1 / 2}$. Let $J=\left[\tau_{0}, \infty\right)$ and suppose that $B \in C^{0}\left(J, \mathcal{L}\left(X^{0}\right)\right)$ is Lipschitz continuous. Consider the abstract differential equation

$$
\begin{equation*}
\partial_{t} W(t)+(L+B(t)) W(t)=0, \quad W \in C^{0}\left(J ; X^{1}\right) \cap C^{1}\left(\operatorname{int} J ; X^{0}, X^{1}\right) . \tag{54}
\end{equation*}
$$

Assume that the following four conditions are satisfied:

1. There exists a constant $C$ such that

$$
\begin{equation*}
\left\|(L-i \mu)^{-1}\right\|_{\mathcal{L}\left(X^{0}\right)} \leqslant \frac{C}{1+|\mu|} \tag{55}
\end{equation*}
$$

for all $\mu \in \mathbf{R}$. Assume that there is a projection $P_{-} \in \mathcal{L}\left(X^{0}\right)$ such that $L^{-1}$ and $P_{-}$ commute. Furthermore, assume there exists a constant $\delta>0$ such that $\mathfrak{R e} \lambda<-\delta$ for $\lambda \in \sigma\left(L P_{-}\right)$and $\mathfrak{R e} \lambda>\delta$ for $\lambda \in \sigma\left(L\left(1-P_{-}\right)\right)$.
2. It holds that $\|B(t)\|_{\mathcal{L}\left(X^{0}\right)} \rightarrow 0$ as $t \rightarrow \infty$.
3. The operator $L$ has compact resolvent.
4. The only solution $W$ of (54) such that $\sup _{t \in J}\|W(t)\|_{X^{0}}<\infty$ and $W(0)=0$ is the trivial solution $W \equiv 0$.
Then (54) has an exponential dichotomy in $X^{0}$ on the interval $J$ with rate $\gamma$ for any $0 \leqslant \gamma<\delta$. In particular, there exists $K>0$ such that if $W$ is a solution of (54) with $\sup _{t \in J}\|W(t)\|_{X^{0}}<\infty$, it holds that

$$
\|W(t)\|_{X^{0}} \leqslant K e^{-\gamma|t-\tau|}\|W(\tau)\|_{X^{0}} \quad \text { for } \quad t \geqslant \tau \geqslant \tau_{0}
$$

We need to check that this theorem applies to our linearized equation. Suppose hypotheses (f1)-(f3) and (g1)-(g3) are satisfied. Let $U$ be a solution of (TWE) such that $U(t) \rightarrow Z$ in $X^{0}$ as $t \rightarrow \infty$, where $Z \in \mathcal{S}$ is a hyperbolic rest point. Define $J=[0, \infty)$. We decompose

$$
\mathrm{d} A(U(t))=L+B(t)
$$

where $L=\mathrm{d} A\left(Z_{+}\right) \in \mathcal{L}\left(X^{1}, X^{0}\right)$, and

$$
B(t)=\left(\begin{array}{cc}
0 & 0 \\
f_{u}(x, u(t, x))-f_{u}(x, z(x)) & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
\partial_{1} g(x, U(t)) & \partial_{2} g(x, U(t))
\end{array}\right) .
$$

Here $\partial_{1} g(x,(u, v)):=\frac{\partial g(x,(u, v))}{\partial u}$ and $\partial_{2} g(x,(u, v)):=\frac{\partial g(x,(u, v))}{\partial v}$.
Let us now construct the projections needed in condition 1 of Theorem B.1. First, let $\left\{\mu_{n}\right\}_{n}$ be the eigenvalues (counting multiplicity) of $\Delta+f_{u}(x, z(x))$, arranged in decreasing order. Let $k_{0}$ be such that $\mu_{k_{0}+1}<0<\mu_{k_{0}}$, let $k_{c}$ be such that $\mu_{k_{c}+1}<c^{2} / 4 \leqslant \mu_{k_{c}}$, and let $k_{\text {def }}$ denote the number of eigenvalues which are equal to $c^{2} / 4$.

Let $\left(\varphi_{n}\right)_{n}$ be an orthonormal basis for $H_{B}^{1}(\Omega)$ consisting of eigenfunctions for $\Delta+f_{u}(\cdot, z)$, arranged so that $\varphi_{n}$ is an eigenfunction corresponding to the eigenvalue $\mu_{n}$. Then $L$ has eigenvalues

$$
\lambda_{n}^{ \pm}=-\frac{c}{2} \pm \frac{1}{2} \sqrt{c^{2}-4 \mu_{n}}
$$

with corresponding eigenfunctions $\Psi_{n}^{ \pm}$given by

$$
\Psi_{n}^{ \pm}=\binom{\varphi_{n}}{-\lambda_{n}^{ \pm} \varphi_{n}}
$$

A direct computation shows that these eigenfunctions are orthogonal in $X^{0}$. If $\mu_{n}=c^{2} / 4$ (i.e., when $k_{\text {def }} \geqslant 1$ and $k_{c}-k_{\text {def }} \leqslant n \leqslant k_{c}$ ), then $\lambda_{n}^{ \pm}=-c / 2$ is a defective eigenvalue of $L$ and a corresponding generalized eigenfunction is given by

$$
\widetilde{\Psi}_{n}=\binom{0}{\varphi_{n}}
$$

Also, note that for $1 \leqslant n \leqslant k_{c}$, we have

$$
\mathfrak{R e} \Psi_{n}^{ \pm}=\binom{\varphi_{n}}{\frac{c}{2} \varphi_{n}} \quad \text { and } \quad \mathfrak{I m} \Psi_{n}^{ \pm}=\binom{0}{\mp \frac{1}{2} \sqrt{4 \mu_{n}-c^{2}} \varphi_{n}}
$$

Define

$$
\begin{aligned}
E_{-}:=\operatorname{span}\left(\left\{\mathfrak{R e} \Psi_{n}^{-}, \mathfrak{I m} \Psi_{n}^{-}: n \geqslant 1\right\}\right. & \cup\left\{\mathfrak{R e} \Psi_{n}^{+}, \mathfrak{I m} \Psi_{n}^{+}: 1 \leqslant n \leqslant k_{0}\right\} \\
& \left.\cup\left\{\widetilde{\Psi}_{n}: \mu_{n}=c^{2} / 4\right\}\right)
\end{aligned}
$$

and

$$
E_{+}:=\operatorname{span}\left\{\Psi_{n}^{+}: n \geqslant k_{0}+1\right\} .
$$

Denote by $\overline{E_{-}}$and $\overline{E_{+}}$the closure of $E_{-}$and $E_{+}$in $X^{0}$.
We claim that $X^{0}=\overline{E_{-}} \oplus \overline{E_{+}}$. First note that if $\left(a_{n}\right)_{n} \in \ell^{2}(\mathbf{N})$, then $\sum_{n=k_{c}+1}^{\infty} a_{n} \Psi_{n}^{+}$ converges in $X^{0}$. Indeed,

$$
\begin{equation*}
\left\|\sum_{n=i}^{j} a_{n} \Psi_{n}^{+}\right\|_{X^{0}}^{2}=\left\|\sum_{n=i}^{j} a_{n} \varphi_{n}\right\|_{H_{B}^{1}(\Omega)}^{2}+\left\|\sum_{n=i}^{j} a_{n} \lambda_{n}^{+} \varphi_{n}\right\|_{L^{2}(\Omega)}^{2}=\sum_{n=i}^{j}\left(1+\left|\lambda_{n}^{+}\right|^{2}\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2}\right)\left|a_{n}\right|^{2}, \tag{56}
\end{equation*}
$$

and we need to check that the right-hand side tends to zero as $i, j \rightarrow \infty$. Note that, since $\left\|\varphi_{n}\right\|_{H_{B}^{1}(\Omega)}=1$,

$$
-\mu_{n}\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2}=\left\|\nabla \varphi_{n}\right\|_{L^{2}(\Omega)}^{2}-\left\langle f_{u}(\cdot, z) \varphi_{n}, \varphi_{n}\right\rangle_{L^{2}(\Omega)} \leqslant 1+\left\|f_{u}(\cdot, z)\right\|_{L^{\infty}(\Omega)},
$$

and since $-\mu_{n} \rightarrow \infty$ as $n \rightarrow \infty$ it follows that $\left\|\varphi_{n}\right\|_{L^{2}(\Omega)} \rightarrow 0$ as $n \rightarrow \infty$. Then, since

$$
\begin{aligned}
-\mu_{n}\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2} & =\left\|\varphi_{n}\right\|_{H_{B}^{1}(\Omega)}^{2}-\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2}-\left\langle f_{u}(\cdot, z) \varphi_{n}, \varphi_{n}\right\rangle_{L^{2}(\Omega)} \\
& =1-\left\langle\left(1+f_{u}(\cdot, z)\right) \varphi_{n}, \varphi_{n}\right\rangle_{L^{2}(\Omega)},
\end{aligned}
$$

we see that $-\mu_{n}\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2} \sim 1$ as $n \rightarrow \infty$ (here " $\sim$ " denotes asymptotic equivalence of sequences). Since $\left|\lambda_{n}^{+}\right|^{2} \sim-\mu_{n}$ as $n \rightarrow \infty$, it now follows that the right-hand side in (56) tends to 0 as $i, j \rightarrow \infty$. An identical computation shows that $\left(a_{n}\right)_{n} \in \ell^{2}(\mathbf{N})$, then $\sum_{n=k_{c}+1}^{\infty} a_{n} \Psi_{n}^{-}$ converges in $X^{0}$. Thus $\overline{E_{-}}+\overline{E_{+}}$contains elements of the form

$$
\begin{aligned}
\binom{x}{y}=\sum_{n=1}^{k_{c}} a_{n}\binom{\varphi_{n}}{\frac{c}{2} \varphi_{n}}+\sum_{n=1}^{k_{c}-k_{\text {def }}} b_{n}\left(\begin{array}{c}
\frac{1}{2} \sqrt{4 \mu_{n}-c^{2}} \varphi_{n}
\end{array}\right)+\sum_{n=k_{c}-k_{\text {def }+1}}^{k_{c}} b_{n}\binom{0}{\varphi_{n}} \\
+\sum_{n=k_{c}+1}^{\infty} a_{n}\binom{\varphi_{n}}{\lambda_{n}^{+} \varphi_{n}}+\sum_{n=k_{c}+1}^{\infty} b_{n}\binom{\varphi_{n}}{\lambda_{n}^{-} \varphi_{n}},
\end{aligned}
$$

where $\left(a_{n}\right)_{n},\left(b_{n}\right)_{n} \in \ell^{2}(\mathbf{N})$. To see why any $(x, y) \in X^{0}$ is of this form, write $x=\sum_{n=1}^{\infty} c_{n} \varphi_{n}$ and $y=\sum_{n=1}^{\infty} d_{n} \varphi_{n}$, where $\left(c_{n}\right)_{n} \in \ell^{2}(\mathbf{N})$ and $\left(\left\|\varphi_{n}\right\|_{L^{2}(\Omega)} d_{n}\right)_{n} \in \ell^{2}(\mathbf{N})$. Set

$$
\begin{cases} \begin{cases}a_{n}=c_{n} \\
b_{n}=-\frac{c}{\sqrt{4 \mu_{n}-c^{2}}} c_{n}+\frac{2}{\sqrt{4 \mu_{n}-c^{2}}} d_{n}, & n \leqslant k_{c}-k_{\mathrm{def}},\end{cases} \\
\begin{cases}a_{n}=c_{n}, \\
b_{n} & =-\frac{c}{2} c_{n}+d_{n}, \\
\left\{\begin{array}{l}
c
\end{array}\right. \\
\begin{cases}a_{n}=\frac{\lambda_{n}^{-}}{\lambda_{n}^{-}-\lambda_{n}^{+}} c_{n}-\frac{1}{\lambda_{n}^{-}-\lambda_{n}^{+}} d_{n}, \\
b_{n} & =-\frac{\lambda_{n}^{+}}{\lambda_{n}^{-}-\lambda_{n}^{+}} c_{n}+\frac{1}{\lambda_{n}^{-}-\lambda_{n}^{+}} d_{n},\end{cases} & n \geqslant k_{c}+1 .\end{cases} \end{cases}
$$

Note that, as $n \rightarrow \infty$,

$$
\left|\frac{\lambda_{n}^{ \pm}}{\lambda_{n}^{-}-\lambda_{n}^{+}}\right|^{2} \sim \frac{1}{4} \quad \text { and } \quad\left|\frac{1}{\lambda_{n}^{-}-\lambda_{n}^{+}}\right|^{2} \sim-\frac{1}{4 \mu_{n}} \sim \frac{1}{4}\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2}
$$

Hence $\left(a_{n}\right)_{n},\left(b_{n}\right)_{n} \in \ell^{2}(\mathbf{N})$, and since $a_{n} \varphi_{n}+b_{n} \varphi_{n}=c_{n} \varphi_{n}$ and $a_{n} \lambda_{n}^{+} \varphi_{n}+b_{n} \lambda_{n}^{-} \varphi_{n}=d_{n} \varphi_{n}$, this proves that $(x, y) \in \overline{E_{-}}+\overline{E_{+}}$. Since $E_{-}$and $E_{+}$are orthogonal in $X^{0}$, it follows that $\overline{E_{-}} \cap \overline{E_{+}}=\{0\}$. Thus $X^{0}=\overline{E_{-}} \oplus \overline{E_{+}}$.

Let $P_{-}$be the projection onto $\overline{E_{-}}$along $\overline{E_{+}}$. Then $P_{-}$commutes with $L^{-1}$. The construction of the sets $\overline{E_{ \pm}}$ensures that $\mathfrak{R e} \lambda<-\delta$ for $\lambda \in \sigma\left(A P_{-}\right)$and $\mathfrak{R e} \lambda>\delta$ for $\lambda \in \sigma\left(A\left(1-P_{-}\right)\right)$. Finally, estimate (55) is a special case of the result from Lemma 5.2. Hence condition 1 of Theorem B. 1 is satisfied.

Note that $B \in C^{1}\left(J, \mathcal{L}\left(X^{0}\right)\right)$ and $\|B(t)\|_{\mathcal{L}\left(X^{0}\right)} \rightarrow 0$ as $t \rightarrow \infty$, hence $B$ is Lipschitz continuous. Thus condition 2 of Theorem B. 1 is also satisfied. Since the embedding $X^{1} \hookrightarrow X^{0}$ is compact, $L$ has compact resolvent. Hence condition 3 of Theorem B. 1 is satisfied.

To ensure condition 4 of Theorem B. 1 is satisfied we need to assume that the nonlinearity $f$ is of class $C^{4}$. Recalling from section 3 that $U \in C_{b}^{4}\left(\mathbf{R} ; X^{0}, \ldots, X^{3}\right)$, we see that

$$
B \in C^{3}\left(\operatorname{int} J, \mathcal{L}\left(X^{0}\right)\right) \cap C^{2}\left(\operatorname{int} J, \mathcal{L}\left(X^{1}\right)\right) \cap C^{1}\left(\operatorname{int} J, \mathcal{L}\left(X^{2}\right)\right) \cap C^{0}\left(J, \mathcal{L}\left(X^{3}\right)\right) .
$$

In turn elliptic regularity theory implies that $w \in C^{4}\left(\operatorname{int} J, L^{2}(\Omega)\right)$ (where $W=\left(w, \partial_{t} w\right)$ ). Together with the mean value theorem this ensures that if $W(0)=0$, then $w$ satisfies the decay estimates (26) from Lemma 4.2 around $t=0$. Hence by Lemma 4.2, $w(t)=0$ and hence $W(t)=0$ for $t$ in a neighborhood of 0 . By an argument similar to the proof of Theorem 4.3 one then finds that $W \equiv 0$.

The preceding discussion shows that the linearized equation posesses an exponential dichotomy on $X^{0}$ with some rate $\gamma>0$ on the time interval $J=\left[\tau_{0}, \infty\right)$, provided that the nonlinearity $f$ is of class $C^{m}$ with $m \geqslant 4$.
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