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1. Introduction: Law, Information Technology,
and Artificial Intelligence

Anja Oskamp
Arno R. Lodder

1.1. Information Technology and Lawyers

Information Technology and lawyers, at first siglot the most natural combina-
tion one can think of. Information Technology istfaschematic, and futuristic;
lawyers are cautious, verbose, and old-fashionede\bne of the authors once
told a chemist he was working in the field of ITL&w, the first reaction was: “Is
there any connection between the two at all?” Tas back in 1995. The influ-
ence of IT and in particular the internet on lavg bacome ever greater since, and
also the use of IT and in particular the interngtidwyers (the side of the IT &
Law diptych this book focuses on) has increasedifsigntly. Currently there is
indeed a connection between IT & Law that is alEarcto people outside the
field, viz. IT plays a central role in law, legalgatice and legal research. The reli-
ance on technology has even become so great thatauid say the combination
Information Technology and lawyers has become arahione. Not everyone
seems to be convinced of the benefits of Infornmaliechnology though:

“Despite impressive advances, IT still remains prém error and less easy to use than
fixed-line telephones and typewriters, for instahce

This quote seems to originate from 1984, or may®@41and right now it is
2004. Surprisingly, this quote is from Schafer @0 irst of all, one might doubt
the convenience of a typewriter in comparison witbdern computing facilities.
What the author possibly means to say is that dmeénk is on the paper the fixed
text normally remains there for years to come. filtere of the bits and bytes in
any file are less certain. Nonetheless, typewritense faded away over the last 10
years and it will be quite hard to find a workiygéwriter in any office, including
lawyer's offices. This was not the case at the tieigig of the 1980s when the per-
sonal computer appeared. At that time most lawyes reluctant to switch to
electronic media and abided by pen, paper, typergriaind Dictaphones, although
in some countries, like the US, databases with qutests were already widely
used. In other countries, mostly those with a sdayulegal system, this was not
the case.

In the 1980s only few lawyers might have realizke $ocial impact of Infor-
mation Technology in the years to come. Abouttielibver a decade later, at the
time most lawyers started to actually use computarsheir office work, an ex-
tremely influential new phenomenon appeared: thelthide Web. Dedicated
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programs such as Mosaic, Netscape and InternebEetphllowed to easily ‘surf’
from one computer to another following hyperlinkhe large number of com-
puters attached to the Net opened up an almositm&ource of legal information
for both lawyers and layman. With the increasehef tumber of legal sources on
the internet, clients got the opportunity to estdbtheir position by browsing and
searching online legal documentation. Like physisiavho are confronted with
diagnoses from their patients based on Internefcesulegal professionals often
have to spend more time on correcting all the wriniegs that took shape in the
heads of their clients than on analyzing and adgisr his illustrates that despite
the wealth of legal information, the role of lawgeemains importarit Rabino-
vich-Einy (2003) rightly observes:

“Since human capacity is limited, no matter how mirdormation is disseminated we
will have no choice but to rely on others to sart for us what is relevant and reliable. In
fact, it may be that the prodigious and unpreceztéstipply - some would say oversupply
— of information makes the interpretation of experore necessary, not less.”

In addition to making use of all the informationadable on the Internet, al-
most every minute of their working day lawyers,bptactitioners and academics,
use Information Technology: E-mail for communicatiavord processors for writ-
ing, data bases to retrieve information, and kndgéesystems to get support. The
latter are still not so often used as was expe2fegears ago, but in some domains
they are used on large scale, e.g. in tax law acthlswelfare law. Already in
1975 the first legal expert system was made publithe UK in the domain of
welfare benefits. The system determined the eligitfor benefits and produced a
letter of advice to the client.

It will be clear already that the field of IT & Ladeals with a wide range of
topics. This book provides an introduction into amgerview of both practical
matters and research issues in the field we namé&iichinformatietechnologie
voor juristen(Oskamp & Lodder 1999), which can be loosely tratesl intoln-
formation Technology for lawyer8y that term we mean to cover the practical
use of IT to support lawyers or others workingtia field of law, as well research
topics regarding the use of IT in law. This booktzins seven chapters including
this introductory chapter. A wide range of subjeotshe field of IT for lawyers
are covered, such as reasoning with cases, documssetnbly, and Internet and
lawyers.

The remainder of this chapter is structured a®¥adl First we shed some fur-
ther light on the two sides of IT & Law (1.2), foWwed by an introduction of some
basic concepts that will be used throughout thekbjda3). We continue with a
taxonomy of the different types of IT support famyers (1.4). Subsequently the
domains of Artificial Intelligence (1.5) and Al &dw (1.6) are introduced. Sec-
tion 1.7 describes a recent development that biogsther the previously mostly

! Susskind (1998, p. 291-292) defends a somewhiarelift position. He believes that the
future role of lawyers is either to advise in caskgreat complexity or to design legal in-
formation services.
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separately studied legal and technical angle ofITaw: the two areas are con-
verging into one topic of research in several aitrstudies. The structure of the
book is discussed in section 1.8.

1.2. Information Technology & Law

From the perspective of lawyers Information Tecbggl& Law is a young field.
It goes back only a few decades. From an IT-petsggmn the other hand, IT &
Law is rather old. This observation clarifies thffedence between the two disci-
plines: the law goes back centuries if not millemns? while IT did not emerge
until the second half of the last century. The lefyamain thus knows a long his-
tory and tradition in which over time new fields atention arose, albeit mostly
after the industrial revolution. Examples are iafaw, environmental law, and
human rights law. Law is a social phenomenon aiidvis closely changes in so-
ciety. IT is largely responsible for recent chanigesociety.

1.2.1.Information Technology Law

The connection between Law and Information Techywlis studied in two dif-

ferent areas of research. The first branch, Inftionarechnology law, is legally

oriented and analyzes legal implications of infatioratechnology, remedies legal
problems rising from the introduction and use ofifiTsociety. Topics include

electronic signatures, computer contracts, copyrighthe internet, data protec-
tion, and computer crime. The field is interdistipty: it stretches out over all
classic legal domains, viz. civil law, criminal lagonstitutional law and adminis-
trative law. This is the side in which lawyers teéndfeel most at ease. Their role
in the field has been clear from the start ancag heen the traditional role: legal
embedding of new phenomena. Legal rules are desdlopcope with new situa-
tions caused by the use of new technologies otiegisules are re-interpreted.
Lawyers need to have some understanding of theseewhnologies, in order to
understand the impact of the new technologies anohdld the law in the most
suitable way. This is especially the case whengheshnologies are newly intro-
duced. Beside at least awareness of technologylattaers in particular have a
very thorough knowledge of the (traditional) le§eld that is influenced by tech-
nology. For example, a criminal background in caBeomputer crime, a civil

background in case of e-commerce law, and a pbblikground in case of elec-

2 Gray 1997 goes back almost three millenniums. ®&veloped a theory on the evolution
of a legal system consisting of five stages: ritk@mmon law, theory, casuistry and
codification. She describes all stages of Roman(&WCentury B.C.-# Century A.D.),
and claims the English system is about to enterctig#fication phase in which com-
puters are central.
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tronic voting. The sub-discipline IT law is thustbne that most appeals to law-
yers. It asks for their legal expertise.

1.2.2.1T for lawyers

But IT & Law exists of two components. The secomdnigh is technologically
oriented and studies how to employ information tedhgy in the legal field.
Where IT Law is a commonly accepted denominatds second branch lacks
one. We referred to it above as Information Tecbgglfor Lawyers, which is a
very broad term. Other terms used are Artificidéligence and Law, Legal Arti-
ficial Intelligence (Gray 1997), , Information Tewllogy Applications in Law
(Yannopoulos 1998), Computatio Legis (Seipel 194%) Legal Informatics. Top-
ics include the development of legal knowledgeeayst, knowledge management,
models of legal argumentation, and legal ontoladié® field is interdisciplinary:
it studies what opportunities Information Technglagn offer to the legal disci-
pline. This sub-field looks into the opportunitiEs has to offer to lawyers. In
other words, how can we use IT in legal practiceffidly requirements can we
formulate to ensure that systems can be develdditeet the specific demands
of the law? Some of these demands are closelyetketatthe rather restrained atti-
tude lawyers seem to reserve for the use of nelantdogies. They often have to
see it before they will even consider to think ofgntial benefit for their work. Or
maybe they are simply too busy to be bothered. Bhatpity, since it slows down
an effective use of those new technologies in practt is said that the time be-
tween early adapters and common use of technologyaily is about 6 months
to a year, and in legal practice this period israpimately 8 years.

1.2.3.Technology and the involvement of lawyers

For the development of systems and technologids¢ladly have an impact in le-
gal practice it is necessary to have input in ¥ early stage from the people who
have to work with it. For that purpose they wiliveato understand at least some
of the things these systems can and cannot doinvobvement of lawyers in the
field IT for lawyers is significantly less than it law. In IT law mainly lawyers
are involved, in this field we see both lawyers aodhputer scientists, as well as
people with various backgrounds such as mathemailggsics, chemistry, psy-
chology, etc. working closely together. And althbuge history of the field has
proven that this co-operation is fruitful, it haske kept in mind that various dis-
ciplines are involved with all the drawbacks of caisprehension, different per-
spectives, etc. This may be a reason for lawyetdmdeel too attracted to this
field: they do not know what it is all about; theég not feel comfortable in it.

In our opinion the fear and reluctance to get iagdl with this topic is partly
debit to this, as is unfamiliarity with the fielt@ its potentials. It is the purpose of
this book to provide lawyers with some backgroumdinderstand what challeng-
ing tools IT can offer for legal practice. We hdpeake away resistance and fear
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and we will try to bring over our enthusiasm. Wéidhe this is a good time to do

this. Especially the impact of the World-wide Wedsthad on society for the last
couple of years is changing the attitude of lawyerthe use of computers in gen-
eral. In their personal life they are seeing theefits of the use of IT and it is then
only a small step to look into the potentials adgl technologies for their working
life. In other words: we think lawyers are now ojpgnup to the use of IT in legal

practice. An example of this is the tremendous @noef internet sites that are
specifically dedicated to the legal profession.

1.3. Some basic concepts

For an overview of terms the reader is referrethéoGlossary at the beginning of
the book. Here we briefly introduce some of the medncepts that are used
throughout this book, divided into three categofies

1. Basic IT-support;
2. Information retrieval,
3. Reasoning systems.

Of basic IT support, word processing is the mostiamental IT Tool. At the end
of the 1980s most lawyers used WordPerfect 4.2|ated WordPerfect 5.1. Still
some lawyers are using WordPerfect, even the eadisions such as 5.1. During
the second half of the 1990s more and more lawywitched to MS Word, and
primarily for reasons of ease of exchange this remincreased to almost every-
one. Hence, the use of different Word processorsMoyor more people working
on the same text often gives rise to problems. BHsisupport is more. For ex-
change and management of information, dedicatetvacd exists. The two cen-
tral applications are Document Information Systemd Work Flow Management
systems. The former keeps track of the locatiothéeivirtual or physical) of
documents within an organisation, the latter fosuse the support of processes
within an organisation (the work flow) and admiristin particular deadlines.

In a database information is stored in a structumeshner that facilitates the
finding of relevant information. In a similar veindatabase is defined in legal cir-
cles as: “a collection of independent works, datatber materials arranged in a
systematic or methodical way and individually astiele by electronic or other
means.” The information contained in a database can bed@ither by browsing
through it or by formulating search queries. Thaeagal term for this is informa-
tion retrieval.

3 These categories are basically the same as thgictaxonomy of IT-support discussed in
14,

4 Article 1(2) of the Directive 96/9/EC on the legabtection of databases. Note that due to
the term ‘other means’ this definition also inclageper collections such as a card-index
boxes.
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The term reasoning systems indicates that thesemsyactually do more than
just store and process information. These systemsapable of connecting the
information they have stored with facts introdudgdthe user and to reason with
it. In that way these systems can produce a speaifiput that can even have the
form of a decision. In order to achieve this thisimation has to be stored in a
specific format that facilitates reasoning withWe then say that the information
is stored in a specific representation format. Bea® systems can be divided
into three categories.

In systems of Case Based Reasoning (CBR) the kdoelef precedents is ba-
sically represented by the relevant factors of @deats. In using these factors the
system facilitates drawing analogies between tlse e hand and previous similar
cases with a desired outcome, and points at tliereiifces with similar cases that
do not have a desired outcome.

A knowledge based system (KBS) is rule basadd in its classic form has
three parts. First, a knowledge base in which tmaain knowledge is represented
as IF-THEN rules, commonly called production rul&econd, an inference
mechanism makes it possible to reason with thesrdibis reasoning mechanism
can be forward chaining or backward chaining. Isecaf forward chaining the
system starts with the conditions of the ruleghé conditions of a rule are satis-
fied, the system can ‘chain’ the conclusion of ffiist rule with the conditions of
another rule in the knowledge base, if availabeward chaining is helpful if the
outcome of a case is not known. Backward chairsnigelpful to underpin a pos-
sible outcome, since it works the other way arouficst the conclusions of rules
are looked at. In case the conditions of a padiculle are satisfied these condi-
tions can be linked to the conclusion of anothéde o the knowledge base, if
available. Most systems combine forward and bactwhaining.

Neural networks work in a totally different way ththe previous two systems.
They aim to mimic the human brains in the followiwgy. The neural network
consist of knots and links, that can be compard@bemeurons and the synapses of
the brain. The input side of the network represearious relevant factors, and
the output side the possible outcomes. In betwkeretare several so-called hid-
den layers that can be adjusted so that adequéteroess are reached. A number
of cases, the training set, is used to learn th&ar& how to decide, that is how to
optimise the initial setting of the hidden layelfach time a case if ‘fed’ to the
network, it is indicated whether the outcome sutggkby the network is correct.

5 A term covering both information retrieval andseaing systems is Information Systems
or in the wording of Zeleznikow & Hunter (1994) éfifgent Legal Information Systems.

6 Leith & Hoey (1998), p. 309-310 pose the questisrthere a real difference between
case- and rule-based systems?’ Their answer iolskaDn the one hand, they see a dif-
ference in that CBR systems compare fact situatiotis fact situations, whilst Rule-
based systems apply rules to fact situations. ®@mther hand, they consider the way the
knowledge is represented as not that different. ey mean is that a CBR system can
be easily transformed to a rule-based system.Wayathey are right, some researchers
even represented cases as rules. We do believehéhather way around is more compli-
cated to achieve, so transforming a rule-base@msysito a CBR system.
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In the course of time the hidden layers becomeebeattd better, and as a result
more outcomes are correct and less wrong untiéneind almost every outcome
of the network corresponds to the expected outcdfrem that moment on the

network will be able to solve basically any casehi@ domain he is trained in. A

serious drawback in comparison with CBR and rulsebssystems is that a neural
network cannot explain its outcome.

1.4. Taxonomy of technology support for lawyers

A taxonomy helps to see the differences and siitidarbetween the various IT

applications in the law. This insight is crucial@vhdeciding about the use of legal
IT in an organization, is helpful in an educatiosatting when teaching about the
various applications, and useful in determining theus of particular research.

So, a taxonomy of technology support for lawyenrve® at least three purposes.
We will discuss some of the several existing taxoies briefly. Some taxonomies

might be better than others in general or the tuali usefulness may vary de-
pending on the purpose the taxonomy serves. Rarnkimgarious taxonomies is

not what we will do, because we believe that itniportant to be able to use a
taxonomy and which particular one is not that raftgy

1.4.1.Three different taxonomies

A classic taxonomy of different types of IT suppiart

1. Office automation;
2. Databases;
3. Knowledge-based systems.

Word processing, standard documents, and work-ffl@magement systems are
just three examples of office automation. This tgpesupport is from a practical
perspective essential, but from a research peispauit that interesting.

The use of databases with, e.g., case law anddd#gis is indispensable for
practical purposes, and poses some interestingndsguestions, though most are
not primarily specific for the legal field.

Knowledge-based systems or knowledge systems drwidespread in prac-
tice, but most interesting from a research perspect

A taxanomy by Matthijssen & Weusten (1999) refletisre or less the life cy-
cle of data. Information Technology can be used to:

1. Create data;

2. Modify data;

3. Store data;

4. Transport data;
5. Apply data.
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They call the first categorguthoring systemand the main application is the
word processor. In the systems of the second catelia are combined or modi-
fied and as such the information gets new meai@age-management systems are
the main example of the second category. The stoohglata refer to the use of
databases. The fourth category stresses the inmgeriaf communication and re-
fers to e-mail, the world-wide web, etc. A typieadlample of their last category is
a knowledge system. In sum, the first two systemddcbe headed under office
automation, the third-fifth category speak for tisees.

Voermans & Van Kralingen (1999) used the above niaray, but in the joint
Matthijssen, Voermans & Weusten (2002) anotherrarny has been proposed.
This one is not only based on the purpose for whidystem is used but also on
who is using the system. They distinguish four sype

1. Desk top support for the individual;

2. Office automation for groups of persons co-opegatiithin the same organiza-
tion;

3. Communication systems for the exchange of datalemdo-operation between
different organizations;

4. Online external sources.

Communication is central in this taxonomy, as tbkofving simple example
shows. The co-author of this chapter is typing ¢hesrds using Microsoft Word
2000 (9.0.3821 SR-1). Different versions of thiaier are communicated via the
‘Shared files Services’ with the other co-authoheTpublisher might send an e-
mail with suggestions about the lay-out. Finallye text of this chapter can be
found on the home page of the authors and the baolbe ordered via the web-
site of the publisher.

1.4.2.Knowledge management and taxonomies

A taxonomy of technology support for lawyers is fusdor what has become
known in recent years dsgal knowledge managemeitit can help to evaluate
which technological support can best be given tbage legal tasks. The aim of
knowledge management is to ensure that within garesation enough knowl-
edge and information is available to fulfil the tp@&f the organization. This
knowledge and information should be available amdtmared and used at the right
moment and by the right people. Of course this &wska lot more than only tech-
nological support. Human resource management, @ent) education, etc. are
at least as important as technological support gihan & De Wit 2002).

Yet the necessity of knowledge management has toiggered by Information
Technology. The ease by with information now canraele available, stored and
retrieved has led to an ever increasing flow obiinfation. The internet contains
an endless number of sources, the quality of whighly differs. Information on
the internet may not be there forever, contentitelssmay change on a regular
base and the preservation of historical versiomoisalways guaranteed. This asks
for management of this information. But also th@wflof information produced
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within a law firm itself is ever growing, as is thecessity for managing the exper-
tise that is needed to produce and process thatniattion, for which knowledge
is needed. Information technology can be a tooltfat (Gottschalk 1999). In
many law firms we see knowledge managers devotiog @t their time to finding
the most appropriate technology for support.

Knowledge acquisition techniques connect knowledgmagement to Artifi-
cial Intelligence. For appropriate knowledge mamaget it is often necessary to
make an inventory of knowledge necessary to perfartask, and of available
knowledge. For this purpose knowledge acquisiteechhiques can be used. We
see that some of the methodologies for Al systeevgldpment have been made
applicable to knowledge management (Schreébal 2001).

1.5. Artificial Intelligence

The concept of Al triggers the fantasy of many peophe link to science fiction
is made easily. Movies show computers that take fseen human beings, assist-
ing them or even controlling them. The sky seeméedahe limit. But also re-
searchers working in the field sometimes tend tboyer enthusiastic in telling
how they see the future. It is not strange thatetxgectations regarding Atrtificial
Intelligence are high. Even in our classes we sinest hear that existing limita-
tions in modelling the law and legal reasoning \b#l over ‘as soon as we have
Artificial Intelligence’. These expectations ares@la reason why some people
have very strong negative feelings about Artifidistlelligence. The idea of ma-
chines taking over does not appeal to most peséfdeever, it can be questioned
whether it will ever get that far. In any case,lsegpectations are not very realis-
tic for the short run. Related to middle long andd term we believe it prudent
not to predict. Yet, as we will see next, examm€sl can be found in everyday
life already.

In short, research within the field of Artificiahtelligence is directed to use In-
formation Technology to perform tasks that wouldestvise require human intel-
ligence. Human intelligence is not necessarily #yampied, but can be merely
simulated It does not matter how a computer performs thk,tas long as the fi-
nal result is comparable or better than when a mupeéng would have carried out
the task. For these simulations often the strodgssof IT, the possibility of end-
less calculation in a rather short time, as weltresendless memory capacity is
used. A computer does not ‘forget’. In using thassets computers can perform
specific tasks better than a human being.

Examples of Artificial Intelligence in everydaydifare manifold: parking me-
ters that talk to you and instruct you how to usent, navigation systems in cars
and programs that help you to do your taxes arg ariew of the more clear ex-
amples. Some of these applications are very sinaplé,would hardly be consid-
ered as Al, others are more complex. The researcdhriificial Intelligence is di-
vided in various sub domains. Here we just giveva éxamples.
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1.5.1.Problem solving

Much research on Al has been devoted to problemirgpl For this purpose
knowledge is put into the computer system in a i§ippegformat. The system can
reason with the knowledge in this specific représgrfiormat and with the infor-
mation entered by the user of the system. The ibguthe user is not free but
heavily structured. In this way the system can camevith a solution for a spe-
cific problem introduced by the user. The problestviag is of course restricted
to the domain on which the system holds knowledgprogram designed to give
advice about the stock market, will not be ablsuggest a solution to a tort case.
Also it is clear that the reasoning should be aireend lead to the right results.
How this reasoning best takes place and how knayelés best represented, has
long been subject of research. There are variotssf@f reasoning as well as
various forms of representation (like rules, frapssipts). It will depend on the
domain, the kind of problem solving that is reqadstand the nature of the
knowledge to define which representation format whéth reasoning format can
be considered optimal.

1.5.2.Modeling tasks and processes

Closely connected to problem solving is the sub a@ianof modelling processes
and tasks. Systems can only perform tasks and mocepses when it has been
made clear how these tasks are carried out andpnogesses run in detail. For
this a thorough analysis is necessary of the varfarts of the taskit has to be
clear what these parts contain and how they ruh separately and in connection
to each other. In short a task has to be fully yzel and mostly atomised and
then connected again in a structured way. The taskto be fully understood. It
should become clear which knowledge is necessaryrtca specific process or
task, or parts of those. Rules of thumb can inwady be discovered and included
in the system. And especially these rules of thwaib be important for problem
solving.

1.5.3.Games

It is our guess that everyone will at some pointehaeard of games as domain of
research in Artificial Intelligence. This reseamsthrted with the question whether
one or more winning strategies for a specific garagp be detected. A simple
game which does not have a winning strategy iswbk known game “tic tac
toe”. This game can only be won when the opponeke® a mistake. A winning
strategy means that you can always win, despitertbees of the opponent, or,
you will always loose when your opponent plays mpli In some games the per-

7 This is called knowledge engineering. Various rodthto support this have been devel-
oped in the last decades. A well known method iDKBASchreibeet al, 1993).
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son who starts can always win, in other gameswilide the privilege of the sec-
ond player. When a winning strategy is found we ttel game cracked. The game
“four on a row” is an example of a cracked gamdi$A1994). Of course it is no
fun anymore playing a game like that against a agerp The computer will al-
ways win, unless deliberate mistakes are partettmputer's game strategy. Not
all games have been cracked yet. A reason foighgessibly that there is no win-
ning strategy. Or it may be too hard yet to detkis strategy. Examples of those
games are chess and go. The computer Deep Blweinilom Kasparov a couple
of years ago, but a winning strategy for chessdmar not been found. Com-
puters can play chess so well because of their insmealculating power. A hu-
man being is only able to think a few moves ah&ttnger players can think
more moves ahead, but unlike computers they aralnletto think tens or even
more moves ahead. They can certainly not do thatvary short period of time.
Here you see the difference between human thinkimycomputer thinking very
clearly. Human beings play chess with a few stiatedots of experience, insight
in the game and what is called intuition. Althodwduristics, search strategies, and
a database with previous cases can be part ofrdgrgm, basically computers
calculate every move.

1.5.4.Communication

Many will have noticed that it still is hardly pdiste to communicate with a com-
puter like we communicate with other human beirggs,it verbal or in writing.
Human language, even apart from the fact that theeemany languages, each
with its own structure, is hard to understand fitifieial devices. Communication
with those devices is almost only possible in a/w&ructured way, using specific
phrases or words, or by clicking pre-constructessjilities. To really understand
human language, intelligence is necessary. Thisldras been a domain of re-
search, but as yet has not resulted in large sqrdications in the sense that com-
puters are capable to really understand peoplepl8iomderstanding seems to be
possible: a program like Word is able to distinguester about one sentence
whether the author of this is writing in Dutch ondlish. On the other hand, it
cannot detect whether the English stems from Araehaistralia, South-Africa or
one of the other dozen English languages suppobstaétiord.

1.5.5.Perception

This understanding of human beings is closely eeldd the topic of perception.
By looking at someone we are often capable oifjllin blanks. We read body
language and thus are able to evaluate what is Gaithputers cannot see or hear
people. In order to enable them to react to thairosindings they can be taught to
recognize patterns in sounds of images. The negtistto relate these patterns to
each other and to specific knowledge. That has bkebieved for various applica-
tions, for instance in planes where altitudes aamt$capes are related to the
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knowledge of those already present in the databbaghis way it can be detected
where the plane is and what the pilot can expe¢hénnext minutes. It will be

clear though that human communication, both veadl non verbal is so compli-
cated that there still is a long way to go befavenputers will be able to simulate
human communication in a sophisticated way.

1.5.6.Robotica

Robotica is the last topic we will briefly disculssre. In this area we find many
applications. Factories in which cars are autoralificassembled by robot arms
are well known. The championship ‘Robot footbalield on a regular base. This
is a clear application where the artificial varialttes not closely resemble the
original human game, if only in appearance of tlaygrs. With robotica percep-
tion and pattern recognition are important, in corabon with strategies and rules
of thumb. We also see some commercial applicatavaslable, for instance the
Japanese robot dog Asimo helping out with housetioddes.

1.5.7.Conclusion

So far the bird’s eye view of the numerous aspettke research in Atrtificial In-

telligence and the applications that it may leadittavill have become clear that
although a lot has been achieved and computerabdeeto perform tasks that do
require human intelligence, there still is a longywo go before we can call com-
puters intelligent in the way we would call humagintgs intelligent. It is also

clear that much of the research on Al is intereglaPerception, problem solving
and knowledge engineering, for instance, all atteébto various forms of Al de-

vices.

1.6. Al & Law

Looking at it from a research perspective, Al & Lawalmost synonymous with
what we called before ‘Information Technology falyers’. Research in Al and
Law is for an important part directed towards modglof legal reasoning and le-
gal decision making, central in general Al resedodt? This reflects of course the
core task of any lawyer. Legal reasoning diffecsfrother forms of reasoning, for
instance with respect to the sources that are takeraccount. Some of those are
mandatory, while others are not allowed. For instaran argument based on
analogy is not allowed in Criminal Law. Also theqeence of consulting the

8 On the relation between general Al and Al & Laee Rissland, Ashley & Loui (2003).
They claim that in some fields Al & Law influenceahd initiated general Al research,
e.g. on Case Based Reasoning.
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sources matters, as well as the way in which argtsnare constructed and
weighted. Building on work carried out in the codtef legal theory, the applica-
tion and refinement of underlying theories on legalsoning and legal argumen-
tation has been an important contribution of Al &gy research.

All the main topics of Al & Law are addressed istbook, so we will restrict
ourselves to just a few extra few words in thistisecon two important research
streams (1.6.1 and 1.6.2), and relevant organisatiod conferences (1.6.3). Gen-
eral overview articles are Verheij & Hage 2002 dridsland, Ashley & Loui
2003.

1.6.1.Information retrieval 1950s-

In spite of the reluctant attitude of lawyers todsausing computers, we see that
almost from the introduction of computer programms tegal field has been seen
as a challenging domain for the development ofyi§tesms. For instance, informa-
tion retrieval partly started in the legal domals far back as 1956, long in the
history of IT & Law, a project in Pittsburgh wasoldng into the possibilities to
use computers to adapt statutes. The phrase ‘egtatuild’ had to be replaced by
‘exceptional child’, including a replacement of adlriations to this phrase. It was
decided to use computers. Traditionally law stuslewtuld closely read the texts,
marking the phrases that had to be adapted. Usaadlgcond group of students
was used to ensure no phrases were forgotten.tifinésthe text was also put on
punched cards and the phrases were selected withattmputer. The result was
highly satisfactory and even beat the traditionaywf adapting such texts. At the
same time it became clear that different versidrh® phrase had to be searched
in order to get an optimal result. With these seeing full text available in the
computer, various experiments aimed to enhanceethdts of searching the cor-
rect phrases. This was the start of what is nhovwknas information retrieval and
led amongst others to the legal databases as we tkieon now (Bing 1984).

1.6.2.Knowledge systems and argumentation 1980s-

From a research perspective knowledge systems@stinteresting: extensive re-
search has been devoted to these systems andirklattamental issues on legal
reasoning and argumentation. Knowledge systemsagipeal most to the imagi-
nation of both lawyers and layman. In the 1980seantly 1990s the focus of most
research was on legal expert systems, later caitede modestly, legal knowl-
edge systems. These systems contain knowledgepraific area and are capable
to perform tasks or solve specific problems in #hisa. Often these systems are
called decision support systems, since they maiglyot take the final decision,
but merely offer a possible decision. The user thas to decide whether he fol-
lows the suggestion made by the system or not. firpeats with these systems
learn, however, that most users blindly follow theggestion of the system
(Nieuwenhuis 1989, Dijkstra, 1998).
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When research in the field of Al and Law first toitk course the expectations
related to legal expert systems were high. This iwascordance with the expec-
tations in general Al research. It was also froat #iingle that legal expert systems
first were considered. Al researchers saw in tiyalléeld, with its legislation that
was described in rules that resemble the rules witich rule based systems rea-
son, a very interesting test domain for rule basggert systems. The aim for
some researcher was even to see if one could baifgputers that could sit in the
judge’s chair. That led to interesting discussibesveen people pro and contra. A
lot of the arguments in that discussion were emaliolt soon became clear how-
ever, that the legal domain with its numerous vagoecepts and discretionary
decisions was not an easy one. The computer judgestill hidden in the future.
Although, if we really look closely we can see altg some examples. Speeding
tickets in the Netherlands, for instance, are idshased on a picture taken
(‘caught in the act’) and without human interventi@Oskamp & Tragter, 1997)
the penalty is send by post to the owner of the car

1.6.3.0rganisations and conferences

The main conferences are the ICAIL and JURIX. Titerhational Conference on
Artificial Intelligence and Law is a bi-annual cenénce organized since 1987 in
North America, Europe and Australia. The tenth ailebe held in Italy in 2005.
The annual conference JURIX is organized by thecB&elgium Foundation of
Knowledge Based Systems JURIX since 1988. Theaesitteconference is to be
held in Berlin in 2004, since 2002 (London) thedtion alternates between the
Netherlands/Belgium and other places. Another eeiéxonference is BILETA,
that originally started with a focus on Technolagyd Legal Education, but now
also includes papers on the broader scope of Iftom Technology Law which
in fact dominate the conferences; most papers aréToLaw topics such as
ecommerce law, copyright, domain names, etc.

In journals we see a similar development. Referdnly to international jour-
nals the Journahrtificial Intelligence and Law is mainly dedicated to this re-
stricted area, whil8ILT (Journal for Information, Lawyers and Technologgy-c
ers the whole area of Information Technology andvL# also includes more
legally oriented papers.

1.7. Convergence in IT & Law

In the 1970s and 1980s, the beginning days of Da&, many researchers looked
at both the legal consequences of IT, then refetoeds computers (Computer
Law) and the use of IT to support lawyers, alsamttihere did not exist a generally
accepted common denominator for this sub discigléee 1.2.2). Gradually more
and more researchers focused on either side of Da&, so a divergence took
place. However, even in these early days thereneashat much connection be-
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tween the two fields. A classic topic of IT Law,naputer contracts, had not really
a connection with IT for lawyers although thesetcacts could of course deal
with legal databases or legal expert systems. &ilpjlresearch on legal expert
systems had not really a link with IT Law, althougbme researchers have re-
ported on liability issues and (legal) expert syste(Kilian 1990, Martyna &
Stabrawa 1995).

What remained over the years, obviously, is thpickin the field of IT & Law
do have a technical and a legal side. The neelnfowledge of technology when
studying IT law may vary. The technology underlylegal domains can be com-
plicated, as is the case with laws on electrorgoaiures. A good understanding
of for example the European Union Directive 199%#®30n electronic signatures
is possible only if one is familiar with informaticsecurity and digital signature
technology. Symmetrical and asymmetrical encryptiom not easy to understand
for most lawyers.

The underlying technology can be not so difficakt,is the case with regulation
of unsolicited commercial communication, better Wnoas spam. A basic under-
standing of e-mail and the common experience ofivarg this type of e-mail,
suffices to comprehend, e.g., the Can-Spam Act 2@0federal US Law entered
into force on January 1, 2004.

Technology and law can be intertwined. A good exangan be found in the
European Union Directive 2001/29/EC on copyrighttlie information society.
Ordinary copyright law protects the owner of copiti against illegitimate in-
fringement. Technology provides means to proteetdtvner against possible in-
fringement. In what could be called ‘modern copltigaw’, the technological
measures obtain legal protection. Three layersbeadistinguished here. First or-
dinary or classic copyright, second the technicehsure, and third the legal pro-
tection of the technical measure.

All the examples mentioned above have as a stapting the law. Technology
is the object of legal study. In IT & Law the cowtien with technology is not
necessarily restricted to the legal domain. Ratineour view in some domains it
is necessary to look at technology not only asothject of legal study, but also a
tool that facilitates. These are topics where andhe hand legal aspects of tech-
nology play a role, and on the other hand technoisgised to support the task in
the field that is studied. This is what we call dngergence of IT law and Al &
Law or IT for lawyers. You could say that this i & Law research in optima
forma. An actual example is e-government that ithbstudied from the (e-
commerce) law angle and from the IT support angksearch as well as confer-
ences and workshops often deal with both topicsvilieelaborate upon four fur-
ther examples, because we believe that this coameggof the two fields that are
part of IT & Law is an important development. Thare several topics that can
best be studied from both angles, in particulacesicooperation results in cross-
fertilization: the whole is larger than the sumitsfparts. We discuss online dis-
pute resolution, intelligent agents, validationd @ourt room technology.

9 The Controlling the Assault of Non-Solicited Porrayghy And Marketing Act of 2003
(S.877).
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1.7.1.0nline Dispute Resolution

Online dispute resolution (ODR) is a process inaltthe internet is designated as
the virtual location to solve a dispute. We ar¢hatverge of a new era in which
ODR becomes slowly but surely a full grown alteiveatto off line methods of
dispute resolution. At this moment few ODR provilere successful, notably
SquareTrade (over 1 million cases), Cybersettlef®o0 million dollar settled),
WIPO domain name arbitration (over 5.000 caseghobigh most providers have
dealt with no more than a couple of cases, thersoigloubt this is going to
change. In 5-15 years from now ODR will be a cdntrathod of dispute resolu-
tion, either as online ADR or online litigation, ge.
<www.michigancybercourt.net/> (Ponte 2002). For chiidren online communi-
cation is already daily life routine (Roelvink 2Q08hey have developed effective
online relational behaviors and can establish tamst intimacy online (Larson
2003). ODR will be the default for the next genienat

ODR is a field of its own, but the multidisciplinaroots are the angles from
which ODR should be approached. Many research ggofecus on just one an-
gle1° ODR topics are often intertwined so they can besstudied combining law,
technology and Alternative Dispute Resolution. mgie example of interrelation
is the following about identification. From a tedhwgy perspective the aim might
be to deliver a high level of authentication, whitem a legal perspective this
level may be unnecessary and even undesirablengegoience of a high level of
authentication could be that only parties who cHaré the necessary software
can enter the process, and parties with less fiahresources are excluded. From
a legal perspective this situation is undesiratile, to the principle of equality be-
fore the law. In order to comply with the law, tteehnical implementation has to
be altered, and the authentication process madeda®re.

Another example is that law could prescribe thateas to the ODR-process
must always be possible in real-time. However, ragten how many equipment is
used, computers can crash. This means that atigag gnoment access can be
temporally impossible. From a technical perspectoliows that a 100% guaran-
tee is not possible, but an alternative can beestgd. The entire process or parts
can be stored, which gives the opportunity to deadlimportant parts (e.g., a
testimony) at a later moment.

Both examples show the importance of co-operatietwéen legal experts (or
study from the legal angle) and technical expestss{udy from the technical an-

gle).
1.7.2.Intelligent Agents
From about the second half of the 1990s part ofAhessearch has focused on

what has been called ‘intelligent agents’. To ustierd what is meant by this, it is
important to realize that the term intelligent atgeis used as a mere concept to

10 As most papers in two recent collections Lodetesil 2003, Katsh & Choi 2003.
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describe many different, inherently distributedpgesses. The concept of intelli-
gent agent is used if these processes have soitie déllowing characteristics.
They are autonomous and pro-active, they are keaaid they may co-operate
with other agents, learn from situations and maynisbile (Wooldridge and
Jennings, 1995). With the latter is meant that threywe around systems on net-
works like the internet. They do not stay on onstey, but copy themselves to
other systems and work from there. In this way teyable to use resources more
effectively.

The agents that are operational presently are gnatill rather simple agents,
performing very specific and well defined tasks. ¥ them for instance in e-
commerce settings, like at auction sites, wherg taan keep track of bids or are
used to find the best possible offer. Another tfaskan agent is to filter e-mails. It
can do that using specific information, supplied thg user of the agent, like
which senders should have higher priority. If tlserugives feedback to the agent
on a regular base its performance will increasal hithe agent has sufficient in-
telligence it will even be able to set prioritiessied on what its user will read, and
on when he takes actions and which. For this itthdme able to recognize patterns
in the reading habits of its user.

For all agents it is necessary to train them. Tigsns that the user will have to
explain what tasks he wants the agent to perfonnthiks the user will have to set
the conditions and the limits that will guide thgeats behaviour. In addition the
user will have to give the agent feedback: whatldidparticularly like and what
went completely wrong. Also everything in betweers o be evaluated. It will be
clear that this asks for a substantial investmétheuser.

For the near future the use of intelligent ageritsstill be restricted, although
it can be expected that they will start out doingpde tasks and evolve to doing
more complex tasks. Existing forums such as W3CFRIR&\!'! propose standardi-
sation to pave the way for the development of aamblications. In the Agentlink
Roadmap (Luck, McBurney and Preist, 2003) we seefalowing analysis on
agent system evolution. The present custom-madsifgp closed agent-based
systems will become less constrained, e.g. by ¢ppiith more dynamic envi-
ronments, in five to ten years time, after whichrenopen systems will be de-
ployed. Open systems, in which less control islalslé on software agents, ser-
vices, etc., are the hardest to develop and mawhga deployed. It will still take
some time before those will become fully operationa

Research with respect to intelligent agents andiatvdocuses both on the legal
aspects of these agents and on the possibilitegsdfier for applications for legal
practice. The annual LEA workshops address the evfield (LEA 02, LEA 03,
LEA 04). Legal questions concern more traditiomgli¢s on IT and Law, like pri-
vacy, copyright law, electronic signatures and oibgal questions related to e-
commerce and cybercrime, but also new questiores Mikether agents have or
should have an identity, or whether they are altbwe act autonomously when
performing legal tasks. What is, or can be, thallegatus of an agent? Are they
always allowed to protect the identity of their @ss? There are also questions

11 http://Iwww.w3c.org/ and http://www.fipa.org/.
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concerning the rights and obligations of system iaghtnators who allow agents
to enter their systems.

Referring to the potential use of agents in legaktfice the research is still in
its infancy. Potential legal tasks for intelligeagents may be found within the
domain of e-government. A potential activity foreags that support legal tasks
may be to keep track of new publications, and $edatabases for this purpose,
thus assisting the lawyer to keep up to date. Madlability of most information
in digital format, in combination with the increagiflow of information, makes
other ways of information and knowledge managenpessible and necesséfy.
Another possible task is to find missing informatifor cases at hand. For this
purpose agents may need to search official databdsel when agents perform
these kinds of tasks, they have to be legally valitien an agent wants to issue a
permit for something, it must be allowed to do swl ahould not be tampered
with. When an agent enters a database, it showle parmission to do so. These
are only a few examples.

Another option for agents that may be realizedamatjuickly is to use them to
manage electronic files. Agents can perform sintpbks to start with, and up-
grade them when they turn out to be useful. InNle¢herlands for instance the
courts of Rotterdam and Amsterdam presently ruotgiin which criminal files
are completely digitalized for processing. Publicgecutor and judge both use the
same files but are not allowed to look into eadhert notes made in the files.
Agents could help to both separate the individusdrs, compartmentalize their
settings and preferences, organize those partsdiggao their wishes, while at
the same time guarding the information for unaugeat use. This can be effectu-
ated without affecting the integrity of the origiride while it can all be processed
at a metalevel.

1.7.3.Validation

Before being put to use in practice, it is commense to ensure that an IT-
application is working properly. For most applica$ standard evaluation and
validation procedures can be used. This involvesstevhether the software is
working correctly, which means that it is runningaothly, does not get stuck up
in the middle of procedures, and, not the leastittgmt, relates input to the cor-
rect processes and generates the correct outpistlakt requirement specifically
involves the co-operation of experts in the figlte people who are able to con-
nect input and output and verify and validate tesults (O’Keefe & O’Leary,
1993). To be commercially successful every appboaheeds to be tested ade-
quately. The purpose of the testing is to ensugectitrect functioning. It depends
on the kind of application how thorough this tegthras to be and in which phases
validation has to take place.

With respect to the evaluation of adequate, comeact safe use of information
technology in legal practice we suggest that chmsfaluation of technology to be

12 http://www.iids.org/projectfolder/alias/
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used will also include a preliminary evaluationpotential consequences of use of
that type of technology. For instance: if a lawrfidecides to develop models for
contracts or letters it should be aware that threystéandardizing what was before
individual work. This may have side effects, sushtlzat people may not feel as
responsible as they would have with personalizédrie And they may not keep

up to date about certain things.

For legal applications additional validation progezs can be necessary to en-
hance the acceptation of the applications in tgalléeld. One has to realize that
the use of legal applications may influence the wawhich the law is applied.
For instance, when decision support systems am tasdecide whether an appli-
cant will get social benefit, the system will se¢ tstandard. Deviations from this
standard will be rare, since they will imply morenk for the decision maker and
it might mean he will have to justify the deviatid#sing these kinds of systems to
set a standard may be one of the aims of develaidgusing such a system, as it
may strongly enhance equality of decisions, but e quality of decisions. An-
other example of how IT may affect the law is tindiree availability of court de-
cisions in the Netherlands. Because of the existen@ free and for everyone ac-
cessible internet site containing a database wihyntourt decisions, case law is
used more frequently than before. The Dutch legsiesn is statutory based, but
because of database use the role of the judge ewnte more prominent.

In our opinion it is necessary, amongst other readecause of these changes,
to carefully validate the development of theseayst Additional conditions for
validation of systems in a legal setting may imgig following (cf. Oskamp &
Tragter 1997). Note that this is not meant to bexdraustive enumeration.

Before development is started it should be examinadhat kind of setting the
system is going to be used. This will affect theisien what kind of systers
needed: should it be decision support or decisidanyy? The difference can set
requirements for the way in which the system idtbltialso has to be examined
whether it is (legally or ethically) allowed to usige system proposed. And it
should be ensured that the system will be developelgr auspices of the proper
responsible authorities. The system should, of smureflect the correct applica-
tion of the law, so decisions on interpretatioribaf law and the vague concepts it
contains, as well as discretionary decisions, shtwa taken by people who are
able to do so and have the proper authority. Inesoases the development of a
system will set the standards for the law as itoide applied. For instance in
Dutch tax law the system development influencesd#nition of the law and
vice versa (Van Engers & Boekenoogen, 2003). Initaedappeal procedures
should be considered: are they necessary, how éghbal be effectuated, what
are the conditions, etc.

These questions will have to be followed up dudegelopment of the system.
Development should be supervised by the right aittke. A balance has to be
found here between adequate supervision and aatme time not affecting the
(speed of) progress of development.

After development of the system its maintenanceulshbe ensured. This is a
process that should not be underestimated andrdgrtet for systems in a legal
setting. The law changes regularly, but the ussysfems itself may also cause
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changes, for instance because of efficiency orceffeness of the procedure. Last
but definitely not least especially in a legal isgftample attention has to be paid
to proper management of versions. For instance neigard to appeals it has to be
clear which version of a decision (support) systeas been used. Was this the
correct version? Did it function properly? These all questions that have to be
traceable, and it should be possible to find therthé various version, current, or
historical.

1.7.4.Court room technology or IT support of the j  udiciary

It may come as a surprise that one of the areasewfias used in lots of different
ways is in court rooms. In 2001 we edited a suelT support in six different
European countries, viz. Italy, France, The Unitédgdom, Belgium, The Neth-
erlands and Norway (Lodder, Oskamp & Schmidt 20ahyl in 2004 followed a
report on Singapore, Venezuela, Australia, anddate of Norway, the Nether-
lands and Italy (Oskamp, Lodder & Apistola 2004).

1.7.5.The European countries

In France and Belgium the state of IT in courtsather basic, despite the pro-
grams that have been launched to try to improve filne UK, famous for their
Lord Woolf reforms, the importance of IT implemeida in courts has been
stressed and though at first the impact was not wha hoped for, it gave an im-
pulse to the amenability of courts towards the enpntation of new techniques.
In 2003 the situation changed with the introductairthe so-called COMPASS
system for the Public Prosecutors in the UK. AteyrrGeneral Lord Goldsmith
characterized the project as follo¥s:

“The CPS COMPASS system is more than just a way afagiag casework. It is a
leading example of the kind of transformation tleaheeded across the Criminal Justice
System if we are to achieve the truly efficient gmided-up justice that everyone wants and
deserves.”

The situation in Norway and ltaly is different. Morway a centralized ap-
proach resulted in providing all courts with thengasolutions, starting with a da-
tabase system for land registry. Norway takes prdegeing among the countries
that have the most widespread use of computersunts Interesting is that this
resulted in very refined models for case load measant. Italy has a rather long
history of implementation of IT in the courts. Like Norway, in Italy the gov-
ernment has given a big incentive for developingslipport for the courts. There
have been many pilots in Italy on this subject, it all, some say none, of them
have resulted in actual implementation.

13 See PublicTechnology.net.
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IT support in the courts in the Netherlands is nyagoncentrated on the use of
the administrative system for support of the pupliosecution, called COMPAS.
There are recent changes which give the impreshkatrserious attempts are made
to bring the IT support in courts to a more advaniexel (the so-called PVRO
program).

Our main conclusion is that the general level ofude in courts in the de-
scribed European countries is pretty adequateirfstance, in a basic way the ju-
diciary of all six countries use the internet, anadhange information electroni-
cally between the courts. However, the actual leg&l automation varies
significantly. The reasons for this diversity arainty due to cultural settings, dif-
ferences in legal systems, policy choices like goamce interference, and combi-
nations of those. There is also a difference betvike theory and the practice, as
is often the case with IT use. The fact that systane available does not mean
that they are actually used, or that they are usedh optimal way. Unless people
are ‘forced’ to use the systems, it merely depesmishe specific persons if they
will actually use the systems and use them in thg imtended. Moreover, mere
forcing does not help that much either. The actiser should be convinced both
that IT really provides support and that the uséTodoes not mean that the work
he is doing will be taken over by computers comglleand as a consequence the
judiciary would not need him any longer.

A common trend in the European countries is thetfsat design, development
and implementation of IT projects were merely isadaanswers to specific prob-
lems. In other words, they were not seen as pattestructure and organization
in which they had to operate. Incorporating IT e tjudicial system is rather
fragmented and often restricted to a single depantr{Fabri & Contini 2001).

1.7.6.Australia, Singapore and Venezuala

Three non-European countries were chosen for tge Hifference in their history.
In Australia a basic form of IT was already introdd in the judiciary in the late
seventies. In the eighties, amongst others th@lusase management systems fol-
lowed. Singapore started at the beginning of timetrés with the introduction of
IT in the judiciary. Venezuela began only recentig/f way the nineties, to ex-
plore the possibilities of IT.

In the period 1990-2000 the judiciary of Austrdliegan to use a wide range of
IT tools. In Singapore the focus during this perigals on case management, but
also several innovative technological developmestasted. In the mid nineties,
the first technology court was completed in Singapd his technology court is
comparable with the Courtroom 21, established itli&#isburg under supervision
of Frederic Ledere¥® One interesting feature is that the Singaporetomam of-
fers access to the internet to the parties involivethe procedure. As a conse-
quence they have online access to all kind of médgion stored in computers at

14 Project for the re-inforcement of the judicature.
15 www.courtroom21.net



24 Lodder/Oskamp (edsliformation Technology & Lawyers

their office. In the beginning of the millenniumsalin Australia a technology
court was introduced. So in the case of technotmmyts, Singapore was, despite
of its late start, even ahead of Australia.

Nowadays Australia, Singapore and Venezuela ar@ostgd by high tech
courtrooms. For example, use is made of legal rfiet® networks, electronic
document management and dial in access. We aldbaeevelopment and use of
video conferencing in both Australia and Singaparertrooms. In all three coun-
tries mark up languages such as eXtensible Markarguage (XML), wireless
application formats (WAP), and short messagingisesv(SMS) to keep parties
updated, are now standard practice.

1.7.7.Case management: road to success

It is interesting to note that systems for caseagament appears to be the central
issue in the development of IT support for the giatiy world wide. In popular
terms, a case management system is a killer afiptica=abri & Contini report
that all countries in their survey (beside the albeady mentioned also Austria,
Denmark, Finland, Germany, Greece, Ireland, Sgzaid,Sweden) have some kind
of case management system. In more centralizedtréesinhere is a tendency to
look at the whole flow of information in criminahse management systems, i.e.
not restricted to courts, but covering the wholainrom police report to possible
incarceration. The different applications that ased in other European countries
are not shared, but each country starts from deratc

Once case management has proven its value, it stathe implementation
of other support tools is easier. Examples aretreleic filing and the use of elec-
tronic documents. To support electronic filing,adenic filing systems are being
used. In the USA they are in use for civil casassdveral states (like lllinois and
North Carolina) lawyers can file their documents Iurs per day. Especially
North Carolina profiles itself as an ‘ongoing “cttmom technology pilot” pro-
ject’.’® In Europe these techniques are being investigatgdre not yet in use.

1.8. Structure of the book

We mentioned before that the aim of this book ipresent lawyers and others in-
terested with an introduction to the wide rang¢opics that fall under the subject
IT for Lawyers. For this purpose we asked leadiathars to give an overview of
that specific topic that is their expertise. Weeaakkhem to try and keep it on an
introductory level. Basically, each chapter addesssseparate topic, but whatever
division in chapters is made, some overlap betwienvarious chapters in a
handbook like this one is inevitable. In cases whihis occurred reference is

16 http://www.ncbusinesscourt.net/New/technology/
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made to the relevant chapter, and the concernibgatuis only briefly addressed.
The remaining chapters are the following:

Chapter 2. Case-based Reasoning by Kevin Ashley
Chapter 3. Argumentation by Trevor Bench-Capon & Henry Prakken
Chapter 4. Knowledge Discovery from Legal Databases — usingrale

networks and data mining to build legal decisiopprt sys-
tems by Andrew Stranieri & John Zeleznikow

Chapter 5. Improving Access To Legal Information: How Legaldfting
Systems Help by Marie-Francine Moens

Chapter 6. Internet, WWW, and beyond by Gerald Quirchmayr

Chapter 7. Artificial Intelligence in the Real Legal Workpladey Marc
Lauritsen

Chapter 2 and 3 mainly describe theoretical rebeaned Chapter 4 and 5 are
dedicated to research leading to practical appdicat Chapter 6 and 7 are practi-
cally oriented, where the former evaluates the s¢wed most influential applica-
tion of technology in the law and the latter anakythe use and possible use of IT
and Al in the legal field.

Chapter 2 explores one of the central themes i& Ahw research. Kevin Ash-
ley takes us through the rich body of work that basn delivered over the three
decades on Case Based Reasoning. From the ratteswm but interesting “Vis-
ual Representation of Case Patterns”-program ofrticeeighties, to the latest de-
velopments. The future is a bright one. Whilst pesg on achieving a computer-
ized case-based legal assistant has thus unfurladong, slow spiral, they are no
longer far off.

In Chapter 3 Trevor Bench-Capon and Henry Prakkscuds research on legal
argumentation. They do not provide a complete surbat give a flavour of the
variety of research that is going on and the apptias that might result in the not
too distant future. The common held view that Aldw can only be used to de-
ductively derive conclusions from a set of rulesoigrwhelmed by a pool of
counter examples. Amongst others systems that ttme sonflicting interpreta-
tions and that can propose alternative solutioystems that act as mediators, and
systems that suggest tactics for forming arguments.

Challenging techniques for the discovery of knowkedrom legal data are dis-
cussed by Andrew Stranieri and John Zeleznikow faZer 4. They provide an
overview of the steps involved in the discoveryjknbwledge from legal data. In
each step, data selection, pre-processing, tranafan, mining and evaluation,
the characteristics of the domain of law must Bestiainto account in order to
avoid mis-interpretation of data. Although thendl & a risk that misleading con-
clusions can be drawn as a result of a KDD exertigese risks are offset against
potential gains. KDD can promise to make law mareessible, affordable, pre-
dictable and transparent.

In Chapter 5 a modern dilemma is discussed anddiexhéy Marie-Francine
Moens. Due to the growing complexity of law it bews ever harder to effec-
tively consult the law both for humans and with tiedp of information systems. It
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is hypothesized that a better drafting of legalutnents will improve both human
and machine access to information that is containgdem. The combination of
rigorous drafting and advanced content analysishtrligad to some point in the
future when all legal information can be correalyd unambiguously retrieved
and when legal questions can be automatically amsiveased on document con-
tent.

Chapter 6 is dedicated to the current internetamgbalso addresses the future
legal workplace with mobile devices. Gerald Quirglymtakes us on an amazing
journey in which he explains the current statertéinet usage in law, and looks
into the not so far future.

In the final chapter Marc Lauritsen addresses te IiT and Al plays in legal
practice, and discusses the opportunities of Athmlaw. IT is widely used, but
the application of Al in legal practice is stillther restricted. In the not so far fu-
ture this is likely to change, because there iast potential market for good qual-
ity, reasonably priced knowledge systems and sesvic



2. Case-based Reasoning

Kevin Ashley’

2.1. Introduction: A Computerized Case-Based Legal
Assistant

Ever since modern computers became widely avaijlave goal has appealed to
technicians in the legal field: to design a compmézl case-based legal assistant,
a program that could help attorneys not only tal fialevant precedents and stat-
utes but actually to apply them in solving legailgems.

Researchers from different eras and technicaldiehve addressed this goal in
different ways. In the “Jurimetrics Era,” the 195@hrough 1970’s, early efforts at
building computerized case-based legal assistactsséd on helping judges and
advocates predict judicial decisions and the oueuof legal disputes. The pro-
grams, however, could not adequately explain theadictions, and the methods
raised questions about statistical methodologidsuanepresentative samples.

Later, in the “Al and Law Era”, the 1980’s throutite 1990’s, efforts focused
instead on helping legal practitioners generateiraemts for and against a pro-
posed outcome. Considerable progress has been mmaithe sophistication of
those arguments as researchers sought to includhernm more information about
the values and purposes of the law.

Most recently, in what might aptly be named thed'lef Convergence,” tech-
nigues have been developed to integrate predietimhargumentation, with pro-
grams able to explain predictions and to make regtde legal arguments for both
the predicted winning and losing sides.

This advance comes just in time. Today, a numbémgooverging trends have
rejuvenated hopes and increased pressures forvaghithe goal of automating
legal advice-giving with cases. Primary among thase the Internet and the
World Wide Web. It has never been easier for judgesctitioners, and even or-
dinary citizens to access legal information. Wedssjprovide well-maintained re-
positories of legal statutes and regulations. Wedessible full-text legal informa-
tion retrieval (IR) systems now support users inmalating natural language
queries to retrieve case opinions, law review kagicand other resources. Having
found a case, users can easily navigate an enorpimi®n network of poten-
tially relevant cited or citing sources. The Wels liacreased convenient access,
not only to networked legal databases, but to m&drsources of legal advice
through search engines like Google.

U1 gratefully acknowledge the assistance of my gatel student advisee Stefanie Briining-
haus, who carefully read this chapter and made raahyte comments and helpful sug-
gestions.



28 Lodder/Oskamp (edsliformation Technology & Lawyers

Meanwhile publishers, courts, law firms, and goweent regulators are explor-
ing new modes of delivering legal services. The VMab taught millions of di-
verse users how to deal with standardized infonaititerfaces. Consumers rou-
tinely download from the Web programs that helprttessemble legal documents
such as tax forms, wills, and real estate contrd@s preparation software im-
plements the latest regulations of the InternaléRere Service (IRS), helps pre-
pare returns, and emails completed forms to the R direct deposit of re-
funds. Efforts to build the Semantic Web providsti@ng commercial incentive
and unprecedented digital resources for fieldinglligent legal help desks to
guide compliance and even automated legal ageiisl tor products and services
and conclude transactions.

Although access to legal rules, regulations, arsgé€das never been more uni-
versal, formulating legal advice is still a matt#rreasoning about their content.
The rules take one only so far until questionseagibout how the rules apply in
specific contexts. For that, reasoning with casesssential. A reasoner, either
human or machine, performs case-based reasonin®)(@Ben it compares a
problem to prior cases in order to draw conclusiahsut the problem and to
guide decision-making. Cases provide a record of the legal rules have been
applied in specific contexts. If one wants to knbaw a rule should apply in a
particular situation, one may compare the situatidgth the facts of other cases
where the rule’s application was considered. Cass inspire posing hypotheti-
cal variations to explore how different facts woalflect predicted outcomes and
arguments.

Automating the process of legal inference from sds#s been the central issue
in work on building a computerized case-based legasistant. In much of the
work, the goal has been for the program to makedmeparisons and perform the
inferences. Even when it is assumed, however,hhatans will continue to draw
the comparisons and legal inferences from castextss the hope is that computer
programs can help in a substantive way. Of allrdlevant cases, can a computer
program help to choose the most relevant? Carptrheake clear how the relevant
cases bear on the specific problem at hand? Qanovide advice in light of the
cases? Can it help to resolve situations whereabes provide conflicting advice?
While in theory, humans can read the cases andeartbese questions, for a vari-
ety of reasons they often do not: some are incepabb rushed, they make mis-
takes, there are too many cases, they do not havexpertise, or they are biased
in their reading. Thus, even if one does not expecbmputerized legal assistant
to draw the inferences itself, information abow tlses to which human reasoners
put cases may help automated systems to suppaé thoman efforts intelli-
gently.

While cases contain essential information, thepad a form that is relatively
inaccessible to automated systems, namely, in Eod.this reason, research ef-
forts have focused on developing representationghi® salient features of case
texts to use as indices or in automated inferenides.representations must be ap-
plied manually; someone must read the case ansdlatarit into the representation
scheme. As a result, efforts at designing a connizet# case-based legal assistant
have focused fairly narrowly on particular legahdons and involved case data-
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bases of, at most, a few hundred cases. While thiegts have modeled many
general aspects of legal argument and case faesgqtation, substantial aspects
of the representations are still claim-specific amguire significant manual efforts
to represent cases in ways that the program carpnet. More recently, research
efforts have focused on attempting to automatecisp the case representation
and indexing process, leveraging the representattbemas and databases of rep-
resented cases to teach or otherwise lead a prograxtract information from
new cases.

While no effort to build a computerized case-bakeghl assistant has suc-
ceeded completely, many have succeeded in pafdjled for interesting reasons
that, subsequent research now suggests, may besaddr This chapter retraces
some of the steps in realizing the goal of a coenired case-based legal assistant
and estimates how far researchers have yet tat garveys a historical selection
of these efforts in order to assess progress idé¢relopment of robust computer-
ized legal assistants, illustrates linkages indéeelopment of ideas, identifies the
limitations of the approaches, and evaluates thentilikelihood of success.

The chapter focuses on research efforts involemge-basedeasoning in law.

In the field of Al and Law, CBR work has focused anlversarial case-based rea-
soning in which the cases are employed in argumenjastify how a problem
situation should be decided. This chapter's foausa@se-based approaches means
that certain important work on purely rule-basegerk systems, logic-oriented
approaches, or document assembly and planningivescenly passing mention.
For instance, it does not deal with the importaistbfem of logical ambiguity in
distilling legal rules from their sources in stasiind regulations.

2.2. Desiderata for a Computerized Case-Based Legal
Assistant

Using cases to make arguments is a natural taghmierican legal practice, and
using computers to find which cases to cite in argats is commonplace with
full-text legal information retrieval tools like kés and Westlaw. Developing
ways for computers to participate more directhcase-based legal reasoning by
analyzing legal fact situations, explaining whyrimted cases are relevant, and in-
corporating them in arguments, presents much miffieutt challenges and has
been the focus of much research.

There is no one conception of a computerized caseeblegal assistant. Ide-
ally, it might allow one to input the descriptioha fact situation, a specification
of a viewpoint (e.g., a client, an opponent, a rajudge), and optionally, a list of
targeted claims. The program would analyze thelprolin terms of the specified
legal claims, or it might identify plausible legelhims, and output a case-based
legal analysis of the scenario from that pointiefax The analysis would not only
specify the claim and a list of relevant casesraites, but also predict an outcome
based on the cases, and explain how the cases lbeulded in legal arguments
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about the problem, how to respond to such argumants even how hypothetical
modifications of the problem would make a differenc

Alternatively, a computerized case-based legakts# might be an adjunct to
a full-text legal retrieval system. Having subnti@ natural language query con-
cerning a fact situation and retrieved some casts\Wiestlaw, the user might ask
the case-based legal assistant to highlight theages legally relevant to a given
claim and viewpoint, and even to explain why sormses are more relevant than
others.

Whatever the approach, ideally a computerized based legal assistant
would help attorneys use cases to draw legal infeyg about problems. It would
place the user in the position actively to expl@levant past cases or hypothetical
scenarios, compare them with each other and wéhc#tse at hand and consider
their ramifications for legal arguments about thelylem scenario. To that end, a
list of desirable features includes the abilities t

A. Represent cases for factual and legal compariachuding

e Locating a problem in a space of relevant facts.

» Locating a problem among relevant cases in a mantenpretable in terms
of legal arguments.

» Comparing cases factually from a legal viewpoint

* Analogizing and distinguishing cases and knowing whmilarities and dif-
ferences matter legally.

B. Generate case-based arguments and explanatiolsling

e Explaining its conclusions and relating them toalegrguments about the
problem.

» Locating a problem in a space of legal arguments.

» Considering alternative arguments and new argunmeight of hypothetical
variations in facts.

* Able to identify the strongest arguments given yieimt and factual circum-
stances.

C. Use prediction information appropriately, indhugl

Employing predictive information to focus attention important arguments.
Able to detect trends in cases.
Able to identify anomalous cases and to explain ey are anomalous.

D. Connect with full text legal information retrightools, including

» Offering convenient connections (i.e., hyperterk$) from a relevant docu-
ment to cited/citing sources.

» Able to get full-text cases into the system in arfdghat the system can inter-
pret for making arguments and explanations.

» Automatically bridging representations such as &xt legal concepts.
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* Maintainable

The remainder of the chapter describes effortshieae these capabilities in a
computerized system. It opens with a look at th&t fomputer program to com-
pare legal cases on their facts (Section 3.0).idgerbetween the Jurimetrics and
Al and Law eras, this interesting program antigysain a number of ways the
dream of a computerized case-based legal assiMaanwhile, another technol-
ogy with roots in the early Jurimetrics era hasrbéeveloping apace. Section 4.0
takes a look at the current state of the art iall@gormation retrieval and sets up
comparing it with Al and Law work on case-baseduangntation and prediction.
The work on case-based argumentation is the fo€&eoction 5.0. It compares
two approaches to modeling case-based comparisference, and argumenta-
tion, one based on Dimensions and the other on pleaBased Explanations or
EBEs. It then examines ways to integrate case-basddrule-based legal infer-
ences. Section 6.0 reports recent work on predjd¢tie outcomes of legal disputes
based on the Dimensional approach to modeling based reasoning. It illus-
trates a way to integrate prediction and argumimtain one computational
framework. Connecting Al and Law case-based argtemien and prediction ap-
proaches with case texts and full-text legal infation retrieval tools is discussed
in Section 7.0. Finally, Section 8.0 assesses thgrpess toward a computerized
case-based legal assistant in light of the accampients and limitations of the
work to date. The promise of that early predictivogram has almost been real-
ized, but there is still some way to go.

2.3. A Computer Program Compares Legal Cases on The ir
Facts

At some point in the early 1970’s, a computer pir(it was probably too early
for a video monitor) methodically charted a pictuegy much like that in Figure 1
(based on Mackaay & Robillard, 1974, Figure 3, p8)3 Apparently, the com-
puter program that generated the diagram was urdaimeconvenience | refer to
it as the VRCP program for “Visual Representatib€ase Patterns.”
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Fig. 1. VRCP Output

The VRCP diagram showed a projection onto a twoedisional space of 60
Canadian tax cases (13 favoring the taxpayer anggédihst) decided over a ten-
year span. Each case involved a question of cagstiais (particularly the issue,
“Is the sum of gain ... a mere enhancement of vajueehlizing a security, or is it
a gain made in an operation of business in carrguga scheme of profit mak-
ing?”). Each case’s factual content had been suimathiin terms of forty-six
standardized fact descriptors, selected to covetatjally relevant factual aspects
of such capital gains tax cases (Mackaay & Rohi]ld®74, p. 319). Specifically,
each case’s facts were represented as an ordsteaf lones and zeroes corre-
sponding to the forty-six fact descriptors (Mack&afRobillard, 1974, p. 311). A
“1” in a particular place indicated the correspamgfact descriptor was present, a
“0” that it was absent. For instance, “1” in thesfi place indicated that the
“PRIVATE PARTY IS A COMPANY”; “0” indicated that wa not the case. “1”
in the twenty-fourth place indicated that the “PURESE WAS NOT
FOLLOWED BY SALE WITHIN A SHORT PERIOD THEREAFTER(” indi-
cated that was not so (Mackaay & Robillard, 1974,327-331).

The diagram is the first graphical computer outpiutvhich | am aware to at-
tempt to represent tHegal relevanceof cases in a database for purposes of ana-
lyzing new problems. In the diagram the distandsvben any pair of cases corre-
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sponded to thelissimilarity between their facts (Mackaay & Robillard, 1974, p.
314). The measure of dissimilarity was taken taHeeHamming difference, that
is, the number of fact descriptors (out of theyfesix) for which the two cases had
different entries (Mackaay & Robillard, 1974, p.730in the diagram, the distance
between any two cases in the figure was scaledjusirtidimensional scaling to
the Hamming difference between their fact represénis. The fewer descriptors
shared between two cases, the less relevantlyasifiey are according to this
measure and the greater the distance between thdra diagram.

The graphical output invited users to infer a newets outcome by comparison
with those of its nearest neighbors. In order toegate the diagram, the VRCP
program automatically compared the facts of thegadpon receiving a new sce-
nario (as an ordered list of 46 “0™s and “1"shet program could locate it amid
its nearest neighbors among all of the cases inld#base, as measured in terms
of Hamming differences, and project the nearesghimr information visually
onto the two dimensional diagram. From this infdiiog one could determine a
predicted outcome using either the nearest neigbaloulation or visual inspec-
tion. According to the former, the program predithe scenario will have the
same outcome as the majority of its nearest neighld@cording to visual inspec-
tion, one examines where the new case lies relitiee rough boundary between
the PRO cases and CON cases in the diagram. Onseeawhether a scenario
presents a clear case (i.e., one relatively fanftoe boundary and nestled among
uniformly decided cases) or a borderline case abduise outcome there is
greater ambiguity.

The VRCP approach was remarkable. It was, | belithe first computational
means for comparing the facts of new problems & pases automatically and to
present that information visually for the user'sidgunce in drawing inferences
about how a new problem should be decided. Cle®RCP anticipated what to-
day in Artificial Intelligence and Law would be t&d a case-based model of legal
reasoning. It embodied the promise of the caseebdssktop legal assistant.

Previously, researchers like Kort and Lawlor haahpered the development of
fact descriptors for representing a legal issuefsvant general factual features for
purposes of prediction (Kort, 1957; 1966; Lawlo®67; 1969). (Mackaay’s case
data was assembled using Lawlor's methods). Thdyahaady used the fact de-
scriptors to compile databases of substantial nusnblereal legal cases involving
particular issues. They had even applied statlsticaoting techniques to the data
in order to predict new case outcomes with readeraircess. Indeed, a hallmark
of the Jurimetrics Era was developing objectivehods to predict new case out-
comes from empirical analysis of past case facts @aricomes or from judges’
voting patterns.

For all their promise, however, these predictivesmf the Jurimetrics Era suf-
fered from a number of deficiencies, not the ledsavhich was an inability to of-
fer adequate legal explanations of their predictidBiven the state of computer
technology at the time, generating accurate predist was a remarkable
achievement. In legal practice, however, even amrate prediction is seldom
sufficient. When a partner assigns an associatéatiteof researching a new legal
dispute, she expects more than a prediction; steevedints a reasoned analysis of
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the factual strengths and weaknesses of the digrutsition and of the reasons
why they matter from a legal and normative viewpo®ne can explain a predic-
tion in terms of the statistical methodology udedt, that kind of empirical analy-
sis does not capture the elements of a legal omaiive justification. Ideally,
moreover, a legal explanation will also includecanparison of the new problem
to past or hypothetical cases in order to demotestraw factual differences can
affect the predicted outcome and reasoning. Witlbase comparisons, an attor-
ney cannot adequately assess a prediction’s value.

Although VRCP could not generate predictive explims either, it had an ad-
vantage over previous Jurimetrics Era approachegrédictions were based on,
and interpretable visually in terms of, the surming neighborhood of cases and
the boarder between PRO and CON cases. If the mewasgo fell within a
neighborhood of cases with uniform outcomes, a aeatd unambiguously pre-
dict the outcome of the new case. If, by contriagell along the border, the user
would know that the result was uncertain and thadlsdifferences might lead to
a different outcome entirely. VRCP’s authors demi@ted that the border was le-
gally meaningful in a number of ways. They defifisdspect” or “odd” cases (the
ones with labels in Figure 1) as having been dedmyeal human expert as incor-
rectly decided (EXP) or incorrectly predicted byyasf the following methods:
their nearest neighbor approach (NNR), a lineagfanamming method designed to
compute the weights of the fact descriptors (LLét)a unit weighting approach
(UW). Interestingly, most of the suspect cases amgzk close to the PRO/CON
border. The paper describes how legal expertspratd the odd or anomalous
cases, relating borderline cases in the diagramedal trends and to particular
cases selected by professional journals for inkdegademic treatment. The au-
thors’ examination of cases commented upon inevagit tax law journal, showed
that many of them, too, fell along the boundary andld be related to trends in
the location of the boundary over time.

Even VRCP, however, could not engage in robust caseparison for pur-
poses of explaining predictions. The reasonablenésietermining a new prob-
lem’s outcome based on its nearest neighbors dspendhe relevance metric.
Hamming differences as applied in a nearest neighlgorithm have one glaring
deficiency. Two cases may be equidistant from @lpra in terms of Hamming
differences, and yet their fact descriptors, ths sé fact descriptors shared with
the problem, and the sets of fact descriptors hatesl with the problem, may be
quite different. As an empirical matter, neighboray be likely to share a com-
mon core of fact descriptors, but Hamming diffeesprovide no guarantee. This
makes explanation difficult. One could not easiplain a predicted outcome by,
say, comparing a problem scenario to the factsrafaaest neighbor. There was no
assurance that the nearest neighbors would alkshaore of more-or-less the
same fact descriptor values, which might give ttss@ common reason why they
all had a particular outcome.

Some researchers have attempted to improve thesteaighbor approach by
employing a weighted distance metric that assigeights to the different fact de-
scriptors. See, for example (Popple, 1993, pp. 292-98) and the projects de-
scribed there. One problem with this approachas ¢hfact descriptor’s “weight is
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highly contextual and depends on individual probkmations” (Ashley, 1990, p.
175). In comparing cases, it is important to taki® iaccount the particular cir-
cumstances of the problem and cases, the releiaitarities and differences and
the legal reasons to which they give rise.

The need for comparing cases in order to genergtareents for and against
particular outcomes is readily apparent. Supposatemney needs to achieve a
PRO result in a case he finds nestled among COResieaeighbors. Based on the
nearest neighbors, the outlook may appear grimJdwyering is an adversarial
profession and weak facts sometimes come with lteatcThe user still needs to
know what reasonable arguments he can make in thaPRO outcome. Even if
the nearest neighbors share a core of fact desrsjptlescriptor weights can
hardly help identify arguments that this sharedecrouldnot determine the out-
come. To what legal reasons do those shared faasige, given the underlying
principles and policies of the legal domain, andatvrguments might there be
that those reasons should not prevail in the prolslgarticular circumstances?
How can one support an argument that fact descsiph@ problem does not share
with its neighbors should result in a PRO outcoméat hypothetical changes to
the fact situation could rescue it from its preeitCON fate?

More than a decade would pass before Al and Lawrpros would generate
arguments of this type.

2.4. Legal IR Case Retrieval vs. Case Comparison

About a decade before VRCP’s development, reseerdtzel planted the roots of
another case retrieval technology: full-text legdbrmation retrieval. Extensive
technical improvements have culminated in todayexi& or Westlaw systems
with their sophisticated natural language querylifexs. Before considering how
a computerized case-based legal assistant canagemase-based predictions and
arguments, it is useful to contrast approaches d¢batpare cases on their facts
with modern full-text legal information retrievajsems.

Today, legal IR systems include preprocessed tekisiany kinds of legal
cases. Users input queries that may comprise ssgekeywords, or case names;
the system outputs a list of cases ranked accotditige system’s criteria of rele-
vance. Given a query the IR program strips awagvetoeds (i.e., common words
like “the,” “a,” and “and,”) and stems (i.e., endgslike “ing” or “es”). It identifies
various features, such as citations to statutorgamstitutional provisions or to
previous cases, significant phrases and specialxing concepts. It also counts
the number of times that each remaining word oeiofeature appears in the text.
It then uses an inverted index to retrieve alhaf tases whose texts contain any of
those features. The database contains case textsahe been processed in much
the same way as the query: removal of stopwordmrsing, and identification of
features. The inverted index lists every featungeaping in any of the texts stored
in the database; for each feature, it recordsfalecases in which the feature ap-
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pears, the number of times the feature appeat®itet, and its frequency of ap-
pearance in the text corpus as a whole (Turtle5199

Legal IR programs relate queries to relevant téxtat least two ways. One
way, the term vector approach, involves represgrdimd comparing case texts as
vectors in a “space of cases”. It employs a sintylaneasure based on term fre-
guencies and a trigonometric calculation. Each ¢askis represented as a point
in a very large dimensional space. Each differennt(i.e., a word or other fea-
ture) in the full corpus of texts corresponds toamother dimension. A particular
text is located as a point in this spaceteAm vectoris an arrow from the origin
(0,0,0 ...0) to the point representing the text iis targe dimensional space. The
vector specifies the distance along each dimensigret to that point. The magni-
tude or distance along each dimension is its TFAR#ght, a measure propor-
tional to how many times the related term appearthé text (i.e., the term fre-
qguency (TF)) and inversely related to the numbeimoés the term appears in the
corpus (i.e., its inverse document frequency (IDFJus, a term that appears in
both a query and a document adds weight to thelesioa that the query and
document are similar to the extent that the terpeaps frequently in the docu-
ment and rarely in the corpus. If a text does rateha term, the distance along
that dimension is 0. The new case text is comptredl of the retrieved case texts
by computing the cosine of the angle between ttmiresponding term vectors, a
straight-forward trigonometric calculation. The dierathe cosine, the smaller the
angle between the corresponding term vectors, #red full-text approach as-
sumes, the more similar the texts representedéyebtors. This similarity meas-
ure corresponds to the Euclidean distances bettheeendpoints of the term vec-
tors in the multidimensional space (Turtle, 1998).is very different from
Hamming differences or from any of the other meesudiscussed below, that
seek to capture some aspect of legal relevanamfoparing cases.

While the term vector approach finds the msistilar document to a query,
modern legal information retrieval programs like 8¥@wv and Lexis now find the
documents mogirobably relevanto a query using a Bayesian inference network,
a technique developed in Al for automating infeemngiven uncertain informa-
tion. A Bayesian Inference Network Retrieval Motlk¢ the one in Figure 2 can
automate inferences about the likelihood that &es&® need for information, as
evidenced by his or her query, is satisfied by i@dar document in the database
(Turtle, 1995; Turtle & Croft, 1990).

In recommending documents to satisfy a need, a lefggmation retrieval sys-
tem has very little information about what the quereans, what the documents in
its collection are about, or whether a particulacument is relevant to a query.
For instance, suppose a user seeks articles adotdrhating legal reasoning with
cases.” The system does not understand eitherute @r the documents in the
way a human user does. It has the terms in theydiuer, “automat*”, “legal”,
“reason*’, “case*’. The *“-ing” and “-s” endings argemmed, and “with” gets
dropped as a “stop” word.) The system may alsotifjeflegal reason*’ as a
phrase, and it may even have a thesaurus thatde®wynonyms (e.g., “infer-
enc*’ is a synonym for “reason*”). Beyond that, tHe system'’s only basis for
deciding is some evidence that, in its corpus dlions of documents, some texts
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contain (and are indexed by) these terms but mashet. Of course, not every
document that contains the words “automat*”, “légaleason*”, or “case*” will
satisfy the information need even if they appeanethe same sentence (e.g., “In
this case, the fact that the manufacturer knewttrebutomatic transmission was
defective is a reason for finding it legally lialfter the injuries.”)

The Inference Network in Figure 2 is a technique domputing how much
evidence the query terms and corpus documentsde@bout whether a particu-
lar information need is satisfied and which docutagrovide the most evidence.
The Network has two parts, the Document Network #aedQuery Network. The
Document Network is constructed beforehand, and doé change as a query is
processed. The Query Network is constructed whparticular query is submit-
ted.

Each node in the Networks corresponds to an “eyeh& arcs represent the
causal influences affecting the likelihood of arems occurrence. For instance,
the Document Network root nod#& corresponds to the event that a particular
document has been observed. Each document remtsentoder; corresponds
to the event that a term, phrase, citation or otbature has been assigned as an
index to some documents in the corpus. The Quetwdi&’s leaf node represents
the event that a particular information need “I'shaeen met. The need is ex-
pressed as and represented by a combination of qodesg; each related to the
primitive conceptg; that make up the query. Eagftorresponds to the event that
a query has been satisfied. In processing the quleeyIR system constructs a
mapping (represented by the arcs) between the DexxuMetwork’s representa-
tion concepts; and the Query Network’s query concetdt may use a thesaurus
to link a particular query concept to synonymougreésentation concepts. The
query concepts “represent the probability that er wgiery term is a correct de-
scription of a set of documents given only inforimatabout the representation
concepts assigned to that set of documents.” @ut®95, p. 33; Turtle & Croft,
1990).
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Document
Network

Query
Network

Fig. 2. Bayesian Inference Network Retrieval Model

To summarize, the Inference Network in Figure 2teegs the significant prob-
abilistic dependencies of whether an informatiorchbas been met given that a
document has been observed. The chances thatieufzarinformation need has
been met given its query components depend onhtheces that the query com-
ponents have been satisfied given the primitiveryjgencepts. That depends on
the chances the concepts are accurate given thendot representations. That, in
turn, depends on the chances that the represargdtave been assigned given the
documents. TF/IDF values associated with the dootimepresentations; are
used to estimate these conditional probabilitié® prior probability that any par-
ticular document, will be observed is one over the number of documénthe
corpus. By assuming that each docungias been observed in turn, the Infer-
ence Network computes the chances that the infiomaieed has been met by
that document. The system ranks the documents éyridgnitude of the prob-
abilities and returns the most relevant documentstie, 1995, p. 33; Turtle &
Croft, 1990).

The great advantage of full-text legal informatretrieval systems is that they
are comparatively easy to set up and maintain. iGthe texts of new cases, the
inverted index is constructed automatically. ThelDF-based similarity meas-
ures or conditional probabilities can be computed applied automatically. This
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alone explains why Lexis/Westlaw can process mmflimf case texts while the
VRCP program and the Al and Law programs descrimdw, with their seman-
tically richer representations and relevance messwteal only in tens or hun-
dreds of cases.

On the other hand, although the TF/IDF-based sriitjlaneasure or condi-
tional probabilities can retrieve texts that arkevant to the legal analysis of a
problem, they do not explicitly capture legally eehnt factual similarities be-
tween a problem and cases. As a medium for repiegerases, natural language
text supports case comparisons, but by humang,omputers. On a close reading
of the top ten documents returned by the IR systehyman reader will be able to
identify legally relevant facts, similarities andfferences. Beyond highlighting
query terms, however, the system cannot assikaintéask because it has no repre-
sentation of what is important. The system couldngare a problem to its
neighbors only in terms of the presence or absehfrequency-weighted terms.

The substantive factual aspects of a case remaiquepto an IR system. Be-
yond pointing to the TF/IDF-based similarity or pabilistic ranking, an IR sys-
tem cannot explain why a retrieved case is legallgvant. It cannot infer from
the retrieved cases how the problem should be décitbr can it make arguments
for and against such inferences. A Lexis/Westlapetysystem does not even
“know” which side won a case or with respect to athtlaims or issues. Nor can
full-text legal information support prediction ofittomes. Given current technol-
ogy, a legal IR system is not guaranteed to retarses involving the relevant
claim and issue, much less to demonstrate a boyrmgtween PRO and CON
cases, or other information useful for making argote or predictions automati-
cally.

Graphical presentations of Lexis/Westlaw outpuslii would not be very use-
ful. The vector space model does involve a spaceeofors. Using multidimen-
sional scaling, one might project neighborhoodsiofilar documents (as meas-
ured by the angles between term vectors) onto twithree dimensions and even
locate a new problem described as text. The disthetween cases in the projec-
tion would reflect the distance between the endgahthe case term vectors. The
distances and angles, however, are differencesekettext vectors related to the
TF/IDF-based term weights. Such a picture couldindicate the legal features
that are important for analyzing the merits of Hvenario or that make it analo-
gous to previously decided cases.

Nevertheless, TF/IDF weights have some value ireggimg graphical repre-
sentations of conceptually related cases. For ebamapprogram called SCALIR
generated pictures of networks of cases that stmrbstantive concepts relevant
to a query as measured by TF/IDF weights (Rose &Wel991). The weights
determined which cases and concepts to includepittare and how closely to
position these cases and concepts to the vergécdécline of the picture, indicat-
ing maximum relevance to the user’s query.

For a computer program actually to compare thesfattases in terms of their
legal significance, however, a specialized caseesgmtation is required, like
VRCP'’s fact descriptors or the Al and Law repreatohs described below. As
indicated, in Figure 1, the VRCP representatiorpsus graphical presentation of
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some highly useful interpretive information for gigting a problem’s outcome in
terms of the picture’s boundaries or with a neanesghbor algorithm. With the
Al and Law representations, one can do more: genarguments, make predic-
tions and even explain the predictions.

The complementary cost is that the process of septing case facts for these
programs is both manual in its application and seha¢ subjective. From the sys-
tem designer’s viewpoint, this means that adding cases to the program in-
volves a tedious manual process of reading andpirgtng the texts of opinions.
Users, too, need to read and interpret the textkeaiding whether to rely on the
system’s recommendation. There is also the questianaintenance. While the
lists of fact descriptors may become static aftéinee, new fact scenarios with
new relevant facts would continue to appear.

What is needed is a way to translate case textsmatically (or semi-
automatically) into a representation that captuedsvant legal facts so that a pro-
gram can compare cases and draw legal inferengassilich representations and
their uses in argumentation, prediction and expglanaare described in the next
two sections. Research efforts aimed at develog@olgniques to fill in one of the
representations automatically from text are diseds$s Section 7.0.

2.5. Automating Case-Based Comparison, Inference,a nd
Argument

There have been a number of computational effortsddel logical legal infer-
ence. A logical argument proceeds by deductiveorgag from accepted axioms
to justified conclusion¥’ A logical argument in law is a kind of proof thgtyen a
set of facts, a party’s behavior was, or was regally justified. Each inference
along the way needs to be justified in terms of samlid rule of inference. The
proof invokes rules interpreting the legal requiesits of a statute and, to the ex-
tent they are available, intermediary rules defitimose legal requirements. While
implementing the construction of logical argumeistscomputationally feasible
under certain limitations, attempts at implementing construction of logicdé-
gal arguments have encountered a variety of legaltaddnical challenges, in-
cluding the problem of determining whether an opmdured legal term is satis-
fied.® The ingenious solutions that researchers havesedévio attack some of
these challenges are described in Chapter 3.

17 For instance, logical rules have been employepoesent statutory provisions and use
them to analyze problems. (Sergettal, 1986). Heuristic production rules have been de-
rived from legal experts to evaluate product ligpitlaims in tort (Waterman & Peter-
son, 1981).

18 Translating statutory rules into logical formutats raises a number of issues of resolving
logical ambiguities (Allen & Saxon, 1987). Otheoblems are discussed in (Berman &
Hafner, 1986).
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By contrast, an analogical or case-based legatant® is of the following
form:

A particular party in a given scenario should widl@m or an issue because a similarly
situated party won such a claim or issue in a padr case whose facts are relevantly simi-
lar and where the same or similar law applied.

In common law jurisdictions, the formal justificai for case-based legal infer-
ence is the doctrine atare decisisthat courts should assign similar outcomes to
similar cases. The goal of a computerized casedblegml assistant, however, is
not necessarily to modstare decisisbut rather to model the circumstances under
which it is reasonable to infer that because ataterided a similar precedent, the
same (or a different) outcome should apply to aerurproblem. In other words,
the goal is to model some aspect of the persuasfeet in practical legal argu-
ment of an analogous case in deciding a new prablem

A computerized case-based legal assistant needsnputational means for
drawing such legal inferences about a problem ypaoing it to relevantly simi-
lar cases and for making the best possible arguerapporting and attacking
such inferences. The approach must provide:

1. an operational definition of relevant similaritiasd differences,

2. a similarity measure for selecting the most rel¢yast cases, and

3. a way to relate the similarities and differencese@msons why they matter given
the underlying legal concepts, normative princies policies, and purposes
underlying the law.

One of the earliest computational approaches te-based legal inference,
HYPO, compared the relevant facts of a problem past cases from the view-
point of a particular legal claim taken as a wh@dshley, 1987; 1990). It sup-
ported an inference that the same side should wiaim or issue in the problem
as in the cited case by drawing an analogy in texfrehared relevant facts. Sub-
sequent computational approaches have used case-legml inference as a way
to deal with the problem of open textured termiegal rules (Rissland & Skalak,
1991; Branting, 1991; 2000). In particular, thepglement gaps in a logical/legal
proof with analogical inferences drawn by comparthg problem scenario to
cases. The gaps arise when particular terms afad tale are not defined in terms
of intermediary rules. To fill the gap, a reasoaggues by citing a previous case
(i.e., a precedent) where the term was satisfied@t) and by drawing an analogy
between the facts of the precedent and those dafutirent case relevant to that is-
sue.

Practical legal argument supports drawing a legalclusion about a case
through logical and analogical arguments fromatst$, but generally not through
a statistical inference. An attorney may argue thatcase’s facts satisfy the ante-
cedents of a legal rule from which the rule’s cos@n follows. An attorney may
argue that the case’s facts are relevantly sinnlaénose of a precedent case whose
outcome should be followed in the current case.&8uattorney may not argue to
a court that a case should have a particular owddmecause in 90% of precedents
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with relevantly similar facts, that outcome follodveT he statistical inference may
be accurate. As a prediction it has practical arategyic consequences that may
guide the behavior of attorneys in, say, decidmfring suit or to settle a case. It
is not, however, an acceptable legal or normatason for deciding the merits of
the dispute. Of course, statistical generalizatimay be legally relevant facts in a
legal case from which legal conclusions may follda a logical or analogical in-
ference step.

When attorneys compare a new problem to past cts®g,focus on at least
two considerations: (1) the relative strengths afam or issue in the two cases;
(2) the court’s rationale explaining how its deaisiof the claim or issue follows
from the case’s facts and whether and how thabmate maps to the new prob-
lem’s facts.

At least two computational mechanisms have beerldped for the purpose of
drawing case-based legal inferences in terms afetleensiderations: (1) Dimen-
sional Comparison as in the HYPO family of prograarsd (2) Matching Exem-
plar-Based Explanations (EBEs) in GREBE (Brantit@91; 2000}° The two ap-
proaches offer different answers to the questiddhén is it reasonable to infer
that because a court decided a similar precedemtsame or different outcome

19 Other computational mechanisms in Al and Law idetu

Prototypes and deformation§he TAXMAN Il program employed a representatioh o
“prototypes and deformations” to represent legalcepts in the field of corporate tax.
The representation includes template-like desacniystiof a legal concept (e.g., taxable in-
come) and a set of possible mappings from one iggiser into other possible ones. The
mappings can be applied adaptively in argumentOdity & Sridharan, 1981).

Augmented Transition NetworlGardner employed an Augmented Transition Network
(ATN) for representing a kind of legal grammar aofes for “parsing” events having to
do with offer and acceptance. With each new evemwt (telephone enquiry, receipt of a
letter, etc.) the ATN determines the legal “stataffairs” as to whether there is a bind-
ing contract (Gardner, 198Milore recently, Yoshinoet al have applied logical rules in-
terpreting the United Nations Convention on theiinational Sale of Goods (CISG) to
deduce the legal state of affairs as other kindsvehts in a contract dispute occur (Yo-
shino, 1998). Another program employs a kind ofraegted transition network to guide
inferences about property distributions in conrmectvith divorce (Zeleznikow, Stranieri,
et al, 1995-1996).

Semantic NetworkA semantic network comprises a set of nodes coadduy arcs. The
nodes represent objects, concepts or events. Thagpresent relations such as has-part,
isa, and subset. TAXMAN | employed a semantic nekwepresentation of legal con-
cepts concerning tax treatment of corporate redgzgéons (McCarty, 1977). As de-
scribed in the text, GREBE employed semantic netwtrkgpresent Workman’s Com-
pensation cases (Branting, 1991).

Connectionist Networkg\ connectionist or neural network is a system ohynaodes con-
nected to other nodes by weighted links. Usingtaf&#aining examples, the network is
trained (i.e., the weights associated with links agljusted pursuant to a training rule) so
that the network can classify new instances cdgre8tnumber of programs are hybrids
of connectionist networks and other representati8as, e.g(Rose & Belew, 1991; Ze-
leznikow, et al, 1995-1996).
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should apply to the problem?” Dimensions enableraputer program to compare
cases in terms of their respective strengths ardtawa fortiori inferences. Ex-
emplar-Based Explanations or EBEs enable a progoanompare cases and to
draw inferences in terms of the extent to whickeaplanation from one maps on
to the other’s facts. Each defines relevant sirtiéer and differences in a particu-
lar way and applies a similarity metric tailoredthat representation. In HYPO, an
analogy between a problem and past case is drawarins of shared factual
strengths and weaknesses relevant to that iss@&REBE, it is drawn in terms of
a transposition into the new case of a snippehefgrior case’s explanation of
why the legal predicate was or was not satisfied.

2.6. Dimensional Case Comparison, Inference and
Argument

Dimensions facilitate comparing cases in termsheffactual strengths of the par-
ties’ claims and defenses. A Dimension represersterotypical pattern of facts
that strengthens or weakens a side’s claim or deféishley, 1987; 1990).

Dimensions have been implemented for a varietyegil claims, including
trade secret misappropriation law. A kind of statellectual property law, trade
secret law protects owners of competitively valeabecret information from
competitors who gain and use the information thhoagoreach of a confidential
relationship or by improper means. Two of the ngonrces, the Uniform Trade
Secret Act and the Restatement First of Torts,i@e@57, a scholarly summariza-
tion relied upon in many trade secret decisionggely agree in their definitions of
a trade secret. The UTSA states,

“Trade secret' means information, ... that: (ijiwls independent economic value, ...
from not being generally known to, and not beinadily ascertainable by proper means ...
and (ii) is the subject of efforts that are reasd@ainder the circumstances to maintain its
secrecy.”

Section 757 defines a trade secret in Comment b:

“A trade secret may consist of any formula, pattelevice or compilation of informa-
tion which is used in one's business, and whiclegiim an opportunity to obtain an ad-
vantage over competitors who do not know or use it.

Comment b elaborates upon this statement:

“An exact definition of a trade secret is not pbksi Some factors to be considered in
determining whether given information is one's éradcret are:

1. the extent to which the information is knownsidi¢ of his business;

2. the extent to which it is known by employees atftkrs involved in his business;

3. the extent of measures taken by him to guardekeecy of the information;

4. the value of the information to him and to hesnpetitors;
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5. the amount of effort or money expended by hidémeloping the information;
6. the ease or difficulty with which the informatigould be properly acquired or dupli-
cated by others.”

A defendant is liable for trade secret misapprdjmga according to Section
757,

“if (a) he discovered the secret by improper meangp) his disclosure or use consti-
tutes a breach of confidence....”

Dimensions in the HYPO program capture experts'videdge of the kinds of
fact patterns that strengthen or weaken a claintréate secret misappropriation.
As the examples in Figure 3 suggest, Dimensionseiment and expand upon the
Restatement’s list of trade secret factors. HYPI@sis drawn from the state-
ments of judges in trade secret decisions and frenobservations of legal schol-
ars writing treatises or articles on trade se@et For each Dimension, there is at
least one case where a judge indicated that therlyimy pattern strengthened or
weakened the claim.

A highly structured knowledge representation cartdtreach Dimension had
preconditions to determine whether it applied tase, a range of possible values
to indicate how extreme an example of the Dimensi@mase presented, and a fo-
cal slot for the Dimension’s actual value in a jgafar case. For instance, Secu-
rity-Measures’ range comprised sets of eight typEsecurity measures com-
monly taken (e.g., restricting visitor access, magk product information
confidential, adopting an employee trade secregnam, etc.) Secrets-Disclosed-
Outsiders ranged from zero disclosures to an arilitrlarge number. A case’s
value “along” a Dimension could range from the sgrest value for plaintiff (e.g.,
taking all eight security measures or disclosingéoo outsiders) to the weakest
(i.e., taking minimal security measures or diseigsto millions of outsiders).
Other Dimensions had binary ranges, such as whethaot a plaintiff had dis-
closed secrets to defendant in negotiations. @nion disclosed no information
about the security measures taken or the numbdisdbsures, those Dimensions’
focal slots, one of their preconditions, were radisfied and they would not apply.
If all of a Dimension’s prerequisites were satidfia a case except for the value of
its focal slot, it was deemed a “near-miss”.

Security-Measures: plaintiff's claim is stronger the more security asares it took to
protect info.

Disclosure-In-Negotiations:plaintiff's claim is stronger to the extent it dibt disclose
the secret to defendant in negotiations.

Agreed-Not-To-Disclose: plaintiff's claim is stronger to the extent it emtd into a
nondisclosure agreement with the defendant.

Employee-Sole-Developerplaintiff's claim is stronger to the extent thafendant was
not the sole developer of the information.

Secrets-Disclosed-Outsidersplaintiff's claim is stronger the fewer disclossref in-
formation were made to outsiders.

Outsider-Disclosures-Restricted: plaintiff's claim is stronger to the extent thasd
closees were restricted from disclosing the infdiomato others.
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Competitive-Advantage: plaintiff's claim is stronger the greater comge#tadvantage
defendant gained by access to plaintiff's inforimati

Bribe-Employee: plaintiff's claim is stronger the more money, stoor other benefits
the defendant gave to plaintiff 's former employeswitch employment.

Brought-Tools: plaintiff's claim is stronger to the extent the rfer employee brought
product-related tools to defendant.

Fig. 3. Sample Dimensions in HYPO

With this structured knowledge, HYPO performed aber of tasks character-
istic of legal argument with cases (Ashley, 198390Q). It drew analogies between
a case and problem in terms of shared Dimensiordistinguished a cited case
from a problem by pointing out unshared Dimensithras favored the result in the
cited case, but which were not present in the prabbr that favored the opposite
result in the problem, but were not present in ¢hed case. It distinguished a
cited casalong a Dimension, for instance, pointing out that theecwas weaker
than the problem because the “secrets” had beetosésl to hundreds of outsid-
ers rather than only one or two. It also posed thatecal variations of a problem
that would strengthen or weaken an argument, suppdsat a near-miss Dimen-
sion like Security-Measures applied or that the benof disclosures to outsiders
were increased beyond that of any case in the dsgadtill won by a plaintiff.

A simpler variant of Dimensions called Factors waseloped in designing the
CATO program, an intelligent tutoring system toctedéaw students to make case-
based arguments (Aleven, 1997; Aleven & Ashley,419997). Factors are bi-
nary and not highly structured. A Factor’s valugrig if it applies to the facts of a
case and false if it either does not apply or tasknown whether it applies. If the
Factor, Security-Measures, applies in a case itesgmts a strength for plaintiff
regardless of what non-empty set of non-minimal sness were taken. A second
binary Factor, No-Security-Measures, applies tesaghere the plaintiff took no
measures to protect security. While Factors dosnpport comparing cases’ val-
ues “along” a Dimension, they are easier to implenm@mputationally and to
teach to law students.

Although simpler in one sense, CATO'’s Factors ideladditional knowledge
not present in HYPO’s Dimensions. Its Factor Hiengrprovides legal reasons
why trade secret factors matter in terms of morstrabt Factors based on the
claim’s issues (Aleven, 1997). The issues are driiam the Restatement First's
provisions, such as whether the information isaddrsecret, whether there was a
confidential relationship, and whether improper neavere used. When CATO
compares cases, this information enables it toa@xphore fully the significance
of shared and unshared Factors (Aleven, 2003) eShe remainder of this chap-
ter focuses on the relationship between Factorsssues, for simplicity | will re-
fer primarily to Factors rather than Dimensions.

CATO not only makes these reasons explicit, batiit downplay distinctions,
unshared Factors that underlie reasons for decichisgs differently, by trying to
find alternative rationales to explain the conabwsifavored by the distinction
(Aleven, 1997, 2003). Basically, CATO downplaysistidction by making an ar-
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gument that even without the Factor, the same osiani for the issue would fol-
low. Similarly, CATO can emphasize a distinctioy, fointing out alternative ra-
tionales that support the opposite conclusion. &tedernative rationales corre-
spond to alternative paths from a distinguishingt&ato an issue in the Factor
Hierarchy.

An example of representing a real trade secretdase with Factors is illus-
trated in Figure 4, theScientologycase,” Religious Technology Center v. Netcom
On-Line Communication Services, Iret.al 923 F.Supp. 1231 (N.D.Cal., 1995).

Plaintiff Religious Technology Center (RTC), an armtieé Church of Scientology,
sued defendant Dennis Erlich (Erlich), a formeregtdlogy minister. Erlich received train-
ing in ministerial counseling services and had ssd¢e writings of the Church's founder, L.
Ron Hubbard (Hubbard). These "Advanced Technologkksioare Hubbard's guides to
spiritual self-improvement and are practiced bye8tmlogy church members. Erlich signed
confidentiality agreements with respect to the Atheal Technology material64 Agreed-
Not-To-Disclose (p)Since leaving the Church, Erlich has publicly ci#téd Scientology in
the Internet Usenet newsgroup called "alt.religiorentology”, an on-line forum for the
discussion of issues related to Scientology. Eritbgedly posted the Advanced Technol-
ogy works to the newsgroup. The works have a st impact on the donations received
by the Church, and provide a majority of its opergtexpenses. Several times in the past,
breakaway Scientology-like groups exploited RTC's aubed Technology works for their
profit. RTC took elaborate means to ensure the cenfidlity of the Advanced Technology
works, including use of locked cabinets, safesgilog and identification of the materials,
availability of the materials at only a handfulsites worldwide, electronic sensors attached
to documents, locked briefcases for transportingkgcalarms, photo identifications, secu-
rity personnel, and confidentiality agreementsdibiof those given access to the materials.
F6, Security-MeasuredAlthough the works were disclosed to thousandsasfshioners,
parishioners are required to maintain the secrédie materialsF10 Secrets-Disclosed-
Outsiders (d); F12 Outsider-Disclosures-Restric{pdl Another individual had previously
posted the works on Internet usenet newsgroupssibbe to millions of peopld=20 Info-
Known-To-Competitors (d).

Fig. 4. Facts of the&ScientologyCase

Clearly, theScientologycase involves conflicting strengths and weaknebses
plaintiff's claim. Experts in trade secret law wdulecognize five stereotypical
fact patterns that strengthen or weaken the pthiRITC’s trade secret claim
against defendant Erlich. Each corresponds to éoFaod has been inserted into
the above text, along with an indication of whidthesit favors, immediately after
the sentence that justifies its application. Thisctors F4, Agreed-Not-To-
Disclose, F6, Security-Measures, and F12, Outdiistctosures-Restricted, all fa-
vor the plaintiff (p). Factors F10, Secrets-DiseldsOutsiders, and F20, Info-
Known-To-Competitors, also apply but favor the aefent (d).

In law, there is no mathematical or algorithmic wayresolve the dispute by
combining the strengths and weaknesses accordisgrt® scheme of weights.
Such an approach might produce a prediction, butanoargument who should
win. Instead, attorneys look for past cases whetgts resolved similar conflicts,
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and so does CATO. Each case in the database iseiddsy its applicable Factors.
Given a problem, CATO retrieves the most relevégdst significantly distin-
guishable, cases either side can cite without édathe opponent’s responding
with a more relevant pro-opponent counterexample.

CATO's (and HYPQ's) basic measure of relevancenigointness; a case is on
point if it shares at least one Factor with thebpem. One case is more on point
than another case if the second case’s set of fSasthared with the problem is a
subset of those shared by the first case and tblelgm. As HYPO before it,
CATO partially orders all of the relevant casedeémms of their on-pointness to
the problem in a data structure called a ClaimitatfAshley, 1987; 1990). Cases
along a branch of the Claim Lattice that are cldsethe root node, representing
the problem’s set of applicable Factors, are moreaint than those farther down
a branch. A more relevant pro-opponent counterei@atopa case would be found
on the same branch as the case but closer todheade.

In analyzing theScientologycase, for instance, CATO can construct the Claim
Lattice shown in Figure 5. It contains a case dalleegler from the database, an
on-point case won by plaintiff with the followinga€tors: F6, Security-Measures
(p), F10, Secrets-Disclosed-Outsiders (d), F11tivarKnowledge (d). The pro-
plaintiff Ziegler case is less on point than the pro-defendiéBt. or CMI cases,
butMBL has a distinction from th&cientologyproblem (as indicated by the dash.)
The pro-defendan€MI case has multiple distinctions. As noted, a cas#istin-
guishable from the problem if there are legal reagbat explain the result in the
case but that do not apply in the problem. A cassaid to besignificantlydistin-
guishable from the problem if CATO can emphasiag, iot downplay the dis-
tinction using the information in its Factor Hiethy (Aleven, 2003).

ConsequentlyZiegleris an especially relevant case. In fagiggleris one of
the most relevant, least significantly distinguisleacases the plaintiff can cite
without fear of the defendant’s responding with arenrelevant pro-opponent
counterexample. Not only does it have some of #mesconflicting Factors as the
Scientologycase and resolve the conflict in favor of the ni#fi But, as it hap-
pensMBL andCMI both have significant distinctions — those digimmts can't be
downplayed but they can be emphasized accordintpeoFactor Hierarchy. In
short,Ziegleris one of plaintiff's Best Untrumped Cases (BU&}liley, 1990, p.
162) that is also not significantly distinguishateven, 2003).
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F20 Info-Known-To-Competitors (d)
C307 Corrosion ®)

F4 Agreed-Not-To-Disclose (p)
F6 Security-Measures (p)

F10 Secrets-Disclosed-Outsiders (d) Fa Agreed-Not-To-Disclose (p)
F20 Info-Known-To-Competitors (d) F6 Security-Measures (p)
C133 MBL (d) - C323 La-Calhene (p) -

c87 CMI () - - -

F6 Security-Measures (j

P)
Disclosed-Outsiders (d)

C322 scientology

F4 Agreed-Not-To-Disclose (p)

)
d-Outsiders (d)
losures-Restricted (p)

F4 Agreed-Not-To-Disclose (p)
F6 Security-Measures (p)

C323 La-Calhene (p) -

es (p)
sed-Outsiders (d)

F6 Secul
F10 Seci
C113 Zi

Fig. 5. Claim Lattice forScientologyCase

CATO uses cases likdegler (andTrandes Figure 5) to make the strongest ar-
guments in favor of a side. For instance, Figushéws some arguments CATO
makes withZiegler (For simplicity, this is actually a composite wfat arguments).
As shown in Figure 6, particularly the plaintifffebuttal, CATO argues from a
more general normative viewpoint that the two caamesfundamentally similar
(i.e., not significantly distinguishable) and shibilde decided alike. CATO does
not credit plaintiff's response distinguishing tAeegler case. In the rebuttal it
finds that plaintiff can downplay this distinctioarguing that it does not make
Ziegler significantly better for the plaintiff than thettion in theScientology
case, and, therefore, tHatientologylike Ziegler, should be decided for the plain-
tiff.

As an intelligent tutoring system, CATO helps stdefind cases lik&iegler
that are particularly good for one side or othethén demonstrates how to make
arguments in a kind of brief organized by issu¢isgithose cases. The program
also demonstrates how to respond to the brief erptirt of the opponent, distin-
guishing the cited cases and citing other pro-oppbnases as counterexamples.

Scientology (?)
F4 Agreed-Not-To-Disclose (p)
= F6 Security-Measures (p)
= F10 Secrets-Disclosed-Outsiders (d)
F12 Outsider-Disclosures-Restricted (p)
* F20 Info-Known-To-Competitors (d)

, Key
Ziegler (p) Relevant Similarity
= F6 Security-Measures (p) Distinction

= F10 Secrets-Disclosed-Outsiders (d)
F11 Vertical-Knowledge (d)
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=> Plaintiff's argument citin@iegler

Where plaintiff adopted security measures (F6)neheugh plaintiff disclosed its prod-
uct information to outsiders (F10), plaintiff shdukin a claim of trade secrets misappro-
priation, as in B.C. Ziegler and Co. v. Ehren, 14lis®@d 19, 414 N.W.2d 48
(Ct.App.1987).

€ Defendant's response distinguish#iggler
B.C. Ziegler and Co. v. Ehren is distinguishable, bhseanScientology plaintiff's in-
formation was known to competitors (F20). This was so inZiegler.

=> Plaintiff's argument downplaying the distinction:

In Scientology plaintiff's information was known to competitqfs20). This was not so
in Ziegler. This however is not a major distinction.4regler, plaintiff disclosed its product
information to outsiders (F10) and plaintiff's infeation relates to customers or suppliers
(F11) (so it may be possible to obtain it from tustomers or even from publicly available
directories), and plaintiff still won. It followshat in both cases, defendant obtained or
could have obtained its information by legitimateams. And yet plaintiff may still win.

€ Defendant's argument emphasizing the distinctiome.

Fig. 6. CATO’s Best Argument for Defendant 8tientology

The Dimensional/Factor case representation differs the fact descriptors of
VRCP and other Jurimetrics Era programs. The fastdptors are not structured
representations like HYPO's Dimensions, nor argehgructures like CATO's
Factor Hierarchy to represent the legal signifiean€ Factors. While Jurimetrics
Era programs employed fact descriptors for pregfictinone employed them
automatically to construct arguments or explaindjmtéons. Although some fact
descriptors were “polarized” (i.e., indicated whaitle they favored), the case rep-
resentations did not capture the significance ohse as resolving conflicts be-
tween strengths and weaknesses. As discussed fior56¢ a Factor representa-
tion supports not only making predictions but ekpleg them and constructing
legal arguments.

2.7. Case Comparison, Inference and Argument with E ~ BEs

An Exemplar-Based Explanation represents the Coudtionale in a particular
case. It relates certain case facts the court deggngficant to the legal conclu-
sions for which they are relevant (Branting, 198000). EBEs have been imple-
mented in the domain of state workman’s compensddio as semantic networks.
In a semantic network, the nodes represent objeots;epts or events. The arcs
represent relations such as “antecedent of”, “oqpueset of’, “has part”, “isa” (i.e.,
“is an instance of") and “subset”. For example,reefodescription a workman’s
compensation case, tanakcase, is shown in Figure 7, followed in Figurey8ab

version as it might be depicted in a semantic nekwo
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In the semantic network representation some ofittks are marked as “crite-
rial.” That is, the judge regarded the linked fastrelevant in drawing the conclu-
sion that a particular statutory term was satisiied case (Branting, 1991; 2000).
Figure 8 shows a number of such terms (e.g., “irs® of employment,” “in fur-
therance of employer’'s business,” “directed trdvieasonably essential”), all
drawn from statutory and common law rules appligdhe court in analyzing the
Janakfacts. Each one has associated criterial facts/uioh the court based its
decision.

Janak v. Texas Employer’s Ins. Co., 381 S.W.2d(1964)

Janak was a member of a crew engaged in drillingilawell near the town of Ecleto.
Janak was injured in an accident while a passeimger car driven by Draplia, another
member of the drilling crew. The accident occurdeding a deviation from the direct route
to Ecleto. The purpose of the deviation was toigetat the town of Runge to cool the
crew’s drinking water. Water was not availablereg drillsite and was not furnished by the
employer.

The Texas Supreme Court noted that injuries incuntéite commuting are not ordinar-
ily compensable under worker's compensation. Howetbe Court reasoned that a passen-
ger in a business carpool is in the course of eympémt when traveling on a journey whose
purpose is to perform a service in furtherancehefémployer’s business... Vernon’s Tex.
Rev. Cit. Stat. Ann. Art. 8309 Sec. 1b states thatries occurring during traveling are
compensable only if ... the worker was “directed is @dmployment to proceed from one
place to another place”....[W]hether Draplia was he tourse of his employment at the
time of the accident depends on whether he wag¢tid in his employment to proceed
from one place to another place.”... The directiorptoceed from one place to another
place can be an implied direction provided thatghgose of the travel was in furtherance
of the employer’s business....There was sufficientiewce to support the jury’s finding
that the deviation to Runge was in furtherance efamployer’s business. The hot working
conditions at Ecleto made ice “reasonably essérthathe continuance of drilling opera-
tions.

Fig. 7.JanakCase
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| Insurance Co. liable to Janak

y/v T Conseq
Janak injured
Insured Co. !

in course of employmen
employs Janak| ploy
TConseq

e Carpool driver traveling
Statu.tory ’ in course of employment|
Requirements

Conseq

TConseq Janak injured

Trip in furtherance
of Employer’s business

ch’nsef‘ Auto accident
Employer impliedly on route

Janakin carpool . directed travel

Criterial

Traveling furthered " Criterial Facts
employment T '

Car headed
to drill site

e Té(fnééq

Criterial Ice water reasonably

essential for oil drilling o
- — crew Criterial
Janak passenge‘ | Draplia driving car —
'wt Deviation from

ial .
ena direct route
Drilling site very for ice water
hot

Fig. 8. Semantic Network RepresentationJahakCase

In representing fact situations, GREBE employs ntba@ one hundred labeled
links for relations such as “decreases”, “intewsifi “achieved”, and “reasonably
essential for” (Branting, 1991, p. 837). Figure & een simplified to include
only consequent and criterial fact links. Indivildacts and relations, such as
those concerning the need for ice water, are repted in relational terms
(Branting, 2000, p. 73), such as:

(increases
(temperature drill-site)
(intensity worker’s-water-need))

(impedes
(intensity worker’s-water-need high)
(oil-drilling-activity)

Given a new problem, also represented as a semagttiork, GREBE begins
by trying to prove the proposition that the defartdamployer is liable to the em-
ployee for the employee’s injury. For this purpoise database contains 57 statu-
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tory, common law, and common sense rules, drawm filoe domain of work-
man’s compensation law (Branting, 2000, p. 65). BREttempts to construct a
rule-based explanation by finding rules from whaseaclusions the proposition
follows. Recursively, it then tries to prove thegicates of those rules, using yet
other rules, if possible. This process of reasofibagkward” from a rule’s ante-
cedent to the conclusions of other rules from whicht antecedent follows is
called “backward-chaining.” In addition, whether rwot rules define a predicate,
GREBE searches its case database for positive egatine instances of the predi-
cate that best match the facts of the new casee @mcexplanation is completed,
the program transforms it into a written legal angumt (Branting, 1991, pp. 805,
6).

The positive and negative instances of a prediastethe subparts of a past
case’s semantic network representation (i.e., BE)scomprising the explanation
of why the judge determined that the predicate(diddid not) apply in a case. In
theJanakcase, for example, such a subpart correspontie tiegal rule predicate,
“in course of employment” and its related critefiatts (Figure 8). Each instance
is indexed by the predicate whose application o dhse it explains (Branting,
2000, p. 66).

Since the case database may contain many candiciemces of a predicate,
GREBE needs a way of selecting the most relevamdidates. The basic similar-
ity metric for comparing EBEs is the proportiontbé candidate’s criterial facts
that match the problem’s facts under the best nmgpgh order to generate the
best mapping, GREBE's structure mapping algorithmad up the labeled arcs in
the EBEs and employs an efficient algorithm to ceand evaluate the possible
mappings.

GREBE assesses the quality of the analogies taiy®sind negative instances
in terms of the “proportion of facts that were niegtd under the best mapping fol-
lowing match improvement.” (Branting, 2003, 108)tHen generates the proof as
an argument, citing and discussing the analogossstamplications for determin-
ing whether or not the predicates apply in the [@ob It draws analogies in terms
of shared criterial facts; unshared criterial fats distinctions.

For instance, Figure 9 shows a portion of GREBEgal analysis where it em-
ploys theJanak case when confronted with the problem of two reddthool
teachers in a car-pool, Donald, the driver, anchJthee passenger (Branting, 2000,
pp. 124f). On the way to work, Donald was respdesior picking up some
sandwiches for their lunch because the school thekeafeteria. After deviating
from the direct route to school to go to the samtivéhop, Donald had an accident
in which Joan was injured.

In attempting to prove that Joan has a workmanmpansation claim against
the school district, GREBE seeks to prove thatdéation was in the course of
Joan’s employment, applies the car-pool rule adogrdo which that issue de-
pends on whether the deviation was in the courdeosfald’s (i.e., the driver's)
employment, selectianakin a structure-mapping search, and draws theviitig
analogies and distinctions.
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Two conflicting arguments can be made concerningtidr the trip to the sandwich
shop was an activity in furtherance of Donald’s wyment: ...

The stronger argument is that:

The trip to the sandwich shop was an activity itHarance of Donald’s employment.
This conclusion follows from the very strong analdptween the given case and the facts
of [the Janakcase] that were relevant to the conclusion thatdviation to Runge was an
activity in furtherance of Draplia’s employment....

Sandwiches being at the middle school was reasprakkntial for teaching children....
This conclusion follows from the very strong analdiptween the given case and the facts
of [the Vaughncase (not shown)] that were relevant to the cameiuthat Vaughn’s having
food was reasonably essential for Vaughn transppsulfur.

Relevant differences between the given case andlfthakcase] ... are that: -- It was
not the case that the intensity of Teachers foaat rdepended on the temperature of the
middle school. Whereas in tdanakcase: -- The intensity of Janak crew cooling neéed
pended on the temperature of Ecleto.]

However, a weaker argument can be made that: Théotthe sandwich shop was not
an activity in furtherance of Donald’s employmerttis conclusion follows from the strong
analogy between the given case and the facts thatbkevant to the conclusion that ordi-
nary commuting from work is not an activity in faerance of a typical employee’s em-
ployment as held in [th&merican General IngCase (not shown).]

Fig. 9. GREBE’s Arguments CitindanakCase

The distinctions are somewhat inaptly characterizéw temperature depend-
ency is not relevant in Donald and Joan’s case @RIEBE’s representation has
no way of determining that. In dealing with a véda of the Donald and Joan
case, where the deviation is to purchase magafimdke teachers, GREBE dis-
tinguishesJanakmore successfully: “Donald transporting magaziwvas not cus-
tomary in the education industry.” “Transportinguater was customary in the
petroleum industry.” In another variation, Donalidks up sandwiches first and
then has the accident. GREBE distinguisbasak “The sandwich shop was not
the destination of the trip to the Middle SchodIThe deviation to Runge was a
deviation from traveling to Ecleto.” (Branting, 200

Representing case facts is somewhat problema@REBE. In order for struc-
ture mapping to work across cases, similar factstrbe represented in similar
ways. For a representation as elaborate as senmattiorks with many different
types of relations, this is hard for case enteterachieve. In order to deal with
this problem, the SIROCCO program provides web-thasese-entry support, a
limited representation language with readily acitds®xamples, and more robust
multi-level matching criteria (McLaren, 2003).

2.8. Integrating Case-Based and Logical Inference

Since law involves reasoning with and about legés as well as cases, even a
case-based legal assistant must be able to integaae-based and logical infer-
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ence. Technigues have been developed for integritgical reasoning with legal
rules and either Exemplar-Based Explanation or Dsianal case comparison.

GREBE integrates rule-based inferences and Exeraaed Explanation. The
positive and negative instances of a predicateymiriom past cases, are inte-
grated into a proof constructed by the progrant ageémpts to prove a conclusion
by backward-chaining through a set of statutoryd(@@ammon sense) rules. Such
rules include the basic rule of workman’s compdngat’/An employer is liable to
his employee for worker’s compensation if the igjig ‘sustained in the course of
employment.” (Branting, 2003, p. 65). Another ruge“an injury is sustained in
the course of employment” if the worker is emplayte injury occurred while
the worker is engaged in an activity “in furtheraraf” his employment, and the
injury “originates” in the employment (Branting, @8, p. 65). For use in applying
these rules, GREBE implements eight predicates wihbitive or negative in-
stances, including: in-furtherance-of-employmemasonably-essential-for, pas-
senger-in-business-carpool, and duty. (Brantin§320p. 204-5).

CABARET provided a more flexible integration of logl reasoning with legal
rules and factual case comparisons, this time imeitged with Dimensions (Riss-
land & Skalak, 1991). It dealt with an income taxrdhin, in particular the home
office deduction. Having examined cases applyirgyrédevant provisions of the
Internal Revenue Code, the authors identified ttowipions’ open-textured legal
terms that tended to be litigated. For each ofdlstatutory terms, they adapted
HYPO-style Dimensions to represent a small seterestypical fact patterns that
strengthened or weakened the taxpayer’s argumentecoing the issue of
whether the statutory term was satisfied in thecaihus CABARET was the first
program to associate Dimensions with the particaldr-issues a court must de-
termine in applying a legal rule. CABARET also implented a control mecha-
nism with heuristic rules for flexibly integratings legal rule-based and case-
based analyses. In order to decide whether its ne@sioning step should involve
logical reasoning with legal rules or analogicasening with cases, the program
would determine which heuristic control rules maithhe current situation. If the
program had just completed a logical inference ¢haseapplying a legal rule, for
instance, a control rule would lead it to doubledhits answer by comparing
similar cases. Another heuristic control rule wolddd the program, if it had
found that a legal rule nearly applied but for &sitig term, to try to broaden the
legal rule by, for example, dropping the missingrteind finding cases where the
desired side still won.

An example of how CABARET flexibly integrated reagwy with legal rules
and cases and broadened a legal rule is showngureFil0, part of its 50-step
analysis of a taxpayer’'s claim in a case caMgdissmanRissland & Skalak,
1991, pp. 867f, 875f). Guided by the firing of theuristic control rules (indicated
in brackets), the processing intelligently switchetween case-based and rule-
based reasoning steps, much as a human attornéy dagAt step (27), the pro-
gram begins by Dimensionally comparing the probtenall cases for which the
principal place of business term has been satisfietifinds good cases to cite. At
step (28), it double checks its case-based comelusy attempting to infer logi-
cally that the home office was the taxpayer's ppatplace of business using the
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relevant statutory rule; it finds that one (butyonhe) requisite term is not satis-
fied, namely whether the taxpayer, a professorchdigged his Primary-
Responsibility-In-Home-Office. At step (29), it Déamsionally examines cases
dealing with that term. At step (31), it tries \ars ways of broadening the princi-
pal place of business rule to deal with the missémm. The results are reported in
the argument. CABARET found pro-taxpayer cases wiiee rule was satisfied
and draws analogies at 1 to M&eissmarsituation. It found cases where the con-
clusion Principal-Place-Of-Business was satisfigcdibalogy and draws analogies
to them at 2. At 3, it distinguishes the IRS’s bemtes that the home office was
not the taxpayer’s principal place of business.

Extracts from CABARET’s Processing Wfeissman

(27) Do dimensional analysis on principal-placesaginess. [Start-with-cbr-predicate].

(28) Backward-chain on principal-place-of-busingSanity-check-by-the-predicate].

(29) Make lattice on principal-place-of-businegatdate-predicate-claim-lattice].

(30) Check claim lattice. [Check-predicate-claintita].

(31) Broaden missing antecedent primary-responsibiithome-office. [Broaden-
missing-antecedent].

(32) Analogize case-list. [Broaden-01].

(33) Distinguish case list. [Broaden-2A].

Excerpts from CABARET Argument re the Principal Rlad Business Predicate

While the rule PRINCIPAL-PLACE-OF-BUSINESS-RULE did rfoe and the conse-
quent of the rule, PRINCIPAL-PLACE-OF-BUSINESS, was astablished, we may ap-
peal to the following arguments to support a clédmthe predicate PRINCIPAL-PLACE-
OF-BUSINESS:

1. Note that only one conjunct of that rule, ((WEMAAN PRIMARY-
RESPONSIBILITY-IN-HOME-OFFICE T)), was missing.

For cases where that domain rule did fire and ésalt of the case was favorable, con-
sider the following cases as analogies: ADAMS, DRU®KH-RANKEL, JUNIOR
CHAMBER, MEIERS, SCOTT,...

To analogize DRUCKER and WEISSMAN, consider the follayfactors possessed by
them in common:

There was evidence as to the frequency of usageediome office by the taxpayer, the
home office was necessary to perform the taxpagerttes....

2. Looking at case-based analysis,...
Dimensional analysis on the WEISSMAN case yieldstfe predicate PRINCIPAL-
PLACE-OF-BUSINESS:

The APPLICABLE factors are: income was derived fraativities in the home office;
there was evidence as to the relative use of theetaffice and other work places; ...

For a pure COMMON LAW argument, the best cases te wiith respect to the
PRINCIPAL-PLACE-OF-BUSINESS are: BELLS, MEIERS...

To analogize BELLS and WEISSMAN, consider the follogvfactors in common...
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3. The best cases for the OPPOSING side with reégpethe predicate PRINCIPAL-
PLACE-OF-BUSINESS are: BAIE, CRISTO, HONAN, LOPKOFF, PABRANTZ.

To distinguish BAIE from WEISSMAN, consider the folting factors that were pre-
sent in WEISSMAN but not in BAIE:

There was evidence as to the frequency of usadkeohome office by the taxpayer;
there was evidence as to the relative use of tmeehoffice and other work places; the
home office was physically separated from the tvamea ...

Fig. 10. CABARET's Processing and Arguments Integrating $tayuRules and Dimen-
sional Case Comparisons

More recent work combines aspects of the approach€é&BARET, GREBE,
and CATO using defeasible rules, rules that argestibo exceptions. In Prakken
and Sartor's framework, the information that adadtsupports a conclusion c in a
particular case is expressed as a defeasible delgal“If f = ¢”, a rule that is not
true in all circumstances (Rissland & Skalak, 199Mheir framework defines
various argumentation moves for supporting andckittg propositions in a dia-
logical argument, including variations on the movespported in HYPO,
CABARET, and CATO, as well as some additional moves

Like CABARET, their representation preserves factonflict-resolving infor-
mation concerning a court’s resolution of the ollasatcome of the case as well
as sub-issues, but it does so in a different wayhé Prakken and Sartor model,
preference rules represent the information thaa igiven case, the court deter-
mined that the factors which favor its conclusianveeighed those that favored
the opposite conclusion (Prakken & Sartor, 19983aée illustrates circumstances
in which certain factors are preferred to othensother circumstances, the same
conclusion may not follow.

A schematic example illustrates the kinds of argumeheir preference rule
model supports. Unlike the computer-generated aegui@xamples above, the au-
thors produced this example manually following tlwdes of their theoretical
model. The top-level legal issue involves “whetlzeistay in another country
changes one’s fiscal domicile with respect to ineotax.” (Prakken & Sartor,
1998, p. 247). The authors provide factors bothtliertwo possible outcomes of
this issue (i.e., pro-change v. con-change of ffidoanicile) and for a sub-issue,
whether the taxpayer’s company is a domestic comp@e., pro-domestic-
company vs. con-domestic-company.) This sub-issutsélf a factor (f3 domes-
tic-company), but an abstract, inferred one; aifigdhat the company is domestic
supports the conclusion that the taxpayer’'s domitds not changed.

The two precedents, casésaandB, and the problem scenario shown in Figure
11 illustrate the kind of information that the modeerives from a decided case
and how it is used to analyze a problem. In @dgder instance, the court found no
change in domicile given the seven listed fact@tge precedent is explained in
terms of a set of Factor Rules summarizing theofateffects and a set of Prefer-
ence Rules. There are two Factor Rules for eaaleiss sub-issue. One rule
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summarizes the factors that favor a pro conclusibthe (sub-) issue; the other
summarizes the factors favoring the con conclusidre Preference Rules record
how the court reconciled the conflicting Factor @utonsistently with the court’s
overall decision. For instance, the antecedentudéR-con-change contains all of
the con-change factors in cafe and its consequent is ca8é outcome: no
change in domicile. Casg also has two pro-change factors, not-kept-housk an
no-domestic-job-prospects. These pro-change fagigesrise to a contrary rule in
Case A (RuleA-pro-change: ‘“if f2 not-kept-house and 13 no-domegils-
prospects then pro-change.”) But that rule’s consage is inconsistent with the
outcome of casdé. Indeed, cas@ stands for the additional legal conclusion that
Rule-A-conchange is preferred over Rudepro-change, expressed in Preference-
Rule-A-con-change.

CaseA: Court heldcon changavhere:

f2 not-kept-house®» pro-change

5 short-duration® con-change

f7 domestic-property® domestic-company

f10 not-domestic-headquarteds not-domestic-company
f12 not-domestic-presidem® not-domestic-company
f13 no-domestic-job-prospect® pro-change

f14 domestic-citizenshig con-change

Factor Rules

RuleA-con-change: “if f3 domestic-company, f5 short-durati@nd f14 domestic-
citizenship then no change”

RuleA-pro-change: “if f2 not-kept-house and f13 no-domegilzprospects then pro-
change.”

Rule-A-pro-domestic-company: “if f7 domestic-property themrastic-company”

Rule-A-conrdomestic-company: “if f10 not-domestic-headquarteand f12 not-
domestic-president then not domestic-company.”

Preference Rules:

Preference-Rulé-con-change: “RuleA-con-change is preferred over Rulepro-
change.”

Preference-Rulé-pro-domestic-company: “Rulé-pro-domestic-company is pre-
ferred over RuleéA-con-domestic-company.”

CaseB: Court heldpro changewhere:
f2 not-kept-house®» pro-change
5 short-duration® con-change

Factor Rules
RuleB-pro-change: “if f2 not-kept-house then change”
RuleB-con-change: “if f5 short-duration then no change”

Preference Rules:
Preference-Rul8-pro-change: “RuleB-pro-change is preferred over RuBeeon-
change”
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Problem: The taxpayer did not keep a house in the taximigdiction (factor f2, not-
kept-house, pro-change), the trip was for a sharatibn (f5, short-duration, con-change),
the taxpayer does not have job prospects in thaggurisdiction (f13, no-domestic-job-
prospects, pro-change), and the taxpayer is aeitef the taxing jurisdiction (f15, not-
domestic-citizenship, pro-change). The taxpayeosgany owned property in the taxing
jurisdiction (f7, domestic-property, pro-domestmagpany), but the taxpayer’'s company
does not have a headquarters in the taxing jutiediqf10, not-domestic-headquarters,
con-domestic-company.)

Summary of problem in terms of factors and conclusithey favor:
f2 not-kept-house® pro-change

5 short-duration® con-change

f7 domestic-property® domestic-company

f10 not-domestic-headquarteds not-domestic company

f13 no-domestic-job-prospec® pro-change

f15 not-domestic-citizenshi#® pro-change

Fig. 11.Example of Prakken & Sartor Model

An argument about the problem proceeds as a kinllatdgue game following
certain rules of inference. The tax office coultec Factor Rule derived from
caseA in support of a conclusion of no change in doraiciiamely Ruled-con
change: “if 3 domestic-company, f5 short-duratiand f14 domestic-citizenship
then no change”. Ruld-con-change does not literally apply to the problem be-
cause domestic-citizenship is not a given. Underrtites of this framework, how-
ever, Casé may also stand for a broadened rule that the ffioeccan cite: “if f3
domestic-company and f5 short-duration then comgéd This broadened rule is
derived from RuleA-con-change by dropping an antecedent, f14 domestic-
citizenship. Of course, f3 domestic-company is agfiven in the problem either.
CaseA, however, has another rule for inferring f3 doneesbmpany that applies
to the problem: Rul&-pro-domestic-company: “if f7 domestic-property then
domestic-company.” By applying this rule, the tdfioe argument supports do-
mestic-company and the con-change conclusion felldvote that casa also has
Rule-A-con-domestic-company: “if f10 not domestic-headquartand f12 not
domestic president then not domestic-company.” Ef¢his rule applied to the
problem, the tax office could cite the PreferenegeRn caseA which preferred
Rule-A-pro-domestic-company.

The taxpayer responds to this argument by citir@panterexample, Cadg,
whose factors give rise to Rulepro-change: “if f2 not-kept-house then pro-
change.” This rule applies to the problem, supptrsopposite conclusion, and
under the rules of this framework, defeats thedfiice argument. The tax office
responds, however, in the following way. In decidi@aseA con change, the
court took into account a particular set of factes., f2 not-kept-house, 5 short-
duration, f7 domestic-property, f13 not-domestib-firospects, f14 domestic-
citizenship). In deciding Cad® pro-change, the court took into account only a
subsebf those factors (i.e., f2 not-kept-house, 5 sloluration). Since the former
set is more on point with respect to the probleamtthe latter, the broadened ver-
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sion of RuleA-con-change is preferred over RuBepro-change. In other words,
“with respect tochange [Casé A is more on point than [Cas8]” (Prakken &
Sartor, 1998, p. 276).

In this way, the framework supports arguments thatecision rule derived
from a more-on-point case is preferable to thaivedrfrom a case less relevant to
the problem.

Bench-Capon and Sartor have extended the abovesdrark to include rea-
soning with the values underlying the case decssi@solving conflicting factors.
The sides in an argument construct theories armtagihe problem situation to
past cases, explaining the analogies in terms tf tactors and values. In distin-
guishing, downplaying and emphasizing distinctiothe arguers may appeal to
sometimes conflicting underlying values (Bench-GagoSartor, 2003). The ar-
guments invoke preference rules derived from thértebdeterminations in past
cases to resolve not only conflicting factors arfticting values.

Roth has pointed out a potential problem with theyseroaches. “The interpre-
tation of a decision in terms of rule prioritiesaision-trivial step which essentially
introduces additional information about a case mtdispute.” “If a conclusion
depends on a multi-step argument, it may happdrstheeral different sets of pri-
ority rules explain the same conclusion. Accordindlis not clear then how new
problems are to be resolved on the basis of sedetthse.” (Roth, 2003, p. 127).
This, of course, is a problem for the EBE represtion, as well. As Branting rec-
ognizes, determining a judge’s rationale is notpddmEven if a judge states her
rationale clearly, which often is not the case, ititerpreter must still decide how
broadly or narrowly to interpret the rationale witspect to the case’s facts. In-
deed, in American jurisprudence, the court’s deaigjiven its factual findings is
binding on subsequent [lower] courts, not necelysés rationale. When sub-
issues are involved, alternative logical pathsubfothe sub-issues can justify the
same result. Every lawyer will recognize this peshl It needs to be dealt with
whenever a court’s rationale concerning issues sandissues is represented, if
only by making clear ones assumptions in statieg#tionale.

2.9. Prediction in Computerized Case-Based Legal
Assistants

The HYPO, CABARET, and GREBE programs discussetthénprevious section
can generate legal arguments about a problemhbytdo not predict its outcome.
A computerized case-based legal assistant will beeraseful to the extent that it
can dependably predict case outcomes as well asajerlegal arguments. Recent
work on CATO has shown one way a Factor repredentatn support predicting
problem outcomes based on past cases by focusifgpwndistinguishable the
cases are (Aleven, 2003).

A more recent approach, the Issue-Based Predi(if8) program, can frame
and test hypotheses about which side is likely o a problem and explain its
predictions (Briininghaus & Ashley, 2003). It bapesdictions on a database of
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trade secret cases represented in terms of andeiddsy Factors. IBP’s Domain
Model relates Factors to issues in trade secreblsed on the Restatement First
of Torts, Section 757, and on the Uniform Trader&tscAct.

As shown in Figure 12, the Domain Model identifite® main issues and five
sub-issues involved in a claim of trade secret pgsapriation. These seven issues
are related in a logical framework; plaintiff mugtow that the information is a
trade secret and was misappropriated. It can sheviormer by showing that the
information is valuable and that it took effortsmintain secrecy. It can show
that the information was misappropriated by showeitger that the information
was obtained through improper means or that it wegzsl in breach of a confiden-
tial relationship.

The sub-issues, however, are not defined logic&ach sub-issue is related to
a set of relevant Factors, and through them ta@#éses in the database indexed by
these Factors. In this respect, the represent@isimilar to that of CABARET
(Rissland & Skalak, 1991). Unlike CABARET, howeviBP employs this repre-
sentation for the purpose of predicting outcomasiiighaus & Ashley, 2003).

Given a new problem’s Factors and the Domain Mo, identifies the rele-
vant issues. For each issue, if the issue-relaaetbFs all favor the same side, IBP
predicts that side will win the issue. If these tBex favor conflicting parties,
however, IBP retrieves cases indexed by the Faatmisexamines their outcomes.
It hypothesizes that the same side should win Wt the majority of the re-
trieved cases. It tests the hypothesis againstetiieved cases. If all of the cases
are consistent with the hypothesis (i.e., all wawan by the predicted winning
side), IBP has confirmed the hypothesis and prediict side will win the issue. If
there are counterexamples, however, (i.e., casasoywohe other side) IBP tries to
explain away the counterexamples. That is, it tteeslistinguish them from the
problem situation, finding legal reasons that expthe result in the cited case but
that do not apply in the problem. For example, ¢cbanterexample may have a
“knock out” Factor (KO-Factor), a particularly stigp pro-opponent Factor that
explains why that side won but that does not appiyne problem.
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‘ Trade—Secret-I‘\/Iisappropriatiﬁ)n

\and) |
‘ Info-Trade-Secrdt ‘ Info-Misappropriatedi
r‘j ®

Information-| | Maintain- Info- | | Confidential-| | Improper-

Valuable Secrecy Used| | Relationship| | Means
F15 (p) Unique-Product F14 (p) Restricted-Materials-Used
F16 (d) Info-Reverse-Engineerable F25 (d) Reverse-Engineered
F6 (p) Security-Measures F1 (d) Disclosure-In-Negotiations

F27 (d) Public-Disclosure F21 (p) Knew-Info-Confidential

F4 (p) Nondisclosure-Agreement -+
F10 (d) Info-Disclosed-Outsiders
F12 (p) Restricted-Disclosures
F19(d) No-Security-Measures

Fig. 12.1BP’s Domain Model

If IBP succeeds in explaining away all of the canekamples, it predicts that
the majority side will win the issue. Otherwisealistains from making a predic-
tion on that issue. Sometimes a hypothesis is pmzific to retrieve any cases
from the database. In that case, IBP broadensugy/glt relaxes the requirement
that retrieved cases must have all of the factiated issues by dropping one or
more of the factors favoring the majority side.efffect, IBP searches for a more
general hypothesis for which examples can be faamd from which the more
specific but untestable hypotheses would folkofortiori.

Having made a prediction for each relevant iss&® employs its Domain
Model to make an overall prediction or abstain.

For theScientologyproblem of Figure 4, for instance, IBP identiftesee rele-
vant issues as shown in Figure 13: Security-Meas@enfidential-Relationship,
and Info-Valuable. It predicts that plaintiff witin the first two, but that defen-
dant will win the third. Therefore, based on thgitoof the Domain Model, its
overall prediction is that plaintiff will lose itslaim for trade secret misappropria-
tion. For each of the last two issues, IBP findsanflicting issue-related Factors,
so it simply predicts that the side favored by éhésctors will win: plaintiff for
Confidential-Relationship and defendant for Infokvé&ble. For the first issue,
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however, IBP finds conflicting factors but no caetihg cases, so it hypothesizes
that the same side should win as won the casese $tirere are no counterexam-
ples, IBP need not engage in hypothesis-testimg, (lneory-testing) nor does it
need to explain away any counterexamples. For & momplex example of IBP,
see (Briininghaus & Ashley, 2003).

IBP’s prediction that defendant will win th&cientologycase is primarily an
empirical prediction based on the cases in itstdesa Its explanation does not
exhaust all of the normative arguments one can miakparticular, the plaintiff
may still be able to make a strong argument obétsalf.

In fact, we have seen such an argument in FigueAd,0’s argument citing
the Ziegler case. As discussed above, CATO can find in italue the least dis-
tinguishable, most relevant cases the defendantitamithout fear of plaintiff's
responding with a more relevant pro-plaintiff canetxample. CATO can use
least distinguishable, pro-plaintiff BUCs lik&iegler (and Trandes Figure 5), to
make arguments why plaintiff lcientologyshould win despite the predictions.

Prediction for SCIENTOLOGY

Factors favoring plaintiff: (F12 F6 F4)
Factors favoring defendant: (F20 F10)

Issue raised in this case is SECURITY-MEASURES
Relevant factors in case: F4(P) F6(P) F12(P) F10(D)
Theory testing has clear outcome for PLAINTIFF.
TRANDES (F1 F4 F6 F10 F12)

FMC (F4 F6 F7 F10 F11 F12)

BOEING (F1 F4 F6 F10 F12 F14 F21)

Issue raised in this case is CONFIDENTIAL-RELATION$HI
Relevant factors in case: F4(P)
Issue-related factors favor the outcome PLAINTIFF.

Issue raised in this case is INFO-VALUABLE
Relevant factors in case: F20(D)
Issue-related factors favor the outcome DEFENDANT.

Outcome of the issue-based analysis:

For issue INFO-VALUABLE, DEFENDANT is favored.

For issue CONFIDENTIAL-RELATIONSHIP, PLAINTIFF is faved.
For issue SECURITY-MEASURES, PLAINTIFF is favored.

=> Predicted outcome for SCIENTOLOGY is DEFENDANT, whhiis correct.
Fig. 13.1BP’s Output for Scientology
As previously noted, in Figure 6, particularly theintiff's argument down-

playing the distinction, CATO argues from a moreml normative viewpoint
that the two cases are fundamentally similar aralilshbe decided alike. Using
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one set of argument evaluation criteria, CATO does deem defendant’s re-
sponse distinguishing th&egler case as particularly successful, even though that
case has a strong pro-d Factor, F20 not shar&dientologyIn the downplaying
argument it finds that plaintiff can downplay thistinction, arguing that it does
not makeZiegler significantly worse for the defendant than theation inScien-
tology, and, therefore, thabcientology like Ziegler, should be decided for the
plaintiff. It also finds that defendant has no waymphasize the distinction.

As the example suggests, for purposes of designicgmputerized legal assis-
tant, combining IBP’s predictions and CATO’s argumseis highly desirable. Not
only can the combination predict an outcome, erpllaé prediction, and illustrate
arguments consistent with the prediction, but it o@zake the strongest arguments
it knows howagainstthe predicted outcome. This is an effective waintegrate
prediction and argumentation.

IBP has been evaluated empirically. Its Domain Modatabase of cases rep-
resented in terms of Factors, and ability to foatmiland test hypotheses about
which side should win, helped it to outperform aiety of other algorithms.
(Bruninghaus & Ashley, 2003). IBP achieved a pradit accuracy of 91.4%. A
naive Bayes approach came in second with 86.5%raxgubut it, unlike IBP
cannot generate explanations of its predictionsage-based nearest neighbor ap-
proach (IB1) achieved accuracy of 82.3%. As a li@sebasing a prediction sim-
ply on which side won the most cases in the datfias, plaintiff) yielded an ac-
curacy of 58.1%.

As noted, CATO can also make predictions based logthver either side in a
case is uniquely able to cite BUC cases that atesigoificantly distinguishable
(Aleven, 2003). When CATO tries to make a predittior Scientologysing this
approach, it retrieves four pro-plaintiff, not-sifigantly-distinguishable BUC
cases (includingieglerandTrande$ on which it bases its (in this case erroneous)
prediction that plaintiff wins. The CATO predictianethod yielded an accuracy
of 77.8% (Bruninghaus & Ashley, 2003; Aleven, 2003)

In light of the discussion of GREBE and the apphescof Prakken, Sartor, and
Bench-Capon, it is noteworthy that IBP achievedhighest prediction accuracy
even though it does not represent the court'smatefor a decision. As noted, the
case representations of those approaches presdiems of interpretation; there
are alternative ways to interpret and thus reptefencourts’ rationales. Given
these representation problems, it is interestiag BP was able to make predic-
tions with 91.4% accuracy even though it does rateha representation of the
judge’s actual analysis or rationale for any casgy the cases’ factors. In a sense,
IBP’s Domain Model enables it to generate a reasienimterpretation of how a
court might analyze a particular issue given a [@mofs facts. That turns out to be
enough to enable a good job of formulating andrtggirediction hypotheses.
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2.10. Connecting with full text legal information r etrieval
tools

As a practical matter, a successful computerizgdllassistant requires that the
case-based Al and Law approaches described aboablbédo deal intelligently
with processing case texts on a much larger s@aleoted, full-text legal infor-
mation retrieval systems may not be able to geedesfal arguments or predict
outcomes, but they support effective case retriraath enormous case databases
and they are easy to maintain. Their measuresskesaing relevance do not cap-
ture legally significant features as well as Dimens, Factors, or EBESs, but no
one need manually read, represent and index afoaske case to be retrieved.
Without techniques for semi-automatically indexoages by their applicable Fac-
tors, extending case-based Al and Law methods rigelanumbers of cases in
more legal domains will be very difficult. With dutechniques, it might be possi-
ble to integrate IBP or CATO more directly with [ftéxt legal information ser-
vices like Westlaw and to assist legal practitisnier predicting outcomes of and
making arguments for real problems expressed as tex

There are at least three ways one may pursue thks @b integrating case-
based Al and Law methods with full-text legal infation retrieval programs and
enabling them to deal more directly with case texts

First, a case-based Al and Law program can hefigéal inquiries to a legal IR
system like Westlaw. In this model, a number oftases of a few hundred cases
each would cover specialized legal domains of agerFor each legal domain
covered, a developer would manually have to idgritdctors and cases, and con-
struct an IBP Domain Model and a CATO Factor Hiehgr Attorneys and law
clerks would use a program like IBP/CATO to reskagsmblems in a specialized
area. The program would generate predictions agdnagnts as described above.
To the extent the users determined that the chsgsddund with IBP/CATO were
valuable, they would use them to “seed” and lauqudries into Westlaw for addi-
tional cases. For instance, if the user were istetkin theZieglercase above, it is
a trivial matter to retrieve all cases it citestbat cite it using the KeyCite or
Shepard'’s citation services available through Veestbr Lexis. If the user were
interested in cases likéiegler, with factors F6, F10 and F11, the program would
assemble descriptive phrases associated with thastrs automatically into a
natural language query to Westlaw. Informal experewith such queries indi-
cates a reasonably good chance that the casesveetrby Westlaw will include
some that are trade secret cases involving theameiefact patterns. Of course,
only by reading the cases can the user be sure.

Second, programs like SPIRE (Rissland & Daniel96)%an automatically
seed queries and even highlight relevant portidrihe retrieved case texts. The
program has a database of cases represented is ¢ér@dimension-like features
dealing with the issue of whether a bankruptcy pias been submitted in good
faith. Given a new problem represented not ashakias a collection of features,
SPIRE retrieves relevant cases, organizes themair@aim Lattice, and selects
the most on point cases. Then, it passes the ¢éxte selected cases to the rele-
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vance feedback module of a full-text informationtrieval system called
INQUERY (Callan,et al, 1992). INQUERY has a database of legal cass taxd
is similar to Westlaw. The selected case texts seqdery, in effect, instructing
INQUERY to retrieve more texts like these. In expents (Rissland & Daniels,
1996), SPIRE succeeded in finding new and importases very similar to the
inputted problems (i.e., involving the same kindegfal stories).

SPIRE raises the possibility of partially automgtthe maintenance of a case-
based Al and Law model's database directly fronhtkat legal information re-
trieval systems. Having found new, relevant caS€4RE can automatically high-
light parts of the retrieved case texts dealindvwiarticular features of interest to
the user. Unlike Westlaw, SPIRE’s highlighting maaism does not simply high-
light query or user-selected terms. Instead, tlugnam has a database of short
passages for each feature. Once the user inditaegature of interest, SPIRE
assembles the passages associated with the féatora query to INQUERY's
relevance feedback module. Now using the textsliahe retrieved cases as its
database, INQUERY pulls up and highlights the pgesan the case texts most
similar to the query (Rissland & Daniels, 1996).

Third, it may be possible for a program automalycad extract Factor-related
information from textual cases for purposes of higtiing and indexing. The
SMILE program (for SMart Index LEarner) employsarbination of information
extraction tools and machine learning, in particulte ID3 learning algorithm.
SMILE has a training set of sentences that aretigesir negative instances of a
Factor. The positive instances are sentences fnakesummaries of case opinions
from which one may conclude that a Factor applié® negative instances are all
the other sentences in the summary. With the trgisit, it learns decision trees
for classifying sentences in the test set as pesir negative instances of a Fac-
tor. (Brininghaus & Ashley, 2001).

Currently, we are testing whether the SMILE progream learn to identify
known Factors in new texts and facilitate automatetexing. Our approach is
automatically to generalize the training instanteseflect the argument roles of
the participants and objects, schematize theitioglships, and approximate the
scopes of negation terms like “not”. For exampte $cientologyproblem above
contained the following sentence from which one magclude that Factor F4,
Agreed-Not-To-Disclose (p), applies: “Erlich signednfidentiality agreements
with respect to the Advanced Technology materials”a training instance, this
sentence is likely to be much more effective if aa@ replace specific names of
parties and their products with role-playing consdike “plaintiff,” “defendant,”
and “plaintiff's product,” and also simplify by eatting patterns, as in, “Defen-
dant signed confidentiality agreements with respetie plaintiff's product mate-
rials.” We have adapted Ellen Riloff's Informatidextraction (IE) system
Autoslog and its Sundance parser (Riloff, 1996¢xtract the patterns. We hy-
pothesize that such generalized training exammasbetter capture the pattern of
concepts associated with a Factor and that theddadecision trees will better
discriminate positive and negative instances oftdrac(Brininghaus & Ashley,
2001).
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Programs like SPIRE or SMILE open the possibilifyconnecting IBP and
CATO directly with Westlaw for legal domains whetase databases, Factors,
and Domain Models have been assembled. One coeldMestlaw to retrieve
cases in the usual way, the IR program would negrigases ranked by the prob-
ability that a document is relevant to the quernd #éhe texts of the top-ranking
cases would be input to SPIRE or SMILE for extragtinformation about factors
and highlighting. Cases a user selects as promsiudd be input into IBP or
CATO for prediction and argument analysis.

2.11. Conclusion: Synthesizing a Computerized Case-
Based Legal Assistant: How Far Off?

By this point in time, techniques have been inverite achieving many of the de-
siderata in Section 2.0 of a computerized caseeblagml assistant.

At least two approaches have been employed foesepting cases for factual
and legal comparison, a Dimensional approach ositglified Factors version,
and Example-Based Explanations. Both support compaases factually from a
legal viewpoint in a way that legal text informatioetrieval with Bayesian net-
works cannot. Both support analogizing and distisiging cases. To some extent
both enable a program to know why similarities aliffierences matter legally.
The Dimensional/Factor approach supports abstrabtyacterizing cases for stra-
tegic purposes, explaining the significance of Einties and distinctions in terms
of information contained in general representatidnameworks like CATO’s
Factor Hierarchy, CABARET’s relation of Dimensiottsstatutory predicates, or
IBP’s Domain Model. The other approaches adopt eersase specific approach
to representing more abstract reasons. EBEs reyirease rationales, relating cri-
terial facts to statutory predicates in particideenarios. Case-summarizing rules
and preferences relate sub-issues to factors irwtit& of Prakken, Sartor and
Bench-Capon.

As noted, one of the great promises of the latamairics Era VRCP program
was its ability to locate a new problem within asp of relevant facts and cases.
HYPO's Claim Lattices and their use in CABARET aBATO come closest to
realizing on that promise. A Claim Lattice suppdasating a problem in a space
of facts and relevant cases. Unlike VRCP, by contitig the Claim Lattice only
after the problem facts are known, and using théBXCATO relevance criteria,
the neighboring cases are guaranteed to be substgmelevant to the problem.
VRCP made evident boundaries between pro-plaiatifi pro-defendant cases.
Examining a Claim Lattice’s branches often revaalsh boundaries, too.

A Claim Lattice has the added benefit of locatingrablem among relevant
cases’ sets of Factors in a manner more readiéypreetable in terms of legal ar-
guments than VRCP did. The Claim Lattice locatggablem in a space of legal
arguments. Given a viewpoint and scenario, it héesitify the strongest argu-
ments pro and con, especially when filters areiagplike CATO’s filtering out
cases that are significantly distinguishable, a&igure 5, theScientologyCase
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Claim Lattice. By contrast, a graphical represéotabf multiple cases’ EBEs in
relation to that of a problem scenario would prdbdie too complex to be useful.
Although not a graphical representation, BankXXrespnted a network of cases,
Dimensions, and standards in the bankruptcy domfinhether work-out plans
were submitted in good faith (Rissland, Skalketkal, 1996). Given a problem, the
program navigates the network guided by argumenmtakieuristics, collecting
cases, standards, and other information valuablméking an argument.

Both Dimensional/Factor and EBE approaches cargiiate legal rules and
precedents and generate competing, alternativetj-isstie, multi-case-based ar-
guments about a problem. Attorneys and judges pdse hypothetical cases to
test proposed legal standards. No program has emdeht, but using Dimensions
and Claim Lattices, the HYPO program did pose hyptital variations of fact
situations that strengthened or weakened a claimoVved a problem closer to or
farther away from relevant precedents by adding-ness Dimensions or chang-
ing values along an applicable Dimension (Ashl®gd, p. 147-155).

So far, only the Factor approaches can supportigiegl dispute outcomes or
use predictive information to focus attention oe thest arguments a predicted
loser can make. Only preliminary work has been dumdetecting trends in cases
(Rissland, Skalak & Friedman,1993). The predictimrk, however, suggests new
criteria for identifying anomalous cases and expg them as mistaken deci-
sions, minority approaches, or due to inadequaoi#ise representation (Briining-
haus & Ashley, 2003).

A Dimensional or Factor representation does haeeléquacies. Factors are
stereotypes, after all, and miss certain kindsnédrimation. In theScientology
case, for instance, they represent the crux oflitkgute, but they do not begin to
address such issues as whether religious textsbeatnade secrets, whether a
church can have competitors to whom the trade sebeve value, or what spe-
cific aspects of the texts were trade secrets. Higve problems, too. They cap-
ture rationales, but rationales are hard to idgmtifcases, subject to interpretation,
and rarely unique. In addition, the semantic nekw@presentation of case facts
requires, but does not support, entering similaectacts in structurally similar
ways. So far, no one has found a way to base gieaécon EBEs. In any event,
IBP generates quite accurate predictions and reag®nationales without the cost
of an EBE-type representation of a court’s actatibnale.

The main point is that, although the stereotypesnat perfect, they have pre-
dictive value and they are useful in generating esoifnby no means all, reason-
able legal arguments. From the viewpoint of wheth@omputerized case-based
legal assistant can be a useful adjunct to ledatrimation retrieval, that may well
be enough.

While most of the desiderata of a useful computerizase-based legal assis-
tant have been invented, they have not been irtexhiato one package. That is
the first task for the Era of Convergence.

The second is seamlessly to integrate the Al amd &aproaches with full text
legal information retrieval tools. Most likely, tHatter will always be easier to
setup and maintain than Al and Law programs. Coevérconnections (i.e., hy-
pertext links) from relevant cases to cited/citsggirces in full text legal informa-
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tion retrieval tools, seeding queries manually antbmatically, and automatic
conceptual highlighting have been achieved. Rebeaschave also made progress
extracting Dimensional/Factor information from cdegts, a key to getting full-
text cases into the system in a form that the systen use for prediction, expla-
nation and argument. So far, it seems, researdfears not attempted to extract
from case texts criterial facts in EBEs. To theeektthat automatically bridging
textual case representations and Al representatofeasible, the computerized
case-based legal assistant will be maintainable.

Progress on achieving a computerized case-basatl dsgistant has thus un-
furled in a long, slow spiral. The progress hasaleiays been direct or even cu-
mulative. Ideas have been discovered and losttonhe found again. From a fo-
cus in the Jurimetrics Era on prediction but withexplanation, work in the Al
and Law Era turned to argumentation without préaiictonly to twist back on it-
self with the rediscovery of prediction and the gib#ities of integrating it with
argumentation and explanation. While the progress been slow, especially in
connecting Al and Law representations with texb& progress is converging.
Computerized case-based legal assistants arerraff.fa



3. Argumentation

Trevor Bench-Capon
Henry Prakken

3.1. Introduction

A popular view of what Artificial Intelligence casho for lawyers is that it can do
no more than deduce the consequences from a fyesiated set of facts and le-
gal rules. This immediately makes many lawyers scajpabout the usefulness of
such systems: this mechanical approach seemsue ¢est most of what is impor-
tant in legal reasoning. A case does not appear st of facts, but rather as a
story told by a client. For example, a man may comkis lawyer saying that he
had developed an innovative product while working @ompany A. Now Com-
pany B has made him an offer of a job, to develsprdlar product for them. Can
he do this? The lawyer firstly must interpret thisry, in the context, so that it can
be made to fit the framework of applicable law. &aV interpretations may be
possible. In our example it could be seen as bgavgrned by his contract of em-
ployment, or as an issue in Trade Secrets law. Nextegal issues must be identi-
fied and the pros and cons of the various integpigais considered with respect to
them. Does his contract include a non-disclosureeagent? If so, what are its
terms? Was he the sole developer of the produat®@mpany A support its de-
velopment? Does the product use commonly knownnigales? Did Company A
take measures to protect the secret? Some of wik$avour the client, some the
Company. Each interpretation will require furthacté to be obtained. For exam-
ple, do the facts support a claim that the employas the sole developer of the
product? Was development work carried out in hagespime? What is the precise
nature of the agreements entered into? Once arpiatation has been selected,
the argument must be organised into the form cens@imost likely to persuade,
both to advocate the client's position and to redwiicipated objections. Some
precedents may point to one result and others athan In that case, further ar-
guments may be produced to suggest following tkeueable precedent and ig-
noring the unfavourable one. Or the rhetorical @néetion of the facts may
prompt one interpretation rather than the otherel$uall this requires the skill,
experience and judgement of a human being? Gramédhis is true, much effort
has been made to design computer programs thah&lpl people in these tasks,
and it is the purpose of this chapter to desctigeprogress that has been made in
modelling and supporting this kind of sophisticalieghl reasoning.

We will review systems that can store conflictimgerpretations and that can
propose alternative solutions to a case basedese tinterpretations. We will also
describe systems that can use legal precedenesngrage arguments by drawing
analogies to or distinguishing precedents. We aiituss systems that can argue
why a rule should not be applied to a case eveagihall its conditions are met.
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Then there are systems that can act as a mediatawedn disputing parties by
structuring and recording their arguments and nesp®. Finally we look at sys-
tems that suggest mechanisms and tactics for fgraniguments.

Much of the work described here is still reseathbb:implemented systems are
prototypes rather than finished systems, and muatk Wwas not yet reached the
stage of a computer programme but is stated am@afdheory. Our aim is there-
fore to give a flavour (certainly not a completevay) of the variety of research
that is going on and the applications that migktitin the not too distant future.
Also for this reason we will informally paraphraseample inputs and outputs of
systems rather than displaying them in their actoz@chine readable format;
moreover, because of space limitations the exanfyales to be kept simple.

3.2. Proof and Argument

Before proceeding it is worth considering the diéfeces between a proof and an
argument. In a proof we have a set of premisestwhitail a conclusion: if those
premises are true then so must the conclusionnban largument, in contrast, al-
though the premises give a reason for thinking thatconclusion is true, it re-
mains possible that the falsity of the conclusiareists with the truth of the
premises. Consider the arguméohn is old because he is aged sevent: fivgs
may well be a convincing argument, but it is not geproof. To turn it into a
proof, we would need to add premises such asJiiat is a manthatmen over
seventy are oldand thaseventy five is greater than sever@yherwise it could be
the case that John is an adolescent tortoise,abmten cannot be considered old
until they are eighty. Even the analytic statenwdrdrithmetic is necessary for the
proof. With an argument, however, we can leave n@eynises implicit since our
object is to persuade, rather than compel, ourengaraccept our conclusion. So
if the hearer is ready to accept that John is a, agh that men of seventy-five are
old (whatever the threshold), our reason will bespasive. Otherwise we must
supply more premises to resolve the doubts. Thigyato supply additional in-
formation is also characteristic of argument: whsri a proof all the information
is available at the outset, in an argument infofmmamay be accumulated gradu-
ally. This in turn enables us to see argumentslaréently defeasible: if | am told
that John is seventy five, | may argue that helds assuming him to be a man.
But when | am told that John is a tortoise, | wiithdraw my argument.

To summarise: there are four characteristic diffees between arguments and
proofs:

» the goal of an argument is to persuade, whereasad pompels acceptance;

e arguments leave things implicit, whereas proofserakerything explicit;

e more information can be added to arguments, whepeasfs begin from
complete information;

e in consequence arguments are intrinsically deféasib
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3.3. Early systems for legal argumentation

In this section we will briefly discuss some of #erly landmark systems for legal
argumentation. All of them concern the constructidrarguments and counter-
arguments.

3.3.1.Conflicting Interpretations

Systems to address conflicting interpretationsegél concepts go back to the very
beginnings of Al and Law. Thorne McCarty (e.g. Mc@al977; McCarty &
Sridharan 1981) took as his key problem a landnsangireme Court Case in US
tax law which turned on differing interpretatiorfstioe concept of ownership, and
set himself the ambitious goal of reproducing bibia majority and the dissenting
opinions expressing these interpretations. Thislired highly sophisticated rea-
soning, constructing competing theories and reagpabout the deep structure of
legal concepts to map the specific situation ordcagigmatic cases. Although
some aspects of the system were prototyped, thevaBrperhaps too ambitious to
result in a working system, certainly given thertleairrent state of the art. This
was not McCarty’s goal, however: his motivation wasgain insight into legal
reasoning through a computational model. McCarty&n contribution was the
recognition that legal argument involves theorystarction as well as reasoning
with established knowledge. He summarises his iposit in McCarty (1995):
"The task for a lawyer or a judge in a "hard casetb construct a theory of the
disputed rules that produces the desired legaltreswd then to persuade the rele-
vant audience that this theory is preferable tothegries offered by an opponent”
(p285). Note also the emphasis mersuasionindicating that we should expect to
see argumentation rather than proof. Both the itapoe of theory construction
and the centrality of persuasive argument areaity much part of current think-
ing in Al and Law.

Another early system was developed by Anne Gar(lr#87) in the field of of-
fer and acceptance in American contract law. Tk td the system was “to spot
issues”. given an input case, it had to determih&kvlegal questions arising in
the case were easy and which were hard, and te sodveasy ones. The system
was essentially rule based, and this simpler agbroéered more possibilities for
practical exploitation than did McCarty’s systenneOset of rules was derived
from the Restatement of Contract Law, a set of B8Bciples abstracting from
thousands of contract cases. These rules werediedieto be coherent, and to yield
a single answer if applicable. This set of rules wapplemented by a set of inter-
pretation rules derived from case law, common sanskexpert opinion, intended
to link these other rules to the facts of the c&rdner’'s main idea was that easy
questions were those where a single answer reduttedapplying these two rule
sets, and hard questions, or issues, were eitbse thvhere no answer could be
produced, because no interpretation rule linkedfdlaés to the substantive rules,
or where conflicting answers were produced by #sf matching with several
rules. Some of the issues were resolved by thergnogvith a heuristic that gives
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priority to rules derived from case law over resta¢nt and commonsense rules.
The rationale of this heuristic is that if a pregetconflicts with a rule from an-
other source, this is usually because that rulesgagsside for some reason by the
court. The remaining issues were left to the userdsolution.

Consider the following example, which is a very mmsimplified and adapted
version of Gardner’'s own main examSlerhe main restatement rule is:

R1: An offer and an acceptance constitute a contrac

Suppose further that there are the following congease (C) and expert (E) rules
on the interpretation of the concepts of offer andeptance:

C1: A statement “Will supply ...” in reply to a neest for offer is an offer.

C2: A statement “Will you supply ...” is a requést offer.

C3: A statement “l accept ...” is an acceptance.

El: A statement “l accept” followed by terms that mbt match the terms of the
offer is not an acceptance.

Suppose that Buyer sent a telegram to Seller Withl ‘you supply carload salt at
$2.40 per cwt?” to which Seller replied with “Wglpply carload at $2.40, terms
cash on delivery”, after which Buyer replied witartstandard “Purchase Order”
indicating “I accept your offer of 12 July” but wdhi also contained a standard
provision “payment not due until 30 days followidglivery”.

Applying the rules to these events, the “offer’em@dent of R1 can be estab-
lished by C1 combined with C2, since there are anflicting rules on this issue.
However, with respect to the “acceptance” antecedeR1 two conflicting rules
apply, viz. C3 and E1. Since we have no way ofrgjyprecedence to C3 or E1,
the case will be a hard one, as there are twoictinfl notions of “acceptance”. If
the case is tried and E1 is held to have preceddticavill now be a precedent
rule, and any subsequent case in which this carstises will be easy, since, as a
precedent rule, E1 will have priority over C3.

There is evidence that Gardner’'s approach mayteageful applications. For
example, we can consider the system built by Keegely Mestdagh (1998) in the
context of a civil law jurisdiction. He built a 9gsn that provides knowledge-
based support to officers deciding on environmepggimit applications. The sys-
tem contains provisions from Dutch environmental s well as possibly con-
flicting rules on the interpretation of concept&weing in these provisions. In its
output the system provides the user with the varfmssible decisions on a permit
application. The system was fully implemented aval@ated in several controlled
experiments in which the system’s output was assieby a number of domain
experts. In the main experiment the system wasigedwith the data of 35 sim-
ple and 5 complex actual cases, consisting of tal #30 decisions. The system
could ask for additional data. The system improeadhe human decision maker

20 We in particular abstract from Gardner's refinedtimod for representing knowledge
about (speech act) events.
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for 13% of the decisions, it suggested valid akémes in addition to the human
decision for 18% of the decisions, and took the esalecision for the remaining
69% of the decisions.

3.3.2.Reasoning With Precedents

The systems described in the last section do résedime importance of precedent
cases as a source of legal knowledge, but they mskef them by extracting the
rationale of the case and encoding it as a ruleb&@pplicable to a new case,
however, the rule extracted may need to be anadgis transformed to match the
new facts. Nor is extracting the rationale streigtward: judges often leave their
reasoning implicit and in reconstructing the ragilms a judge could have had in
mind there may be several candidate rationalestlaydcan be expressed at a va-
riety of levels of abstraction. These problems o@specially in so-called “factor-
based domains” (Branting, 2003), i.e., domains wharoblems are solved by
considering a variety of factors that plead foragainst a solution. In such do-
mains a rationale of a case often just expressesetolution of a particular set of
factors in a specific case. A main source of confti such domains is that a new
case often does not exactly match a precedent iilghare some features with it,
lack some of its other features, and/or have sodditianal features. Moreover,
cases are more than simple rationales: matters asithe context and the proce-
dural setting can influence the way the case shbeldsed. In consequence, some
researchers have attempted to avoid using rulesaiwhales altogether, instead
representing the input, often interpreted as aobéactors, and the decisions of
cases, and defining separate argument moves fapheting the relation between
the input and decision (e.g. Loui & Norman, 199%wen, 1997, both to be dis-
cussed below). This approach is particularly asdediwith researchers in Amer-
ica, where the common law tradition places a gresitess on precedent cases and
their particular features than is the case withdiké law jurisdictions of Europe.
None the less cases are also used in civil lawdigtions and the reasoning tech-
nigques are similar. For a discussion of the wawliich cases are used in a variety
of Civil Law Jurisdictions see (MacCormick and Suetn1997).

The most influential system of this sort is HYPGCsley 1990), developed by
Edwina Rissland and Kevin Ashley in the domain & Urade Secrets Law,
which can be construed as a factor-based démdm HYPO cases are repre-
sented according to a numberdifnensions A dimension is some aspect of the
case relevant to the decision. For example, theriggameasures taken by the
plaintiff is one such dimension. One end of the afision represents the most fa-
vourable position for the plaintiff (e.g. specifion-disclosure agreements), while
the other end represents the position most favdéeitatthe defendant (e.g. no se-
curity measures at all). Typically a case will iemewhere between the two ex-

21 HYPO and CATO are described in considerable detséwhere in this volume, in sec-
tion 5.1 of the chapter by Kevin Ashley. Here wédl siummarise the features that were
most important for subsequent developments comgiarigumentation in Al and Law.
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tremes and will be more or less favourable accgigdirHYPO then uses these
dimensions to construt¢hree-ply argumentsFirst one party (say the plaintiff)
cites a precedent case decided for that side dasdhe dimensions it shares with
the current case as a reason to decide the cuasatfor that side. In the second
ply the other party responds either by citing amteuexample, a case decided for
the other side which shares a different set of dsimns with the current case, or
distinguishing the precedent by pointing to featurehich make the precedent
more, or the current case less, favourable to tiggnal side. In the third ply the
original party attempts to rebut the argumentshefd¢econd ply, by distinguishing
the counter examples, or by citing additional pdecgs to emphasise the strengths
or discount the weaknesses in the original argument

Subsequently Ashley went on, with Vincent Alevem,develop CATO (most
fully reported in Aleven 1997), a system designedhelp law students to learn to
reason with precedents. CATO simplifies HYPO in saqespects but extends it in
others. In CATO the notion of dimensions is simptifto a notion ofactors A
factor can be seen as a specific point of the démenit is simply present or ab-
sent from a case, rather than present to some elegme it always favoursither
the plaintiff or defendant. A new feature of CAT®that these factors are organ-
ised into a hierarchy of increasingly abstractdestso that several different fac-
tors can be seen as meaning that the same alfsgtmtis present. One such ab-
stract factor is that the defendant used questlenabeans to obtain the
information, and two more specific factors indiogtithe presence of this factor
are that the defendant deceived the plaintiff drad the defendant bribed an em-
ployee of the plaintiff: both these factors of cgmifavour the plaintiff. The hierar-
chy allows for argument moves that interpret tHatien between a case’s input
and its decision, such as emphasising or downpaglistinctions. To give an ex-
ample of downplaying, if in the precedent defendasad deception while in the
new case instead defendant bribed an employeeathestinction made by the de-
fendant at this point can be downplayed by saytiag in both cases the defendant
used questionable means to obtain the informaliorgive an example of empha-
sising a distinction, if in the new case defendanthted an employee of plaintiff
while in the precedent no factor indicating questlole means was present, then
the plaintiff can emphasise the distinction “unlike precedent, defendant bribed
an employee of plaintiff’ by adding “and therefoomlike the precedent defendant
used questionable means to obtain the information”.

Perhaps the most elaborate representation of oasssproduced in Karl
Branting’s (2000) Grebe system in the domain ofustdal injury, where cases
were represented as semantic networks. The prognatohed portions of the
network for the new case with parts of the netwarkprecedents, to identify ap-
propriate analogies. Grebe is described in detakction 5.2 of the chapter in this
volume by Kevin Ashley, and so we will say no mabmut it here.

HYPO, in particular, was highly influential, both the explicit stress it put on
reasoning with cases as constructamguments and in providing a dialectical
structure in which these arguments could be expdesanticipating much other
work on dialectical procedures.
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3.4. Logical accounts of reasoning under disagreeme nt

The systems discussed in the previous section {(peoposals for) implemented
systems, based on informal accounts of some undgriyheory of reasoning.
Other Al & Law research aims at specifying theoridsreasoning in a formal
way, in order to make general reasoning technidiges logic available for im-
plementations. To some readers this may seem sumgprat first sight: it is often
thought that in the face of inconsistency logic lddoe useless, since according to
standard deductive logic from a contradiction etléng can be derived=k Falso
Sequitur Quodlibgt However, logicians and Al researchers have fowags to
cope with this, in the study of so-called nonmonatdogics. The main idea is
that when faced with an inconsistent body of infation, attention is paid only to
those logical derivations that can be made frorarsistent subset of the informa-
tion. Such derivations can be regarded as argumants derivations based on
other, perhaps inconsistent, subsets as countenargs. This idea can be devel-
oped in various ways: a detailed discussion of wihscbeyond the scope of this
paper. See e.g. Prakken & Sartor (2002) for a surve

The first Al & Law proposals in this vein (for exghe, Gordon, 1991 and
Prakken, 1993) can be regarded as formal countsrpbGardner’s ideas on issue
spotting. Recall that Gardner allows for the preseim the knowledge base of
conflicting rules governing the interpretation egal concepts and that she defines
an issue as a problem to which either no rulesyagipdll, or conflicting rules ap-
ply. Now in logical terms an issue can be defined groposition such that either
there is no argument about this proposition orethare both arguments for the
proposition and for its negation.

Some more recent work in this research strand tibsed a very abstract Al
framework for representing systems of argumentstheid relations developed by
Dung (1995). For Dung, the notion of argument igrely abstract: all that can be
said of an argument is which other arguments #ciit, and which it is attacked
by. Given a set of arguments and the attack relatizetween them, it is possible
to determine which arguments are acceptable. Thuwgument which is not at-
tacked will be acceptable, but if an argument hteckers it is acceptable only if
it can be defended against these attackers by @tdemrguments which in turn
attack those attackers. Variations in the semaatise: for example according to
whether an argument is allowed to defend itselfis Thamework has proved a
fruitful tool for understanding nonmonotonic logiaed their computational prop-
erties. Dung’s framework has also been made use Af and Law. It was first
applied to the legal domain by Prakken & Sartor9@9 who defined a logic for
reasoning with conflicting rules as an instantiataf Dung’s framework. In that
paper Prakken and Sartor define a structure farraegts (basically a sequence of
rule applications), and also define the ways inclvhirguments may attack one
another. Bench-Capon has explored the potentisheffully abstract version of
the framework to represent a body of case law incBeCapon (2002). One im-
portant difference between these two approachdiseisise of grounded or pre-
ferred semantics. In grounded semantics argumeaniaot defend themselves.
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Prakken and Sartor use grounded semantics to dateracceptability. Bench-
Capon uses preferred semantics, where argumentdefand themselves: in case
of mutual attack this gives rise to multiple setacceptable arguments, which can
explain differences in the application of law irifelient jurisdictions, or at differ-
ent times in terms of social choices. Dung’s framdwhas also been extended to
include a more formal consideration of social val(ggiscussed in section 4.1 be-
low) in Bench-Capon (2003). This allows an argumentesist an attack if it is
founded on a more esteemed value than its attalcksuch a framework, given an
ordering on social values, there will be a unigeea acceptable arguments, even
when preferred semantics is used.

3.4.1.Reasoning About Conflicting Rules

Generally speaking, the proposed systems discusstad attempt to identify con-
flicting interpretations and arguments, but do ab¢mpt to resolve them, leaving
it to the user to choose which argument will beepted. As we saw above, Gard-
ner's system went somewhat further in that it gpsierity to rules derived from
case law over restatement and commonsense rules. iér system was able to
solve some of the cases to which conflicting rideply. This relates to much
logical work in Artificial Intelligence devoted tihe resolution of rule conflicts in
so-called commonsense reasoning. If we have ahatebirds can fly and another
that ostriches cannot fly, we do not want to let tlser decide whether Cyril the
ostrich can fly or not: we want the system to $wt he cannot, since an ostrich is
a specific kind of bird. Naturally attempts haveebenade to apply these ideas to
law.

One approach was to identify general principlesiusdegal systems to estab-
lish which of two conflicting rules should be giveniority. These principles in-
cluded preferring the more specific rule (as in tase of the ostrich above, or
where a law expresses an exception to a genergisfmo), preferring the more
recent rule, or preferring the rule deriving frome thigher legislative authority (for
instance, ‘federal law precedes state law’). Te #id the logics discussed above
were extended with the means to express priorigtions between rules in terms
of these principles so that rule conflicts wouldrbsolved. Researchers soon real-
ised, however, that general priority principles cary solve a minority of cases.
Firstly, as for the specificity principle, whethene rule is more specific than an-
other often depends on substantive legal issuds asithe goals of the legislator,
so that the specificity principle cannot be apphégthout an intelligent apprecia-
tion of the particular issue. Secondly, generabnisi principles usually only ap-
ply to rules from regulations and not to, for imsta, case rationales or interpreta-
tion rules derived from cases. Accordingly, in maages the priority of one rule
over another can be a matter of debate, espeaiayn the rules that conflict are
unwritten rules put forward in the context of aeaBor these reasons models of
legal argument should allow for arguments abouttvhile is to be preferred.

As an example of arguments about conflicting cadmmales, consider three
cases discussed in, amongst others, Berman an@&Ha®03), Bench-Capon and
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Sartor (2001, 2003) and Prakken (2002), concertlirghunting of wild animals.
In all three cases, the plaintiff (P) was chasirilg animals, and the defendant (D)
interrupted the chase, preventing P from captutfinge animals. The issue to be
decided is whether or not P has a legal remedigfd to be compensated for the
loss of the game) against D. In the first ca&erson v PostP was hunting a fox
on open land in the traditional manner using harsé hound, when D killed and
carried off the fox. In this case P was held toehaw right to the fox because he
had gained no possession of it. In the second Ezshle v Hickeringill P owned

a pond and made his living by luring wild ducksrtheith decoys, shooting them,
and selling them for food. Out of malice, D usedguo scare the ducks away
from the pond. Here P won. In the third caseung v Hitchensoth parties were
commercial fisherman. While P was closing his nBtsped into the gap, spread
his own net and caught the fish. In this case D.wdre rules we are concerned
with here are the rationales of these cases:

R1. Pierson: If the animal has not been caughti#fendant wins

R2 Keeble: If the plaintiff is pursuing his livebbd, the plaintiff wins

R3 Young: If the defendant is in competition wittetplaintiff and the animal is
not caught, the defendant wins.

Note that R1 applies in all cases and R2 in botelkeeand Young. In order to
explain the outcomes of the cases we need to leetafargue that R3 > R2 > R1.
To start with, note that if, as in HYPO, we onlpkoat the factual similarities and
differences, none of the three precedents can e tsexplain the outcome of
one of the other precedents. For instance, if \ygant Young as the current case,
then both Pierson and Keeble can be distinguisheday of arguing for the de-
sired priorities, first mooted in Berman and Hafr393, is to refer to the purpose
of the rules, in terms of the social values promdig following the rules.

The logic of Prakken & Sartor (1996) provides theams to formalise such ar-
guments. Consider another case in which only pfawas pursuing his liveli-
hood and in which the animal was not caught. Infellewing (imaginary) dispute
the parties reinterpret the precedents in ternth@f/alues promoted by their out-
comes, in order to find a controlling precedent (e&ve several details implicit
for reasons of brevity; a detailed formalisationtimoel can be found in Prakken,
2002; see also and Bench-Capon & Sartor, 2003).

Plaintiff: | was pursuing my livelihood, so (li§eeblg | win

Defendant:You had not yet caught the animal, so Rigrson | win

Plaintiff: following Keeblepromotes economic activity, which is wideeble
takes precedence overerson so | win.

Defendant:following Pierson protects legal certainty, which is wh¢eeble
does not take precedence oR&rson so you do not win.

Plaintiff: but promoting economic activity is more importdh&n protecting
legal certainty since economic development, natllegrtainty is the basis of this
country’s prosperity. Therefore, | am right th&eeble takes precedence over
Pierson so | still win.
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This dispute contains priority debates at two Isvéist the parties argue about
which case rationale should take precedence (leyrief) to values advanced by
following the rationale), and then they argue abwhich of the conflicting pref-
erence rules for the rationales takes precedenceetbrring to the relative order
of the values). In general, a priority debate ccagdtaken to any level and will be
highly dependent on the context- and jurisdictidarious logics proposed in the
Al & Law literature are able to formalise such pityp debates, such as Gordon
(1995), Prakken & Sartor (1996), Hage (1996), Vérti®96¥2 and Kowalski &
Toni (1996).

3.4.2.0ther arguments about rules

Besides priority debates in case of conflictingesilthese logics can also model
debates about certain properties of rules, sut¢heaslegal validity or their appli-
cability to a legal case. The most fully develogedical theory about what it
takes to apply a rule is reason-based logic, dpeelgointly by Jaap Hage and
Bart Verheij (e.g. Hage 1996, Verheij, 1996). Tletim that applying a legal rule
involves much more than subsuming a case undewtbis conditions. Their ac-
count of rule application can be briefly summarisesdfollows. First in three pre-
liminary steps it must be determined whether tHe'suconditions are satisfied,
whether the rule is legally valid, and whether thi&’s applicability is not ex-
cluded in the given case by, for instance, a siggugxception. If these questions
are answered positively (and all three are opedetmate), it must finally be de-
termined that the rule can be applied, i.e., tlmtanflicting rules or principles
apply. On all four questions reason-based logiovadireasons for and against to
be provided and then weighed against each othasttin an answer.

Consider by way of illustration a Dutch case (HR2#1990,NJ 1991, 593) in
which a male nurse aged 39 married a wealthy womgad 72 whom he had been
nursing for several months, and killed her five kseafter the marriage. When the
woman’s matrimonial estate was divided, the issoseawhether the nurse could
retain his share. According to the relevant statate Dutch matrimonial law the
nurse was entitled to his share since he had Beemdman’s husband (Article
1:100 Dutch Civil Code). However, the court refuse@pply matrimonial law, on
the grounds that applying it would be manifestlyugh and under these circum-
stances rules are not applicable according to rcipte of general contract law
(Article 6:2 Dutch Civil Code). Let us assume tklsis was in turn based on the
legal principle that no one shall profit form hiwmwrongdoing (the court did not
explicitly state this). In reason-based logic #ase could be formalised as follows
(again the full details are suppressed for reasbhsevity).

22 |In fact, Hage and Verheij define a variant of thesethods in which the comparison is
not between individual conflicting rules but thessef all rules pleading for or against a
proposition.
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Claimant: Statutory rule R (Article 1:100 Dutch Civil Codis)a valid rule of
Dutch law since it was enacted according to thecBebnstitution and never re-
pealed. All its conditions are satisfied in my camed so it should be applied to
my case. The rule entitles me to my late wife’sreha the matrimonial estate.
Therefore, | am entitled to my wife’s share in thatrimonial estate.

Defendant:Applying rule R would allow you to profit from yowwn wrong-
doing: therefore rule R should not be applied is tase (Article 6:2 Dutch Civil
Code).

Court: The reason against applying this rule is stronigan that for applying
the rule, and so the rule does not apply.

Of course, in the great majority of cases the vtglidr applicability of a statute
rule is not at issue but instead silently presutmgdhe parties (recall the differ-
ence between arguments and proofs described imtiteeluction). The new logi-
cal techniques alluded to above can also deal sitth presumptions, and they
can be incorporated in reason-based logic.

One way to argue about the priority of arguments islaim that the argument
is preferred if it is grounded in the better or ma@oherent legal thecd®y While
there has been considerable progress in seeinghemsies can be constructed on
the basis of a body of past cases, evaluationefélulting theories in terms of
their coherence is more problematic, since coheréna difficult notion to define
precisely*. Bench-Capon and Sartor (2003) describe somerésanf a theory
which could be used in evaluation, such as sintglizi a theory or the number of
precedent cases explained by the theory. As anitedily somewhat simplistic)
example of the last criterion, consider again tived cases on hunting animals,
and imagine two theories that explain the casesd®ts in terms of the values of
promotion of economic activity and protection ofjd certainty. A theory that
gives precedence to promoting economic activityr quetecting legal certainty
explains all three precedents while a theory with rieverse value preference fails
to explainKeeble The first theory is therefore on this criteridre tmore coherent
one. However, how several coherence criteria atgetcombined is a matter for
further research. For an attempt to give a metniccbherence, see Bench-Capon
and Sartor (2001). Coherence is also discusseadge KP?001), where coherence is
treated mainly in terms of respectiadortiori arguments.

23 There is, of course, a debate in legal theorp d®tv we can provide an epistemology of
law, and coherence is only one position. Coheréhdéscussed here as it is the position
which has received most attention in Al and Law.

24 For fuller discussions of coherence, see Pecz@®®6), and Mommers (2002), chap-
ter2.



80 Lodder/Oskamp (edsliformation Technology & Lawyers

3.5. Dialogue and Mediation Systems

Implicit in the notion of argument is that theree awo parties with opposing
views. Already in HYPO there is the dialecticalusture of point, counter point
and rebuttal, and most logics for argumentatiortiwdised above also have this
dialectical flavour. It is therefore a natural stepmake this dialogical structure
explicit, and to build systems to conduct or mesdidialogues between the op-
posed parties. Such dialogue systems also protglepportunity to model the
procedure under which a dispute is conducted, hadontext in which informa-
tion is introduced to a dispute. Taking a procebpoint of view forces us to think
about matters such as burden of proof, admisgitifitevidence, agreed and con-
tested points, and the role of a neutral thirdyprtarbitrate the dispute.

One of the first such systems in Al and Law was T®@ardon’s (1995Plead-
ings Gamewhich embodies an idealised model of civil pleadiin common law
systems. The objective of the system is to extbeddsue-spotting task of Gard-
ner's program to a dialogical setting. It is tooalltwo human parties to state the
arguments and facts that they believe to be retewanthat they can determine
where they agree and where they disagree. Theuadsiisagreements will go on
to form the issues when the case is tried. Theesygtlays two roles in this proc-
ess: it acts as a referee to ensure that the ppopeedure is followed, and records
the facts and arguments that are presented andpeivds are disputed, so as to
identify the issues that require resolution. Thealdings Game has a built-in proof
mechanism for an argumentation logic, which is @oplo check the logical well-
formedness of the arguments stated by the usert@mdmpute which of the
stated arguments prevail, on the basis of theipriarguments also stated by the
user and a built-in specificity checker. The maitdition to Gardner’s system is
that in the Pleadings Game not only the conterthefarguments is relevant but
also the attitudes of the parties expressed towdelsirguments and their prem-
ises.

Let us illustrate this with the following simplifiedispute, based on the exam-
ple that we above used to illustrate Gardner’sesyst

Plaintiff: | claim (1) we have a contract

Defendanti deny 1

Plaintiff. We have a valid contract since (2) | made an offedt (3) you ac-
cepted it, so we have a contract.

Defendanti concede 2 but | deny 3.

Plaintiff: (4) you said “l accept...”, so by C1 you acceptedoffer.

Defendant:l concede 4 and C1, but (5) my statement “I acceptivas fol-
lowed by terms that do not match the terms of yafter. So by P1 (which takes
priority over C1) | (6) did not accept you offer.

Plaintiff: | concede P1 and that P1 takes priority over Q1 deny 5.

Defendant:(7) you required payment upon delivery while (&ffered payment
30 days following delivery, so there is a mismdtetween our terms.

Plaintiff: | concede (7) and the argument but Iydé8).
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At this point, there is one argument for the cositn that a contract was cre-
ated, based on the premises 2, 4 and C1 (noteltiatiff left R1 implicit and de-
fendant silently agreed with this). The intermegliabnclusion (3) of this argu-
ment that there was an acceptance is defeated dpumaterargument based on
premises 7, 8 and P1. So according to a purelgdbginalysis of the dispute the
case is easy, having as outcome that no contrégtisebetween the parties. This
agrees with Gardner’s treatment of the example. él@w in the Pleadings Game
it also matters that the plaintiff has denied ddéat’'s claim (8). This is a factual
issue making the case hard, and which has to hdetkmn court.

The Pleadings Game was fully implemented, but puaelan experimental sys-
tem: in particular the arguments had to be predeinta complicated logical syn-
tax so that they could be handled by the underlprapf mechanism. The trade-
off between ease of use and the ability of theesgdb process the information it
receives remains a difficult problem for such syste

Following Gordon’s work, a number of other systefmsdialogue were pro-
duced.

Lodder’'s (1999) Dialaw is a dialogue game that cimeb the notion of pro-
positional commitment (see e.g. Walton and Krald$895) with Hage and Ver-
heij’'s Reason Based Logic. The game has two ppatits, who can use locutions
for claiming a proposition and for challenging, ceding and retracting a claimed
proposition. Arguments are constructed implicily,making a new claim in reply
to a challenge. Arguments can also be about theegdioal correctness of dia-
logue moves. Each dialogue begins with a claimraf player, and then the turn
usually switches after each move. When the comnmtsef one player logically
imply a claim of the other player, the first playaust either concede it or retract
one of the implying commitments. A dialogue terndésif no disagreement re-
mains, i.e., if no commitment of one player is alsto a commitment of the other.
The first player wins if at termination he is stibmmitted to his initial claim, the
second player wins otherwise.

Bench-Caporet al’s (2000) TDG is intended to produce more natufial
logues than the “stilted”™ ones produced by systeoeh as the Pleadings Game
and Dialaw. To this end, its speech acts are basedoulmin’s (1958) well-
known argument scheme. In this schemeaan is supported bgata which sup-
port iswarrantedby an inference licence, which limckedby grounds for its ac-
ceptance; finally, a claim can be attacked wittelauttal which itself is a claim
and thus the starting point of a counterargumergufents can be chained by re-
garding data also as claims, for which data catuin be provided. TDG has
speech acts for asking for and providing these etésnof an argument; a dialogue
starts with a claim and then the protocol suppartialogue which constructs a
Toulmin structure whilst subjecting it to a top-dowaritical examination.

Finally, Prakken (2001) proposes an idealised fommedel of Dutch civil pro-
cedure, which aims to model the notion of burdeprobf and to give a more re-
alistic account of the role of third parties iniggite. To this end, a dialogue game
is developed that resembles the Pleadings Gaméhhutnvolves a third party
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who can use speech acts for, among other thinggating the burden of proof
when a claim is challenged.

3.6. Tactics for Dispute

Once arguments are placed in a dialogical setiingecomes apparent that at
various points of the dialogue, the parties wilda choice of moves by which to
attack their opponent or defend their own argume@tsestions then arise as to
which moves are available to construct, attackadafdnd arguments, and whether
there are principles to guide the choice of momdatt, the implemented dialogue
systems of the previous section do not addres® thesstions, because they are
intended to act as a mediator between two humayerdaThe responsibility of
the system is thus limited to enforcing the ruléshe game, while strategy and
tactics are the responsibility of the human users.

In their work on the CABARET system, David SkalakdaEdwina Rissland
(1992) attempted to identify arguments that coddiade in a dispute using rules
and case®. They begin by identifying a number of forms of @mgent, and then
describe argument strategies to be used accomlitig tcontext of the dispute. For
example, if the current case matches with mostriotitall the features of some
statutory rule that one wishes to use, the ruletiedroadened so as to make the
rule applicable to the case. Or if a rule is agllle to the case under considera-
tion but would be unfavourable, that rule needbeddliscredited. They then iden-
tify the moves that can be made to realise theéegfies, depending on the disposi-
tion of the precedent, and whether the precedees @o does not establish the
desired consequent. One move to broaden a rute fisd a precedent that also
lacked the missing features but in which the cosiolu of the rule was neverthe-
less drawn. To discredit a rule one can try to fingrecedent case in which it was
not followed even though all its conditions weréis$eged in the case. Finally they
identify a number of primitive operations in terofswhich the moves can be real-
ised. These operations include all moves that @made in HYPO with cases.
All of this is then brought together in a decisioee which suggests which strat-
egy should be adopted, which moves need to be tostedfil it and which primi-
tives will enable the required moves.

Ron Loui and Jeff Norman (1995) take this approacstep further in their
formal model of the use of rationales in disput@wey allow for a position under
attack to be first restated, in order to make titeeck more effective. For example
if an argument using a rationadfeP then Qis to be attacked, it may be helpful to
restate this ag P then Randif R then Q and to provide a counter examplaft®
then R They provide a number of other examples of raties and tactics for at-
tacking them.

25 For a fuller discussion of CABARET, see sectiond.the chapter by Kevin Ashley.



Argumentation 83

CABARET, by distinguishing different kinds of buitdy materials, and provid-
ing different moves and attacks appropriate to ddietl, can produce its elegant
classification of strategies. The central idea istiniguishing different kinds of
premises and different ways of dealing with theriplicitly addressed by work
onargument schemewhich we discuss in the next section.

3.7. Argument Schemes

In a logical proof we have a set of premises andreclusion which is said to fol-
low from them. The premises are considered to bieefnhomogenous. Many of
the systems discussed so far likewise make nondigins among their premises.
In natural-language arguments expressed in a hdfémguage in contrast we can
typically see the premises as playing differenésdh the argument. By identify-
ing these roles, we can present the argumentsnmora readily understandable
fashion, and also identify the various differentyg/an which the argument may be
attacked. Structuring the argument in this way poed an argument scheme.
Analysing legal reasoning in terms of argument st produces a taxonomy of
arguments, which may provide useful guidance fatdimg implemented argu-
mentation systems, analogous to the guidance prdviyy domain ontologies for
building knowledge-based systems (cf. e.g. Momn2062).

One argument scheme that has been widely used améLaw is that devised
by Stephen Toulmin (1958). As explained above, tissinguishes between the
data supporting the argument, therrant which licences the drawing of the con-
clusion, thebackingwhich justifies the warrant, andra@buttal which specifies ex-
ceptions to the warrant. This has been mainly tieqatesent arguments to users,
as in PLAID (Bench-Capon & Staniford, 1995) and SPUP (Zeleznikow &
Stranieri, 1995), but it has also been used abdbes of a dialogue game, Bench-
Capon’s TDG, in which the moves of the game retat@roviding various ele-
ments of the scheme.

While Toulmin attempts to supply a general scheoneafguments, others have
attempted to classify arguments in terms of varspecific schemes (e.g. Walton
1996). One of the schemes discussed by WaltonGpy8.3) is the scheme of ar-
guments from the position to know:

PersonW says thap
Person W is in the position to know about p
Therefore, p

Walton also discusses two special versions ofdbieeme for witness and ex-
pert testimonies. Clearly, these schemes are w&eyant for evidential legal rea-
soning. Another scheme discussed by Walton (pg.7)5s the scheme from good
(or bad) consequences:

If Ais brought about, then good (bad) consequencégmaly plausibly) occur.
Therefore A should (not) be brought about.
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One instantiation is adapted from a recent disousgi Dutch privacy law
whether email addresses are personal data.

If the term “personal data” of the Dutch Data Pctitth Act is interpreted to include
email addresses, then legal measures against sg@omb possible, which is good.

Therefore the term “personal data” of the Dutch Data PradecAct” should be inter-
preted to include email addresses.

Argument schemes are not classified accordingei thgical form but accord-
ing to their content. Many argument schemes indapress epistemological prin-
ciples (such as the scheme from the position tovkrar principles of practical
reasoning (such as the scheme from consequencesdrdingly, different do-
mains may have different sets of such principleschEargument scheme comes
with a customised set of critical questions thatehto be answered when assess-
ing whether their application in a specific casavaaranted. Thus with argument
schemes it becomes clear that the different presaise each associated with their
own particular types of attack, in contrast to pugely logical systems in which
attacks are uniform. Some of these questions pettaacceptability of the prem-
ises, such as ‘ig/in the position to know abop®” or ‘is the possibility to use le-
gal means against spam really good?”. Other critjgastions point at exceptional
circumstances in which the scheme may not appbh as ‘isW sincere?’ or “are
there better ways to bring about these good coresegs?”. Clearly, the possibil-
ity to ask such critical questions makes argumehemes defeasible, since nega-
tive answers to such critical questions are in factnterarguments, such as “Per-
sonW is not sincere since he is a relative of the sttsped relatives of suspects
tend to protect the suspect”. Another reason wigyraent schemes are defeasible
is that they may be contradicted by conflicting laggtions of the same or another
scheme. For instance, a positive instance of therse from consequences can be
attacked by a negative instance of the same scherok,as by “interpreting email
addresses as personal data also has bad consegjugnce the legal system will
be flooded with litigation, so the term “personatal’ should not be interpreted to
include email addresses”. Or one person in a jposit know (say an eyewitness)
may have said that the suspect was at the crimeesebile another eyewitness
may have said that the suspect was not at the cieme.

Until recently, except for the use of Toulmin, amgnt schemes did not receive
much explicit attention within Al & Law, althougimplicit appeal can be seen as
made to them in many of the systems discussed aboveexample, HYPO iden-
tifies the two ways in which the citation of a pedent may be attacked, and rea-
son-based logic identifies ways to reason abouafipdication of legal rules. Two
recent attempts to make explicit use of argumeoriadchemes are Greenwoetd
al. (2003), employing an extended version of the sghérom consequences and
Bexet al (2003), modelling several schemes for reasoniayievidence.



Argumentation 85

3.8. Systems To Structure Argument

Arguments can often be rather complex, so that nstaleding the web of relation-
ships becomes difficult. There is clear potentisl domputers to provide a means
of addressing this problem. The idea of providingsmal means of structuring le-
gal arguments is not new to the legal field: adyeas the 1930s John Henry
Wigmore (1931) produced a graphical notation fgpickng legal arguments and
their relations of support and attack, so as toarsdase of a mass of evidence. In
this way the relationships between the evidencethadooint to be proven, and
the ways in which the chain of reasoning could tbeced could be clearly seen.

In Wigmore's days the only way to draw such graplas with pencil and pa-
per, which perhaps explains why his method wasofibeg until David Schum and
Peter Tillers (1991) saw the potential of the cotapfior supporting the drawing
and manipulation of such graphs. They proposedftwa® system MarshalPlan
for visualising preliminary fact investigation basen Wigmore's diagrams. Two
other systems within Al & Law that provide suppfaot the graphical structuring
of argumentation are Bart Verheij's (1999) ArguMsgstem and Louket al’s
(1997) Room 5 system. Finally, Chris Reed’s Araizcaystem (Reed & Rowe,
2001) should be mentioned.

By way of example, we present a screen shot froauéaria as applied to rea-
soning about evidence in a murder case also viadlyy Wigmore (1931) (taken
from Bex et al, 2003, as is the following explanation). In tlsse, a farm la-
bourer Umilian (U) was accused of killing his calipie Jedrusik (J). The alleged
motive was that J had tried to prevent U’'s marriagh the farm maid by sending
a letter to the priest that U already had a wiféieWthe priest found that the accu-
sations were false, he proceeded to marry U tdatmee maid, but U remained an-
gry at J and made various threats of vengeancegtdaim. The purpose of this
chart is to visualise how, according to the analyst available evidence (several
witness testimonies) is relevant for the allegediveothat “U had revengeful
murderous emotions towards J". In the chart, vaertied diagonal links represent
support relations between propositions. For ingarie proposition “J falsely
charged U with bigamy, trying to prevent the magefais supported by a conjunc-
tion of four propositions, each of which is in tusaopported by a witness testi-
mony. Horizontal links capture attack relationswmstn propositions. For in-
stance, the nodes “U had revengeful murderous en®tbwards J” attacks and is
attacked by the node “U would not have had revargefirderous emotions to-
wards J”. The various colourings around inferentepssindicate the types of ar-
gument schemes used in these steps. In this gHaplfeaence steps are either un-
typed or of the witness testimony type.
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Fig. 14.Graph with inference steps

Argument structuring systems have uses in areasewthe clear presentation
of the argument is of prime importance. They cdamtdused in preliminary fact
investigation (see MarshalPlan), in teaching (margument structuring systems
outside the legal domain have been developed eslyefir teaching), for case
management or for mediation in Online Dispute Resmh (Lodder, 2001). In all
these cases, the usefulness of such systems neightieased by integrating them
with documentary sources. For instance, when stipgopreliminary fact inves-
tigation, the structured evidential arguments cdaddinked to police documents
containing the available evidence. Or when useccése management, the struc-
tured arguments could be linked to the case fileswhen a structuring system is
used for teaching the analysis of a case decisiienstructured arguments could
be linked to the corresponding fragment in the chsgsions in the casebook used
by the students. Work on argumentation schemedurtrer augment the useful-
ness of such systems. When constructing argumagisment schemes provide a
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repertoire of forms of argument to be considered, atemplate prompting for the
pieces that are needed; when attacking argumeays ffovide a set of critical
questions that can identify potential weaknessegbha@nopponents case. Araucaria
provides an example of a research system pointirigis direction.

3.9. Prospects for Practical Realisation

Currently, all the systems using techniques drawmfwork on Al and Law that
are in practical use, such as the systems develbpegbftlaw in Australia and
MRE in the Netherlands, make use only of rathexigtforward deductive meth-
ods. These methods are entirely appropriate forahene tasks these systems are
designed to support. The techniques describedisnctrapter have the aim to ex-
tend the capacity for support beyond these routisks. They are still at the re-
search stage, but must play an important rolecifstope of computer support is to
be extended. In this section we will discuss soifntih® more sophisticated tasks
which could be supported by argumentation techrigque

Kevin Ashley’s book on HYPO (Ashley, 1990) openghaa description of an
advocate charged with preparing a case at shaendtdis vision suggests that a
system which is able to accept the facts of the @esl then generate arguments
for the two sides to the case and counterarguntenteem, together with the
precedents on which they are based, would provideahswer to such an advo-
cate’s needs. We have discussed several systeroh whilld provide such sup-
port, but all of them are critically dependent be possibility of acquiring a large
amount of knowledge and representing it in a forhictv can be manipulated by
the system. The same holds for decision supporessyss This is an instance of the
well known “knowledge acquisition bottleneck”, whibas proved a major barrier
to the practical exploitation of intelligent techoes in many domains. At one
time it was expected that this barrier would bedown the legal domain because
of the availability of documented sources, but thés proven to be so only for
routine, regulation-dependent tasks.

There are two ways to cope with the bottleneck jgmbto solve it or to avoid
it. The problem could be solved by automating thecess of knowledge acquisi-
tion. This would, however, require major advanaeesnachine learning and natu-
ral language understanding. Moreover, if we wishatmuire knowledge from
sources which need considerable interpretationch as the case decisions which
play a significant role in argumentation — the peofis may well appear insur-
mountable. To avoid the bottleneck we must findaa®a or task in which the
amount of knowledge to be acquired can be keptinvitsasonable bounds. Possi-
bly it is for this reason that since HYPO work haaded to address more con-
strained, less ambitious tasks where a limited arofiknowledge can still form
the basis of an effective system. One approach fedus on more tractable as-
pects of the task, so that it might take the foifmproviding tools to support in-
formation retrieval and structuring of argumentso#er is to constrain the appli-
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cation, for example building a teaching system, nehiie completeness of the
knowledge ceases to be an issue. We will disciesettwo possibilities below.

Argument structuring systems (discussed above @tic®e8) are an example of
the attempt to focus on more tractable aspects taklke They do not require a
knowledge base since the arguments are providatieoyser. A commercial ar-
gument structuring system currently being develoigeldegal Apprentice, jointly
developed by Vern Walker and Legal Apprentice?dnc

Teaching legal argumentation provides an examplnairea where the practi-
cal utility of the system is not compromised by ingvonly a limited knowledge
base. When Ashley moved on from HYPO, he began warkhe CATO system
(developed with Vincent Aleven) which uses manyttef ideas, and the domain,
of HYPO, but which is targeted at teaching law stutd how to argue with prece-
dents. Now the exercises presented to the stuadentisl be designed with the
cases represented in the system in mind, and feduss deploying cases already
available. Even so the case base used in CAT@a@siderable extension of that
used in HYPO: although the knowledge base neetheabmplete with respect to
the domain, it must still be substantial. This eysthas been used in practice with
actual law students, and was subjected to a deétaitepirical evaluation with re-
spect to its effectiveness, with encouraging resyroviding evidence that a
complete knowledge base is not essential for #sk.t

We have given some examples above of argumenttg@miques which are,
or are on the point of, being used in practicatesys. Success, however, requires
more than that such systems are possible: they afasbe acceptable to the user.
It is worth noting that the successful introductmfnexpert systems techniques in
systems such as those developed by Softlaw, waasnetstand-alone system, but
as integrated into a system that was able to asldiéshe aspects of the user’s
task, incorporating such mundane things as wordgasing and e-mail as well as
the deductive application of regulations. Providefsargumentation systems
should similarly consider how their tools can begrated into the working envi-
ronment of their intended users. (For example, R&owas integrated with fea-
tures to search legal precedent databases).

Another barrier to acceptance of these tools mathakethey are often based on
normative views of what legal reasoning should A& .such they will prove ac-
ceptable only in so far as users are able andngitlb relate these normative mod-
els to their tasks as they see them, or can beigdes that the normative model is
superior to their current practice. As an exampdssider a system for structuring
evidential arguments, such as MarshalPlan. It kas largued that if judges would
systematically make their generalisations that eochmhe evidence to their con-
clusion explicit, this would improve the quality dfieir decisions, because it
would enable critical testing of these generalsati(Wagenaaget al, 1993). Al-
though in civil law systems judges are requiredusdify their decisions on mat-
ters of fact, these requirements are rather waakjudges almost never make the
generalisations that may underlie their decisioqgiet. A system that required

26 Demos can be found at
http://people.hofstra.edu/faculty/vern_r_walker/alpasoning.html.
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them to do so would therefore be accepted onlgefjidges can be convinced or
forced to change their practice.

3.10. Concluding Remarks

In this chapter we have tried to show that Artéidintelligence has more to offer
the lawyer than mechanical deduction. It is unialysrecognised that legal rea-
soning requires something more sophisticated then and we have described a
variety of approaches that attempt to provide #uditional sophistication. De-
spite their variety, we feel that they all havecmmmon the recognition of the
need to address the dialectical and contextualeiésyof legal reasoning. By ad-
dressing argumentation we recognise the need taceephings that are lost when
we abstract from an argument to a deductive praod are forced to take seri-
ously the procedural and contextual elements thatecwith dialectics.

Addressing these issues is currently an area sfeaatsearch. We have consid-
ered the prospects for practical implementatiow, identified some of the obsta-
cles that need to be overcome, most notably thevlette acquisition bottleneck.
Nevertheless we believe that the techniques aneooé than purely theoretical in-
terest, and provided support tools are developdd wiclear understanding of
their limitations areas where they can provide higkffective support can be
identified. Currently we see systems to supportstinecturing of arguments, on-
line dispute resolution and teaching of argumeaitatd be the most promising for
early exploitation.






4. Knowledge Discovery from Legal Databases —
using neural networks and data mining to
build legal decision support systems

Andrew Stranieri
John Zeleznikow

4 .1. Introduction

Data is now collected in a variety of commerciad anientific fields in such quan-
tities that the problem of automating the elicaatof meaningful knowledge from
data has become pressing. For example, data setsastronomical observations
were once manually scanned by experts searchirgnfomalies or interesting pat-
terns. However, as (Fayyad al 1996) note, the manual analysis of data in as-
tronomy is no longer feasible since data setsigftbld often exceed many thou-
sands of millions of records.

In the legal domain, information is often storedeas in relatively unstructured
forms. Primary statutes, judgments in past casdscammentaries are typically
stored as text based documents. In contrast, gaearid commercial information
is collected in a more structured manner. Grocenyn$é at most supermarkets are
bar-coded and scanned at purchase. Computer sytémstailers with suppliers
and suppliers with distribution centres in orderstoeamline the provision of
goods. The data collected about each item is usetbsely monitor sales and the
performance of processes within those organisations

Although the use of case management systems igriiegancreasingly com-
mon, many applications for Court hearings are géjper based. Judgments record
relevant findings of fact and rulings in the formeaonarrative, but fact values are
rarely stored in a structured format such as abdat This has consequences for
the future retrieval of similar cases, for the nmgeraent of Courts, and for the
analysis and prediction of legal decisions usingwedge discovery from data-
base techniques.

If judgments are stored as a narrative, the redtief/a past case involves scan-
ning the text of past cases to search for keywo@dsnmercial search engines
such as Lexis and Westlaw search for multiple kegaasing Boolean AND, OR
and NOT operators. Nevertheless, retrieving all thses that are relevant to a
query and none that are irrelevant is very diffic(Rose 1993) identifies the limi-
tations of keyword search and describes a techrigueonverting the narrative
judgment into a semi-structured representation whis been derived from artifi-
cial intelligence. Retrieval performance is sigrafiitly enhanced by this approach.

The Victorian Government's Premier's Parliament@pmmittee on Law Re-
form (Parliament of Victoria 1999) identified mamgys in which technology can
improve the efficiency and effectiveness of thealegrofession and judiciary.
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Many of their recommendations involve the storafjéaia in a more structured
form. In this chapter we illustrate the potentlattknowledge discovery from da-
tabase techniques has to improve the predictioraaalysis of case outcomes.

Law has not yet been characterised with data delleinn structured formats in
the quantities apparent in other fields. Howeveagwdedge discovery techniques
have begun to be applied to legal domains in usedys. Existing attempts in this
direction provide important insights into the betsefor the practice of law in the
future and also illustrate problems for KDD unidaehe legal domain.

A central theme of this chapter is that the apfibcaof KDD to data from the
legal domain involves considerations that are djgetd law. In this sense, legal
databases are different from other datasets. LaWwasacteristically open textured.
Furthermore, for over one hundred years, signifithinkers have advanced con-
cepts of jurisprudence that can guide the data miDiéferences between mining
legal data-sets and other data-sets are outlinfbinext section.

4.2. Differences between legal and other data

Legal reasoning is characteristically indeterminiat¢hat many key concepts are
open textured. Open texture was a concept firsddiniced by (Waismann 1951) to
assert that empirical concepts are necessarilyténaénate. To use his example,
we may define gold as that substance which hadrspemission lines X, and is
coloured deep yellow. However, because we cannetawt the possibility that a
substance with the same spectral emission as guldithout the colour of gold
will confront us in the future, we are compelledaimit that the concept we have
for gold is open textured.

Judicial reasoning that involves a degree of dtemmas viewed as a manifesta-
tion of open texture. The KDD process is partidylavell suited to the discovery
of decision making patterns in fields of law thatdlve some discretion. In the
following sections, the concepts of open textuisgr@tion and the related concept
of stare decisis are discussed in relation to KDD.

4.2.1.0pen Texture and Discretion

The concept of open texture is apt in the legalalarhecause new uses for terms,
and new situations constantly arise in legal cashss, as (Berman and Hafner
1988) indicate, legal reasoning is essentially texdrinate because it is open tex-
tured. (Bench-Capon and Sergot 1988) view the @rd@hacy in law as a specific
consequence of the prevalence of open texturedsteéFhey define an open tex-
tured term as one whose extension or use canndéteemined in advance of its
application. The term 'vehicle' in an ordinanceeimed by (Hart 1958) can be
seen to be an open textured term because its wm®yiparticular case cannot be
determined prior to that case. (Prakken 1997) wdland analyses the substantial
artificial intelligence literature on open textute point out that situations that
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characterise law as open textured include reasowinigh involves defeasible
rules, vague terms or classification ambiguitieBisTanalysis of open texture is
central to our discussion because we argue thatxiseence of judicial discretion
is a form of open texture that is distinct from Hieiations considered by (Prakken
1997). This is important for us because other nm®déllegal reasoning can per-
haps best be applied to deal with the forms of dpgture considered by Prakken,
but KDD is particularly suitable for discretion.

The distinct types of situations that (Prakken )9%ates are difficult to resolve
because of the open textured nature of law are:

1. Classification difficulties. (Hart 1958) presents a local government ordinance
that prohibits vehicles from entering a municipatip He argues that there can
be expected to be little disagreement that theutstedipplies to automobiles.
However, there are number of situations for whia application of the statute
is debatable. What of roller blades, for instanga®ler 1958), in a response to
Hart, posed the situation of a military truck maditn the park as a statute.
Considerable open texture surrounds the use ofetine ‘vehicle’ in this case,
even though there is no question that the truekwvshicle.

2. Defeasible rules Another type of open texture arises from the asfality of
legal concepts and rules. Any concept or rule, mbten how well defined, is
always open to rebuke. Rarely do premises or caresgg exist in law that are
universally accepted. A Victorian statute defirdliy prohibits driving whilst
drunk. However, few courts would convict a persdmwvas forced to drive,
whilst drunk, at gunpoint. The rule, in this caseléfeated in the context of ex-
ceptional circumstances.

3. Vague terms. Legal tasks are often open textured because sems tor the
connection between terms are vague. A judge fihdsvarious interpretations
of terms such as reasonable or sufficient stems filee vagueness of these
terms and not from classification dilemmas or dsifsifity requirements.
(Brkic 1985) labels this a gradation of totality tefms that he claims is one
reason that deduction is an inappropriate inferenpirocedure for many prob-
lems in law.

The existence of judicial discretion contributestite open textured nature of
law. Yet situations that involve discretion canhetdescribed as instances of clas-
sification difficulties, defeasible rules or theepence of vague terms. We thus ar-
gue that the existence of discretion is a distioeh of open texture.

Consider a hypothetical panel of Family Court juslgdno agree on all the facts
of a family law property dispute. Members of thexplacan conceivably arrive at
different percentages of the assets that ough¢ tamarded to the parties. The dif-
ferent outcomes may partly be due to the preseheague terms that are inter-
preted differently by various judges. In part, tliferent outcomes may be due to
classification type anomalies. One judge class#idsttery win as a contribution
to the marriage whereas another does not. Diffeyettomes may even be the re-
sult of defeasible rules. One judge applies thegple of an asset-by-asset ap-
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proach whereas another considers that principiéeivant and adopts a global ap-
proach.

While these scenarios describe situations thabpee textured, there is another
situation, common in family law cases that is naptared by these instances of
open texture. We can envisage a panel of judgds eawhom interprets vague
terms in much the same way. There are no classifitanomalies and all judges
have used the same principles. In this scenargptiicomes may still be differ-
ent, because judges apply different weights to eatdvant factor. No judge is
wrong at law, because the statute clearly affondsdiecision-maker precisely this
sort of discretion. Thus, an additional situatisnapparent; one where the deci-
sion-maker is free to assign weights to relevaatois, or combine relevant fac-
tors in a manner of his own choosing. This disoretiill certainly contribute to
the open textured nature of law and to indeternyinac

(Flick 1979) defines discretionary domains as thosghich a judicial decision
maker has the freedom to select one interpretatiooutcome from a number of
permissible options. This definition can be seempply to family law property
proceedings in the following manner:Statutes artg@ients guide a judge of the
Family Court of Australia. However, ultimately sisefree to distribute the assets
of parties to a failed marriage, in any mannerddwres. The principal statute, the
Family Law Act of Australia (1975) presents a judgih a list of factors which
are to be taken into account, but does not spduify the factors are to be
weighted. One judge may award the husband 60% sd#t@svhereas another
judge, interpreting the case facts and factorsiipddn the Act in the same way,
assigns each factor a different weight and hencardgsvthe husband a different
percentage.

(Dworkin 1977) presents a systematic account afrdt®n by proposing two
basic types of discretion, which he called strond aeak discretion. Weak dis-
cretion describes situations where a decision-makest interpret standards in his
own way whereas strong discretion characterisesetliecisions where the deci-
sion-maker is not bound by any standards and isinedjto create his or her own
standards. (McCormick 1978) does not dispute thigeptualisation but contends
that Dworkin’s distinction between typologies iseoaf degree and not of type.
The discretion apparent in Australian family laveeplifies the weak discretion
of Dworkin. The vast majority of decisions in tharkily Court of Australia does
not introduce new standards, set new precedentsmoke a new factor that has
not previously been considered. Consequently, th@nity of such decisions can-
not be seen to involve strong discretion. Most sase those that (Zeleznikost
al. 1997) call commonplace cases.

4.2.2.Landmark and Commonplace Cases

(Kolodner 1993) incorporates context in her deifimitof a case for case based
reasoning systems. She states that 'a case istext@iised piece of knowledge
representing an experience that teaches a lessawtarhental to achieving the
goals of the reasoner'. (Zelezniketval 1997) notes that even in non-contentious



Knowledge Discovery from Legal Databases — usingalenetworks and data mining to
build legal decision support systems 95

areas, Kolodner's definition provides scope forsidarable problems. They dis-
agree with Kolodner that a case necessarily ‘...teach lesson fundamental
to...the reasoner’. Certainly some cases do fit tescription. Most notably
within law, those decisions from appellate courtécl form the basis of later de-
cisions and provide guidance to lower courts dovige a fundamental lesson, or
normative structure for subsequent reasoning. (#d@98) considers such cases
to be formal, binding and inviolate prescriptiorar ffuture decision-making,
whilst (McCormick 1978) sees them as beacons framchvinferior or merely
subsequent courts navigate their way through netv stwations. The common
name for such cases is landmark cases

However, most decisions in any jurisdiction are laodmark cases. Most deci-
sions are commonplace, and deal with relativelyommatters such as vehicle ac-
cidents, small civil actions, petty crime, divor@nd the like. These cases are
rarely, if ever, reported upon by court reportimgvices, nor are they often made
the subject of learned comment or analysis. Momgoitantly, each case does not
have the same consequences as the landmark cases.

Landmark cases are therefore of a fundamentallgréifit character to com-
monplace cases. Landmark cases will individuallyeha profound effect on the
subsequent disposition of all cases in that domahrereas commonplace cases
will only have a cumulative effect, and that effedtl only be apparent over time.
Take, for example, the case Mfabo v Queensland (No.2Prior toMabothe in-
digenous people of Australia, the aborigines, had if any, proprietary rights to
Australian land. Under British colonial rule, thééws were held to be inchoate
and Australia itself was held to be terra nulliesnpty land’ at the time of white
settlement. Hence, the only property laws applicakére those stemming from
the introduction of white rule, laws which weredd¢han generous in their grant of
land to Aborigines. IlMabo, the High Court held that previous decisions haidi
that Australia was terra nullius at settlement, dedisions holding that Aborigi-
nes had no property laws affecting land, were syjmplong at law. Hence, the
High Court said, Aborigines had sovereignty overtgpaf Australia under certain
conditions. Whether one agrees with the High Csdurtterpretive technique, it is
indisputable that this is the landmark case inaife®, and has formed the basis of
future decisions in the area. Indedthbo, like many other leading cases, was the
spur for political action and we soon saw the idtrction of the Federal Native
Title Act. Thus, landmark cases have the dual eféécetermining (to some de-
gree) the interpretation of subsequent fact sibnatias well as influencing the in-
vocation of normative legislative processes.

To further indicate the similarity between landmadses and rules we note
that in Miranda v Arizona?” the United States Supreme Court ruled that pdor t
any custodial interrogation the accused must beedhr

1. That he has a right to remain silent;
2. That any statement he does make may be used iareadgainst him;
3. That he has the right to the presence of an atgorne

27384 U.S. 436 (1966)
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4. That if he cannot afford an attorney, one will lppainted for him prior to any
questioning if he so desires.

Unless and until these warnings or a waiver ofdhéghts are demonstrated at
the trial, no evidence obtained in the interrogatinay be used against the ac-
cused. The Miranda v Arizona is a landmark casé vagards to the rights of the
accused in a United States criminal trial. Thiseclaas assumed such significance
that its findings are known as the Miranda rule.

Landmark cases rarely occur in common practice amedreported and dis-
cussed widely. These cases set a precedent theg tiie way in which subsequent
cases are decided. In the last two decades, théetuof landmark cases in the
Family Court of Australia is in the order of hundsewhile the number of com-
monplace cases is in the order of multiple terthofisands.

Some critics believe the use of legal case-basasbrers is limited. (Berman
1991) believed legal case-based systems must bgssige simulate rule-based
systems and that factors emulate rules. He st&f@d:developers, as contrasted
to researchers, the issue is not whether the neguttle base is complete or even
accurate or self-modifying — but whether the rusdis sufficiently accurate to
be useful We believe that jurisprudes and developers ghledecision support
systems use landmark cases as norms or rules. Coptece cases can be used to
learn how judges exercise discretion.

Given that we have a domain with an abundance oftonplace cases, how
can we understand the manner in which judges eseediscretion?

We claim that there are levels of discretion depandn the domain. There are
many domains in which the exercise of discretionncd be explained by the ap-
plication of rules and principles. Typically, théatsite that underlies these do-
mains presents a list of factors to be considesethé decision-maker, but does
not indicate the relative weighting of each fac{@thristie 1986) describes differ-
ent situations that involve discretion in orderctaim that its exercise inevitably
involves power relationships within a political sy®. His approach is particularly
useful for us, not because of the socio-politicaiddusions he draws, but because
he specifically identifies statutes that providelexision-maker with a shopping
list of factors, as fields of law that necessitatdnd of Dworkian weak discretion.
His main example is reproduced here to draw a lghtstween the discretion that
Australian family law mandates and the discretioveg to decision-makers re-
garding US hazardous wastes. The relevant legislasi Section 520 of Second
Restatement of Torts (1977).

In determining whether an activity is abnormallyndarous, the following fac-
tors are to be considered:

*The existence of a high degree of risk of some hartihe person. land or
chattels

*The likelihood that the harm that results from il e great

*The inability to eliminate the risk by the exercifeeasonable care

*The extent to which the activity is not a mattecofmmon usage

*The inappropriateness of the activity to the plabere it is carried on; and
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*The extent to which its value to the community igveeighed by its danger-
ous attributes

As (Christie 1986) notes, an enormous range of l@geisions could be plausi-
bly justified under Section 520. Some decisions$ #ra no doubt plausible to the
decision-maker may be appealed to higher Courtsy Thay conceivably choose
to fetter the discretion at the lower level by impm standards to guide the way
the relevant factors are to be weighted.

The principle of stare decisis, that like casesukhde treated alike is inti-
mately linked to discretion and to processes ofvkadge discovery from legal
databases. Stare decisis is discussed in the ectidrs.

4.2.3.Stare Decisis

Stare decisis is a fundamental principle in comiaewnlegal systems. The princi-

ple dictates that the reasoning, loosely, ratioid#swi, used in new cases must
follow the reasoning used by decision-makers irrtsoat the same or higher level
in the hierarchy. The concept of stare decisisddfacult one and warrants further

focus in order to identify the ramifications thatleparture from stare decisis has
for KDD.

If, for instance, fields of law such as propertyisiion in Australian family law
are so discretionary that leading commentators icoimgly argue that stare de-
cisis does not apply, then can case outcomes loicfed? If outcomes cannot be
accurately predicted, then any attempt at doingséiog KDD techniques is futile.

Perhaps outcomes in discretionary fields cannoprieelicted because the dis-
cretion that is inherently placed in the handshefjudge encourages so much un-
certainty that predictions can only ever be edutgteesses. However, if this were
the case, we would expect practitioners in Austrafamily law to be consistently
inaccurate with their own predictions. On the canty we find that practitioners
are very accurate in predicting outcomes, desgite discretion available to
judges. This apparent paradox is resolved by lapknore closely at the concept
of stare decisis.

(Wassestrom 1961) identifies three types of staasis which (Lawler 1964)
illustrates. Lawler’s diagrams are reproduced bedswigure 15, 16 and 17. Fig-
ure 15 representsaditional stare decisisUnder this type of stare decisis, a court
is bound by prior decisions of courts of equal ighbr level.
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Same, equivalent or more

favorable fact pattern o
P Same decision

Same or higher Court

Fig. 15. Traditional Stare Decisis

Same, equivalent or more

favorable fact pattern o
P Same decision

Same judge

Fig. 16.Personal Stare Decisis

Same, equivalent or more

favorable fact pattern o
2 Same decision

Same Current Court

Fig. 17.Local Stare Decisis

Another type of stare decisis, callpdrsonal stare decisiss used to describe
the observation that most judges attempt to beistems with their previous deci-
sions. This manifests itself in the Family Cours, the tendency an individual
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judge has to be consistent with the way he or steecesed discretion in past,
similar cases. Figure 16 depicts personal starisidec

The third type of stare decisis represents theeteeyl of a group of judges that
make up a current court to follow its own decisionkis type of stare decisis is
represented in Figure 17 and manifests itself perty division in Australian
family law, as a desire for Family Court judgeset@rcise discretion in a manner
that is consistent with other judges of the sanggstey of the Court, at the same
time. We shall call this type of stare decisisoasl stare decisis

(Lawler 1964) reminds us that predicting the outeasha case cannot be pos-
sible without the concept of stare decisis. Furtiare, the ability to predict an
outcome with some accuracy is important if the lawo be respected within the
community.

Despite constant controversy about Australian Raimndlw property division,
by and large, experienced practitioners can predittomes with some degree of
accuracy. As (Kovacs 1992) and (Ingleby 1993) poirit this level of predictabil-
ity is not due to traditional stare decisis. Weetdke view that the predictability
must be the result of the remaining two forms afestdecisis, local and personal
stare decisis.

This has ramifications for the data selection, gaeaprocessing and evaluation
phases of KDD. Some case outcomes in discreticthamyains are so far removed
from other similar cases that it is reasonablessume the judge has erred. In do-
mains characterised by traditional stare decisjiggdge can err by failing to follow
the constraints laid down by superior or equal @un domains characterised by
personal and local stare decisis, judges err Bindgato be consistent with other
judges currently in the same Court or with themseglw earlier like decisions.

Another ramification of local and personal stareisie relates to the types of
cases suitable for the data selection phase. Gpdl®93) argues that the vast ma-
jority of cases that come before the Family Couet r@ot extraordinary. They do
not involve extraordinary facts, do not have outesrthat are unexpected and are,
consequently rarely reported by Court reportingises. They are commonplace
cases. In fields where traditional stare decissnighasised, any case that is cur-
rently viewed as commonplace could be used in theré as a landmark case.
This blurs the distinction between landmark and wmmplace cases. However, in
domains where traditional stare decisis is notngfip followed, if a case is re-
garded as commonplace at the time of decisios, éxtiremely unlikely to be in-
voked in the future as a landmark case. An ordicase impacts by adding to the
body of cases for personal and local stare decisis.

Our traditional, local and personal stare decisisceptualisation also has rami-
fications relating to the way in which we evaluaig@lanations generated by com-
puter systems that use knowledge from a KDD prodesdomains characterised
with traditional stare decisis, reasons for a firgtance decision often involve
principles laid down by appellate Courts. In theeire of traditional stare de-
cisis, explanations cannot be rigidly derived frpnmciples, because none have
been specifically laid down by appellate Courtsplarations must necessarily be
further removed from the sequence of reasoningssieed to infer an outcome.



100 Lodder/Oskamp (edsipformation Technology & Lawyers

4.3. Phases in the knowledge discovery from databas e
process

The KDD process begins with analysis of data stameal database or data ware-
house and ends with production of new knowledgayykdet al 1996) describe
knowledge discovery as a process with five diststeiges: data selection, data
pre-processing, data transformation, data mininjiaterpretation.

4.3.1.Data selection

The first phase of any KDD process involves thea#&n of a sample of data
from a database of records. Decisions must firstnbde regarding the nature of
the problem of interest in order to assess itability for the KDD process. Some
problems are more suited to KDD than others andesam not suitable at all.
Broadly speaking, fields of law that involve coresiable judicial discretion at the
level of a first instance decision maker are marked to a KDD exercise than
ones where discretion is limited.

This phase is equivalent to sampling in statistiatadles and involves selecting
which records to include and which to omit. Theme tavo distinct considerations;
how to select records and how to select varialhtethe Split Up KDD exercise,
data was drawn from one geographical region; Meieand surrounds. Records
in the analysis of legal aid applicants in the KBfdy by (Ivkovicet al 2003)
represent individual applications for legal aid amdre selected on a temporal
rather than geographical or jurisdictional basiscbgsidering all Victorian appli-
cations for legal aid within the previous threergedhe selection of relevant vari-
ables is an important aspect of the data selegtimse. The age of the husband
and wife in a family law dispute are relevant bgtwué of the principle statute and
because experts in the field clearly indicate #upt impacts on property allocation
decisions.

Once the problem area is defined, decisions mustdmie regarding the source
of data for the KDD exercise. In practice, this ntsyan academic exercise be-
cause broadly-speaking, data that reflects reagopincesses is not often col-
lected in a structured way in the legal domain. &ttheless, where data is avail-
able, decisions regarding what data is appropyiatellected must be made. For
example, if the KDD exercise involves predictingligial outcomes then the past
cases must be sought and variable/value pairsctorfamust be extracted from
the cases. Decisions regarding the number and bfpesses, the identification of
relevant variables and the extraction of valuegdtevant variables from case text
must be made.
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4.3.2.Data pre-processing

Data pre-processing involves preparing the samata tbr further phases of the
knowledge discovery from database process. Thiginesjattention to two main
factors; a) missing values and, b) erroneous data.

If many records have missing values for key featuteen any data mining
method will not accurately discover patterns frdmase records. If the sample in-
cludes cases where a decision maker has erredhitbeatata mining technique that
aims to predict the outcome of new cases will bmp@mised by past decisions
that are, in fact, erroneous. Sample data fromraay world data set can be ex-
pected to contain records that are erroneous anyl ifnased, distort the knowl-
edge discovered. Errors may derive from incorreartdcribing of case facts from
a judgement to a structured database. Howeverr ethers may reflect mistakes
that judges have made. The assumptions made camgeahe nature of judicial
error are important in determining how best to deigh judgements that are ap-
parently mistaken.

Missing values can be dealt with by ignoring alksing values, removing all
records that contain missing values or by invokiechniques for estimating the
required values. Each approach has limitations sarehgths. Many records will
be inconsistent with other records. This could be t data collection anomalies,
inconsistent decision making practices or changédsgislation or precedents. De-
cision making practices are particularly likely ie inconsistent in discretionary
domains of law because the decision maker hagé¢ledm to weigh factors in his
or her own way. However, extreme outcomes can oandrare appropriately la-
belled errors. Although judicial error has not bélea focus of attention in juris-
prudence, a conceptualisation of this is imporfantthe application of KDD to
legal databases. A conceptualisation of judiciabrerenables us to articulate
bounds of acceptable discretion in sophisticategiswsn that decisions outside
those bounds do not unduly influence the data mipimase.

4.3.3.Data transformation

Data may need to be transformed in order to discaseful knowledge. Trans-
formation can involve changing the categories déies a variable may have. It
can take one of three basic forms:

* The decomposition of the data set into smallerspatiere each part will be
the subject of an independent data mining exercise;

e The aggregation of variables and/or values to farsimpler, more general
data set; or,

e Changing values of variables in some way.

The decomposition of a data set into smaller gartthdependent mining exer-
cises is particularly important for mining from datets in law. This is due to the
lack of availability of large data sets that refl@adicial reasoning. For example,
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94 variables were identified by specialist faméyvyers as relevant for determin-
ing property outcomes in Australian family law. Atd mining exercise with so
many variables requires data from many thousandasgs for meaningful results.
However the mining exercise was decomposed intoan@88pendent, small and
manageable data mining exercises. Most of thesdlesnexercises involved less
than five variables so that meaningful mining wassgible with data from around
one hundred cases.

Figure 18 illustrates a partial tree that uses thef94 variables. The top-level
variable in the tree is the percentage split oétsa judge awards the husband and
wife. Specialist lawyers indicate that three vaeabsubstantially determine the
asset split; future needs, past contributions &edével of marital wealth. Lead-
ing cases and sections from relevant statutesitme to support the relevance of
these factors. Figure 18 also illustrates that pastributions are inferred by con-
sidering direct contributions, negative contribnsand homemaker contributions.

A data mining exercise that aims to discover thg wawhich the percentage
split is inferred from future needs, past contrithas and wealth is relatively
small. Indeed, there are only 5 * 6 * 5 = 150 pblesidifferent combinations of
values in the three variables that determine thmegogage split. A judge’s finding
on contribution, wealth and needscan be fed at imba a neural network in the
mining phase. A sample of cases that number irhtimelreds rather than tens of
thousands provides an adequate sample for goodtfioad.

The decomposition of the task involves the usexpkg heuristics. This can be
achieved by arranging the relevant variables ireaalhchy according to advice
from specialist lawyers. Trees that represent eaht@y of factors in a legal case
have been used in law in numerous ways. Decade§Vdigonore 1913,1937) ad-
vanced a representation that included a hierardhfaciors in a schema now
called a Wigmore diagram. In the Split Up projebt trees were derived in con-
sultation with specialist lawyers. The consultatiproceeded in the following
way:

1. Commencing at the top most variable, specialistevasked to identify possi-
ble values for the variable. A 100-point scale wassidered too fine-grained
whereas a scale with 5% intervals was considerptbapiate.

2. Specialists were asked to draw on precedentstesatind their own experience
in the field to identify those factors that would sufficient for an inference of
the top most variable. The three factors identifiednost directly relevant for a
percentage split determination related contribytimeds and wealth. These are
known as children of the top most node.

3. Appropriate values for each child variable are tifiend. For instance, contribu-
tion values were “much more”, “more”, “about thers, “less”, “much less”.

4. The fourth step involves ascertaining a reasortferrelevance of the variable.
Doing so enables a degree of confidence that tteriidentified are indeed
relevant factors. Typically, a reason for relevaimckaw, relates the variable to
a statute, a precedent or common practice in #ié. fl he reason for relevance
concept derives from an argumentation model desdriby (Yearwood and
Stranieri 2004) and is summarised in the next gacths described in that sec-
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tion, this model is useful for data mining exersige law because it provides a
mechanism for integrating domain knowledge supplisd specialists with
automated data mining algorithms into a KDD process

5. Each child variable is visited and specialistsasked to identify factors for it.
Steps 4 and 5 are repeated until the specialigtdtets that the variable can no
longer be reduced. For instance, all specialisteefjthat the variable age,
measured in whole years could not be decomposed.

0 :100
Percentage of | 10:90
property value tq 20: 80

husbandwife | -
80:20
100:0
Wite's future need mg:eh more xgry high income and assets Wie's past mg:eh more
for resources |-+ Level of wealth hgp ncome a”g ?ssets controuton to thel - -
relative to the less g \nco‘me lan' Tew assetj marriage relative t ess
husband average level of income and ass| e’ chang
much less litle income or assets much less

much more much more much more  much mor
o more . . more
Relative direct same Relative homemakg™°"® Relative negative more same
contributions contributions | S3Me contributions | S3M€
less less less less
much less much kes much les much less

Fig. 18.Partial tree for Split Up

The hierarchy of relevant factors derives from @eneric Actual Argument
model described in (Straniegt al 2001). This model provides a natural frame-
work for decomposing a task during the data tramséion phase. It provides a
mechanism for integrating domain knowledge to aamstand enhance the data
mining phase. The model is introduced in the negtisn. Following that, the way
in which the model can be used to inform effortaggregate columns or change
variable types will be discussed.

4.3.4.Data mining and evaluation

According to (Fayyadt al 1996), data mining is a problem-solving methodglo

that finds a logical or mathematical descriptiorergually of a complex nature, of
patterns and regularities in a set of data. Datdangitechniques derive from three
different sources: artificial intelligence, infetex statistics and mathematical
programming. Artificial intelligence research hamtibuted techniques such as
neural networks, rule induction and associatioeguLinear, logistic and multiple

regression, in addition to algorithms such as Kimeand K-medians have been



104 Lodder/Oskamp (edsipformation Technology & Lawyers

developed by statisticians. Mathematical prograngntias contributed techniques
such as the min-max method from optimisation the@gta mining techniques
are surveyed in Section 4 below.

The evaluation phase involves the evaluation atelpretation of knowledge
discovered as a result of the data-mining phase.eMaluation of any legal sys-
tem is fraught with theoretical and pragmatic otlsta Assumptions regarding
the nature of knowledge impact on how knowledgealisred using the process
are evaluated.

As (Han and Kamber 2001) state, a data mining sydtas the potential to
generate thousands of patterns or rules. Not ah®fpatterns are useful or inter-
esting. Hence we need to define what is an integegtattern and how can we
generate all the interesting patterns and onlyrttezesting patterns.

A pattern isinteresting if:

» the pattern is easily understood by humans;

» the pattern is valid (with some degree of certginty new or test data;
» the pattern is potentially useful;

» the pattern is novel.

A pattern is also interesting if it validates a btjesis that the user wished to
validate, or resemble a user’s hunch. An interggpiattern represents knowledge.

Several objective measures of pattern interestsgyeaist, based on the struc-
ture of discovered patterns and of the statistimdedying them. The concepts of
support and confiden&eare examples of objective measures of pattermeisite
ingness. In general, each interestingness measwssociated with a threshold,
which may be controlled by the user.

Although objective measures help identify intemggtpatterns, they are insuffi-
cient unless combined with subjective measuresrdikect the needs and interests
of a particular measure. Subjective interestingmesasures are based on user be-
liefs in the data. These measures find patterresdasting if they are unexpected
(contradicting a user’s belief) or offer strategitormation on which the user can
act.

It is often unrealistic and inefficient for datammg systems to generate all of
the possible patterns. Instead, user-provided intt and interestingness meas-
ures should be used to focus the search. Assatiatie mining (see later) is an
example where the use of constraints and integgstiss measures can ensure the
completeness of mining.

4.4. Neural Networks

Neural networks resemble the brain in two respects:

28 Discussed in Section 5.5 about association rules
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1. Knowledge is acquired by the network through arleey process
2. Inter-neuron connection strengths known as weigits used to store the
knowledge

Much of the impetus for neural networks came frome@ognition that the hu-
man brain, structurally, is made of cells calledno@s. Neurons are connected to
other cells through fibres called axons. Neuroreob® activated electrically and
transfer the electrical impulse down their axonsttter neurons. The juncture be-
tween the axon and neuron is called a dendrite. Sidpeal travelling along an
axon is restricted to a greater or lesser degreghbynicals at the site of the den-
drite. The rudimentary structure is illustrated-igure 19.

dendrites \O

Fig. 19.Simple brain structure

The enormous capacity for humans to learn and adapéw situations led a
number of researchers to postulate that a mackingtured in a similar way to
the brain, may also learn. (McCulloch and Pitts3)%&xplored these ideas by de-
vising a cell that performed the function of a i AND, and another that per-
formed the function of logical OR. They suggesteat higher level reasoning and
learning could occur by the combined effect of ntons specialist AND or OR
cells.

(Rosenblatt 1959) generalised the McCulloch ants Riural network. He de-
veloped a neural network calledparceptronthat could learn a variety of func-
tions including AND and OR. Artificial neural netwas (ANN) differ from one
another by the way neurons are connected to ottx@rons and by the learning
process used to assimilate new knowledge. Neuransbe connected to each
other in architectures known as feed forward, nexiror self-connected. Each ar-
chitecture has a suite of learning rules that pmieable. These architectures and
their learning rules applicable are discussed next.
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4.4.1.Feed forward networks

Nodes in feed forward networks are organised iefsas depicted in Figure 9

Input

- Output
Activation

. Activation

INPUT HIDDEN OUTPUT
LAYER LAYER LAYER

Fig. 20.Feed forward neural network architecture with flayers

The first layer of nodes receives activation injptid the network and is called
the INPUT LAYER. The input nodes of feed forwardwerks become activated
and pass on their activation forward to nodes enriext layer. Neurons in each
layer feed activation forward to subsequent layEhg activation passed from one
neuron to another over a link is attenuated by @hteon the link. A neural net-
work learns by adjusting link weights so that thpexted outputs are generated

In contrast, recurrent networks pass their activathback to input and other
nodes to form an internal feedback loop. Of theartban 200 different kinds of
neural networks, the feed forward networks are rtfest commonly used net-
works. The simplest feed forward network is fiegceptron
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E— Output
Input @ Activation
Activation . '
—

Fig. 21.Perception

The perceptronhas only two layers, an INPUT and an OUTPUT layeugh
any number of neurons may be defined in each afetitevo layers. When the two
neurons on the left, A and B are activated, thesspheir activation on to neuron
C. The link betwee and CandB and Cis marked with a weight that acts to in-
hibit (or exalt) the signal. The activation comiimgp C is calculated by summing
the inputs time the weight. For example, if wetketactivation of nodes A and B
to 1.0 then the activation reaching C (1 * 0.8)1+(0.8) = 1.6 units, where 0.8 is
the weight between A and C and also between B anth€ activation leaving a
node is not simply the activation entering the ndelather, the raw input activa-
tion is passed through a function known as thevaiitin function to determine the
output. (Rosenblatt 1958) advanced the followinivation function:

If input is greater than a threshold
]Jthen the activation output is 1
else the activation output is 0.

Table 7 illustrates the training of tiperceptroninitialised with weights as de-
picted in Figure 21. Thperceptronis required to learn from the data in Table 8

Table 1. Training data for perceptron example

Example
1

[eNeN |—‘>
Or O P m
coco Fn

2
3
4
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Table 2. Perceptron training

Example
Input at A
Input at B
Weight A/C
Weight B/C
Raw Input at C
Activation at C
Expect Activation
Learning rule outcome

1 1 1 038 0.8 1.6 .‘ 1 Correct. Leave weights un-
changed

2 1 0 0.8 08 0.8 .‘ 0 Output is too large so decrease
the active weight

3 0 1 05 08 08 .‘ 0 Output is too large so decrease
the active weight

4 0 0 05 05 0.0 ( 0 Correct output so leave weights
unchanged

1 1 1 05 0.5 1.0 .‘ 1 Correct output so leave weights
unchanged

2 1 0 05 05 05 ( 0 Correct output so leave weights
unchanged

3 0 1 05 05 05 ( 0 Correct output so leave weights
unchanged

4 0 0 05 05 05 ( 0 Correct output so leave weights
unchanged

The perceptroncan be configured with any number of input and outpdes
and the learning rule will still find a set of waig, if one exists, that maps the in-
put into the outputs. Theerceptronlearning rule does not take into account the
size of the error the network has made. In netwaitkere the output is only 1 or
0, the error can only be 1 or 0. But if fherceptronoutputs are to be real numbers
then the error, the difference between the netwarlitput and the expected output
can be any real number.

A great deal of excitement surrounded the intradacof (Rosenblatt 1958)'s
Perceptron. The criticism that the learning rulehie Perceptron did not take the
magnitude of the error into account was rectifiethwhe introduction of the
learning rule known as the Delta Rule. The delta izi1a learning rule for training
perceptrons that does take the magnitude of tloe B0 account when determin-
ing the extent to which weights should be chandée. delta rule modifies the ex-
isting weight by an amount that is proportionalthe size of the error and the
learning rate as follows:
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Delta Rule w(new) = w(old) + d(Oc — Oa)x

Where

« Oc is the correct output

« Oa is the network's output

« dis a constant called the learning rate
« X;is the activation of across weight

(Minsky and Papert 1969) illustrated how the penapfails to find a set of
weights if the examples are non-linearly separdbbga is linearly separable if a
straight line or plane can be drawn to separatenples into different types of
outputs. Figure 11 illustrates the plot of poirtattrepresent X or Y. The shaded
points represent the value 1 on (X OR Y). We searty} that a straight line can be
drawn that separates those X and Y data pointshinag a value 1 on (X OR Y)
from those that have a value 0.

In contrast, in Figure 22 we see that a similaight line cannot be drawn. The
exclusive-Or function is said to be non-linearlypaeble. (Minsky and Papert
1969) demonstrated that the Perceptron can only Ipatterns that are linearly
separable. (Rumelhadt al 1986) and (Werbos 1974) demonstrated that non-
linearly separable problems can be learnt by aahewatwork provided that there
were at least three layers of neurons as depintédjure 20.

Fig. 22.Linear non-separability of X Exclusive-Or Y

There may be any number of nodes in the input,drida output layers. There
may also be any number of hidden layers. The tgpotd a network describes the
number of layers and the number of nodes at ea@r.l&ny network that has a
variable number of hidden layers cannot be traimitd the delta rule. This is be-
cause the error of the nodes in the hidden (middier cannot be known. The er-
ror on the output layer is known because the oudpsired is available in the data
set and the network's output is known. However,désired output on a hidden
layer is unknown. Without knowing the error on teddlayers, the weights be-
tween input and hidden nodes could not be adjusted.
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Research on the topic of neural networks dramdyidadlted following the
seminal observations made by (Minsky and Paper®ll%fowever, a small num-
ber of lone researchers and small teams continggldring neural network algo-
rithms. (Rumelharet al 1986) developed a new learning rule, calledGemeral-
ised Delta Learning Ruler Back propagation of errordn this learning rule, the
error on the hidden nodes, though not known, isneséd from the error at the
output layer. The hidden layer error is estimatedhe derivative of the output
layer error. Using the derivative of the outputdajo estimate the hidden layer er-
ror turns out to work quite well.

(Hunter 1994) notes that neural networks are eigdlgnstatistical. By this he
means that associations between inferred outcomgdaats are represented as
statistical associations captured as inter-neureights. As such, connectionism
derives support from the same jurisprudential tiesoas does any statistical
method. (Kort 1964) and (Nagel 1964) both validir statistical approach by
drawing on the jurisprudence of legal realists. 8\@m that connectionism can be
useful for resolving situations that involve openrttire yet their effectiveness de-
pends on the type of open textured situation studige argue that neural net-
works are best applied to situations that invohe epen texture inherent in judi-
cial discretion though some inroads can be madarbwesolving classification
difficulties.

A neural network cannot be guaranteed to perforrmecty on cases that were
not present in the training set. If trained appiaiply then we may estimate the
proportion of all possible cases that will be diéasd correctly yet we will not
know with certainty which class of cases will bedrrectly classified. However,
this is not necessarily a condemnation of neuralomks.

(Warner 1994) does not explicitly claim that neuratworks have the potential
to resolve situations in law characterised by diasgion difficulties. Rather, he
maintains that neural networks are appropriatew because they exhibit the ca-
pacity to emulate the parallel reasoning process lafvyer. He argues that prob-
lem solving behaviour is often described as a keriacess that progresses in a
step-by-step fashion, from the initial problem dggon to the goal of the reason-
ing. Yet, legal reasoning involves a parallel psscef assimilating facts to reach
partial solutions and assimilating partial solutida reach a final solution.

Warner's rationale for the use of neural netwonkkaw is open to criticism, in
that the distinction between problem solving perfed in series and that per-
formed in parallel, is by no means clear. For inséq it is not clear why a parallel
process should succeed in law where a serial psowdkfail. Furthermore, ac-
cording to (Hunter 1994), there is little suppadrh jurisprudential theorists for
the notion that legal reasoning is, in any senaeallel. Despite the shortcoming
in the rationale (Warner 1994) uses to justifyulse of neural networks, the actual
task he applies them to can be seen to be onatteatpts to deal with classifica-
tion difficulties in the domain of consideration aontract law. His network at-
tempts to classify a case according to whetherctmract involved a considera-
tion or not.
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4.4.2 .Neural networks and defeasible rules

The application of neural networks to legal reasgrvy (Philipps 1991) and by
(Thagard 1989) differ from Warner in that theirdias can be seen to apply con-
nectionism in an attempt to resolve defeasiblestule

(Philipps 1989) demonstrates the application ofalenetworks in dealing with
defeasible rules with a hypothetical example froaman Law. The will of a hy-
pothetical citizen whose wife was pregnant read:ttli a son is born to me let
him be heir in respect of two thirds of my estéeémy wife be heir in respect of
the remaining part; but if a daughter is born tq leeher be heir to the extent of a
third; let my wife be heir to the remaining parthd hypothetical will can be seen
to involve two rules, one governing the estatehim évent of the birth of a daugh-
ter and the other in the event of the birth of a. so

Philipps trained a feed forward neural network widckpropagation of errors
to deliver the correct output when exposed to stesighat involved the birth of a
boy and of a girl but not both. He then put forwardase that necessarily defeats
these rules; one in which twins, a boy and a gélteorn. In this case, the network
that had not been exposed to this scenario duraigitg, produced an outcome
that indicated the mother receives two shares,sthe receives three and the
daughter receives four. Philipps argues this outc@measonable in that it repre-
sents an equilibrium based on past cases. Howgienter 1994) points out that
the notion of equilibrium with past cases is jurigtentially flawed. There is nei-
ther a notion of moral correctness nor any appeahtionales that reflect higher
principles.

Another instance of the application of connectionifor modeling defeasible
rules in law can be seen in the work of (Thagar89)9He proposes a theory of
explanatory coherence that aims to model the wayhich competing hypotheses
are supported, to a greater or lesser extent, biyadle evidence. Some nodes in
the network he has developed represent propositi@isepresent each hypothe-
sis. Other nodes represent available evidence.sLewist between evidential
nodes and hypothesis nodes, which have an assbeiaight. These weights may
be excitary or inhibitory. To determine which hyjpesis has more support, the
network is activated. Nodes feed activation (oiibitton) to other nodes that feed
back to each other until equilibrium is reachede hletwork is then said to be set-
tled.

Thagard trialed his ECHO program on a murder casghich competing hy-
potheses were X was innocent and X was guilty. &3itipns associated with this
hypothesis included C broke his hand punching X @ritoke his hand falling on
a rock, respectively. Thagard's propositions ditinclude rules from statutes or
from legal principles but could easily have beeterded to do so. Propositions
that reflected statutes or principles would competeactivation with other propo-
sitions and those hypotheses that remained maseaafter the network settled
would be deemed to have, in Thagard's terms, m@iamatory coherence. In this
way, the Thagard approach can be interpreted asvbigh attempts to resolve
those situations in law that are characterisedpas textured because of the pres-
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ence of defeasible rules. The Thagard approachkriginly intuitively appealing
though a great deal of further research is requiredder to explore this approach
more fully.

4.4.3.Neural networks and vague terms

Law is replete with terms that are vague. A consejeh as within reasonable lim-
its specified in a statute is labelled a vague tbyniBrkic 1985). Very few artifi-
cial intelligence systems have been developed wigakon with vague terms. To
our knowledge, connectionism has not been appbethsks that involve terms
such as within reasonable limits that (Brkic 19&H%)els as vague. Vague terms
present difficulties because there are a numbeenées in which a term may be
vague. A concept such asthin reasonable limitspecified in a statute may sig-
nify that a decision maker has recourse to an elemediscretion in much the
same way that a Family Court judge has some fl&tibif all relevant principles,
rules and factors were made clear to a decisioremakho then had to weight the
factors in order to determine whether a curreng dab within reasonable limits or
not, we would be inclined to regard the resolutddrvague terms, in much the
same way as we see the allocation of discretionveder, not all vague concepts
appearing in statutes are of this form.

A vague concept such asgthin reasonable limitsmay be included in a statute
with no supplementary material that would assideaision maker in defining the
term. Legislative drafters often prefer this flaktp, so that Courts will lay down
principles to guide future decision makers. A catiosist system can conceiva-
bly be developed that has, as inputs, the facts adse and outputs one of a per-
mitted number of uses of the vague concept. Thésofi€onnectionism is not dis-
similar to the use of connectionism to resolvegifasation difficulties.

The use of neural networks to resolve classificatinbiguities or to mimic
reasoning with defeasible rules makes questionaiisprudential assumptions.
We claim that neural networks can be appropriaégiglied to learn the way in
which judges, in real cases, have combined faatoifse past. To do this we adopt
a legal realist stance that variations individualges display on similar cases in a
discretionary domain are not the result of the igpibn of different legal princi-
ples. However, a number of obstacles must be owezadbthis paradigm is to be
usefully applied.

(Hunter 1994) and (Aikenhead 1996) identify prominélaws in the way in
which neural networks have been trained for udegdal applications in the past.
The concerns they raise focus on the explicatiditidacies of neural networks,
the assembly of appropriate data and methods asatefwork training. The lack
of explication facility inherent in the connectiehiparadigm weighs heavily
against their use in law. To overcome this problgenneed to investigate juris-
prudence in order to discover how explanationsfi the scheme of legal reason-

ing.
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The realist philosophy is central to the applicataf the connectionist para-
digm in that this movement advocates a separafitineodecision making process
from the process of justifying that decision. Thiesgsoning to reach a conclusion
and explaining that conclusion can be seen as istmct processes. Drawing this
distinction enables us to design a system that nsesal networks to infer conclu-
sions and another system to explain them. A detisianade on the basis of the
facts inputted. We assume that rules and principtesnot necessarily factors for
arriving at a decision. However, rules, principtewl the facts of a case, in addi-
tion to the decision itself, are necessary in ofder justification to be advanced.
Discretion, defined as the ability of individualdges to assign different relative
weights to relevant factors, is accommodated infiisé phase, the reaching of a
conclusion.

The second phase, justification of the decisiorgsdaot necessarily involve a
reproduction of the reasoning steps, nor doesdésearily require that all factors
that were relevant, even if highly weighted, beorégd as justification.

Viewed as useful tools for justifying a decisioegal concepts can be applied
by an artificial reasoner to justify or explain adgcision. A family law expert
displays the same capacity. Given the same seicts fin expert is able to justify
a property decision of 70% (to the husband) andigetiso able to create a justifi-
cation for an output of 50%.

A simple example illustrates that an appropriatplaxation may not equate
with the line of reasoning. We may engage oursehitis the task of dividing 240
by 16. Using a pen and paper and long divisionre#sh the conclusion, 15. If
asked to explain that result, we are unlikely forogluce all or even a subset of the
algorithm. Instead we perform multiplication in chead and say that the result is
15 because 15 * 16 = 240. In this trivial case, ¢kplanation is quite different
from the reasoning steps used to achieve the reswltindeed much simpler.

(Zeleznikow and Hunter 1994) state that an expianais an attempt by a
computer system to indicate or clarify its actiorgsoning and recommendations.
It is a collection of reasoning steps that connéatss to a legal conclusion about
those facts. There are three reasons why explaniationportant in legal decision
support systems:

1. Users of the system need to satisfy themselvesthieaprogram’s conclusions
are basically correct for their particular use.

2. Knowledge engineers need to satisfy themselveskihaviedge is being ap-
plied properly.

3. Domain experts need to see a trace of the way iohatheir knowledge is be-
ing applied, in order to judge whether knowleddeitaltion is proceeding suc-
cessfully.

The adoption of a stance that inferencing is agssdlistinct from the genera-
tion of explanation is practically useful in thevdopment of a reasoner for the
discretionary domain of family law. It is possilite develop artificial reasoners
that operate by invoking neural networks if, anotlygite separate process, is in-
voked to generate an explanation for conclusioashred by neural networks. This
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notion of how an explanation is generated is inpkeg with views on decision-
making advocated by proponents of the school dfllegalism.

(Stranieriet al 2001) make the assumption that an explanationpiaraée from
the steps used to infer a solution and that exfilamdor discretionary reasoning
is further removed from the reasoning steps thaheascase in less discretionary
domains. This is particularly important when usiregiral networks or other statis-
tical KDD techniques to model reasoning in discregiry legal domains.

In domains characterised with traditional stareigsiecreasons for a first in-
stance decision often involve principles laid dosynappellate Courts. In the ab-
sence of traditional stare decisis, explanatiomsctderive rigidly from princi-
ples because appellate Courts have laid none dowarspecific way. Explanations
must necessarily be further removed from the sempiefreasoning steps used to
infer an outcome.

4.4.4 Neural Networks in Law

A State Supreme Court Judge in Brazil (V. Feu Reedro) has initiated a pro-
gram for the resolution of traffic accident dispu(EeuRosa 2000). His 'Judges on
Wheels' program involves the transportation of dg@y police officer, insurance
assessor, mechanical and support staff to the sawfemenor motor vehicle acci-
dents. The team collects evidence, the mechanégssashe damage, and the judge
makes a decision and drafts a judgement with tie dfea program called the
Electronic Judge before leaving the scene of tloeiddant. The Electronic Judge
software uses a KDD approach that involves newrtdorks. Although the judge
is not obliged to follow the suggestion offeredthg Electronic Judge, the soft-
ware is used in 68% of traffic accidents by judgeshe state of Espirito Santo.
The system plays an important role in enhancingctivesistency of judicial deci-
sion-making.

PROLEXS (Walkeret al 1991) operates in the domain of Dutch landlord-
tenant law. It operates with four knowledge growges;h of which have their own
knowledge representation language and dedicateteimée engine:

» legislation — a rule-based system;

* legal knowledge;

» expert knowledge; and

» case law — uses case-based retrieval.

PROLEXS uses neural networks in case selectiorg abstraction and credit
assignment. The PROLEXS perceptron dealt with apant suitability and had as
its inputs the age of the tenant, the disabilitytld tenant, the quality of the
apartment and the presence of an elevator. Vammights were assigned, and
some learning was attempted. Rather than rely arualapecification of weights,
the use of a perceptron allowed for automatic wemggmeration, avoiding the
danger of manual specification of weights. The obéidden layers in a neural
network can improve the accuracy of the predictigaserated by the network,.
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(Borgeset al.2002) use neural networks to model the legal réagaf judges
at the Court of Appeal, Versailles, France. As dg@ter 1994), they claim that
one of the main obstacles to the use of neuralarénin legal domains, is the in-
ability of such networks to justify their decisionaking. They develop a multi-
level perceptron justification algorithm. They chathat their models can be used
for improving the self-justification process of aaikion-maker and for predicting
or suggesting new lines of reasoning based on dgibfkhowledge. (Hallet al
2004) claim that the use of structured knowledge leelp improve the perform-
ance of legal decision makers. They use the Gefeutmin Argument Model of
(Stranieriet al 2001) to provide advice on the sentencing of icrats in the Vic-
torian (Australian) Magistrates Court. (Borgetsal. 2002) use employment con-
tracts cases.

(Borgeset al. 2003) study the topography of a multiplayer penaaptwith
backpropogation algorithm to improve connectioniassification.

(Hobson and Slee 1994) study a handful of cases the UK theft act and also
use neural networks to predict the outcome of tha$es. They used a series of
leading cases in British theft law to train a neteto predict a courtroom out-
come. Results they obtained were less than immesshich they attributed to
flaws in the use of neural networks in legal reasgpn

This criticism was too harsh. Neural networks heweh to offer KDD. How-
ever, any application of KDD to data drawn from tegal domain must be care-
fully performed. Due attention is required so tkay assumptions made at each
phase of the KDD process are clearly articulatedi teave some basis in jurispru-
dence. For example, the cases used in the HobsbS8laa study involved leading
cases. We believe that leading cases are not wigddsto a KDD exercise involv-
ing neural networks.

(Bench-Capon 1993), drawing on hypothetical datenfia social security do-
main was guarded in his appraisal of the benefitsising neural networks to
model reasoning in legal domains. Similar conceagmrding the use of neural
networks in law have been advanced by (Hunter 199dyvever, the appropriate
application of KDD involves steps that include daklection, pre-processing,
transformation, mining and evaluation. At each phassumptions that are con-
sistent with jurisprudential theories must be mdflessumptions are clearly ar-
ticulated and carefully drawn, neural networks,aifdition to other KDD tech-
nigues can be adopted for accurate predictions.

In the Split Up project, (Stranieet al 1999) collected data from cases heard in
the Family Court of Australia dealing with propertystribution following di-
vorce. The objective was to predict the percensgdie of assets that a judge in the
Family Court of Australia would be likely to awabdbth parties of a failed mar-
riage.

The relative importance judges have placed on aglefactors in past cases
can, to some extent be learnt with the use of KDBis knowledge enables the
user of Split Up to predict the outcomes of futeases. As we shall discuss
throughout this work, important issues to be tak&o account include which
cases should be included in a KDD sample, how doee with cases in which a
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judge has perhaps erred, how do we evaluate tlhitged our systems, and how
do we know which factors are important.

4.5. Knowledge Discovery from Database Techniques

According to (Fayyacet al 1996) KDD techniques, in general can be grouped
into four categories:

1. Classification, see 4.5.1;
2. Clustering, see 4.5.2;

3. Series Analysis, see 4.5.3.
4. Association, see 4.5.4

4.5.1.Classification

Techniques exist for the automatic discovery ofidedge in the form of if-then

rules that take the general form IF A and B aridHEN C. A number of research-
ers have applied KDD techniques to automaticallyraet IF-THEN rules from

data in order to make a prediction. They use eithkr induction or neural net-
works (see 4.4).

Rule Induction

Rule induction algorithms discover rules that asterided to be applicable as gen-
eralizations from sample data. Although there anmedneds of rule induction algo-
rithms, the one initially developed by (Quinlan 638called ID3 involves the use
of information theory and has been applied to niata-sets.

At the basis of a rule induction system is an athor which is used to induce
rules from a training set. (Zeleznikow and Hunt884) note the following bene-
fits of rule induction:

1. Rule induction has the ability to deduce new knalgke A human may be able
to list all the factors influencing a decision, &y not understand the impact
of these factors;

2. Once rules have been generated they can be revigneedhodified by the do-
main expert, providing for more useful, compreheasand accurate rules for
the domain.

There are, however, many difficulties in implemegtrule induction systems:

1. Some rule induction programs or training sets mayegate rules that are diffi-
cult to understand;

2. Rule induction programs do not select the attribukéence, if the domain ex-
pert
-chooses inappropriate attributes in the creatfdhetraining set,
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-there are inconsistent examples in the trainingse
-there are inadequate examples in the training set,
then the rules induced are likely to be of littldue;

3. The method is only useful for rule-based, clasatfan type problems;

4. The number of attributes must be fairly small;

5. The training set should not include cases thakeaoeptions to the underlying
law.?® In law, this requirement may not be feasible;

6. The training set must be sufficiently large to allthe rule induction system to
make valid inferences;

We introduce some sample data in order to illusthaw ID3 works.

Table 9 displays data related to the property @inisf six fictitious and overly
simple marital splits from (Zeleznikow and Hunté&94). The result attribute is
for the percentage split of property obtained keylife upon divorce.

Table 3. Table of data for property split in family law

Case Is Property Asset Rich Chil- Wife- Equal split
dren Works

50 Yes Yes Yes Yes
51 No Yes No No
52 No Yes No No
53 Yes No Yes Yes
54 Yes Yes No No
55 No No Yes Yes
56 No Yes Yes No

A common technique for converting data into rulega initially convert the
training set into decision trees. Decision tregstb@n be converted into rules.

A decision tree is an explicit representation dfaénarios that can result from
a given decision. The root of the tree represdmsittitial situation, whilst each
path from the root corresponds to one possibleag@@nA more formal definition
is that a decision tree is a problem representatiovhich:

1. Each node is connected to a set of possible answers

2. Each non-leaf node is connected to a test thakdfsiset of possible answers
into subsets corresponding to different test result

3. Each path carries a particular test result’'s sulasahother node.

The exercise of manually extracting rules is difficwith three boolean vari-
ables but becomes quite impossible if there areymvaniables of various types.
Furthermore, there is no way of knowing whetheralks have been extracted, or

29 (Stranieri 1998) and (Stranieat al 1999) consider how to deal with contradictionsin
training set
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whether the set extracted is a good, or perhapbdbkeset that could have been
extracted. The ID3 rule induction algorithm develdpby (Quinlan 1986), ad-

dresses these concerns by automatically inducites fuom large and complex

data sets in a way that utilises a theoretical ttoosto extract the best set of
rules.

ID3 works by first building a decision tree frometdata. Figure 23 illustrates a
decision tree for the data in Table 9. The nodes décision tree are variables in
the data set. For example, the top most or root megresents the featu@hil-
dren The arcs from each node are possible valueseofdhiable the node repre-
sents. The leaves of the tree represent a distategory or class of output vari-
able, in this casequal splitto be classified.

Cases 53,55

no

No 50/50

Cases 51,52,56

yes

50/50 No 50/50

Case 50 Case 54

Fig. 23.Decision tree for marital data

The extraction of rules from a decision tree isiationce a rule is generated
from every path through the tree. For example,rthes that emerge from each
path in Figure 23 are:

e |F Children = no THEN Equal split
 |F Children = yes and rich = no THEN no Equal split
 If Children = yes and rich = yes and wife_worksa=TTHEN no Equal split
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« If Children = yes and rich = yes and wife_worksesyTHEN Equal split

no 50/50

Cases 51,52,54

Cases 50, 53

no 50/50 50/50

Case 56 Case 55

Fig. 24.Decision tree for marital data with wife worksrast

A number of different decision trees, and therefoutes, can be derived from
the same data set. Figure 24 illustrates a diffedecision tree from the same
marital data in Table 9. This decision tree haswibrks at the root of the tree.
Rules derived are quite different from those indbeision tree of Figure 23.

The ID3 algorithm builds a decision tree by follogithe same three steps:

1. Select an attribute as a node in the tree (oftdadcaelecting a feature to split
on)
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2. Split cases on that attribute’s values
Repeat 1 and 2 until leaves contain the same class.

Figure 25 illustrates the first stage of ID3 if tfeature wife works is selected
as the root of the tree. The cases on the no aralbof the same class so the algo-
rithm stops on that branch. The cases on the yesartain a mix of values for
Equal split so the algorithm repeats using onlyséhoases.

Cases 51,52,54
Mixed results Some cases
have 50/50 split others do not

no 50/50

Cases 51,52,54

Fig. 25. Wife working as root of the tree

The key element of the ID3 algorithm is the usiédrmation theory advanced
by (Shannon and Weaver 1949) for the selectiomadttribute on which to split.
ID3 also has an inductive bias favouring shortesigien trees. This follows the
well known principle of Occam’s RaZ8rprefer the simplest hypothesis that fits
the data.

Examples of Rule Induction in Law

(Vossoset al 1993) in conjunction with a legal firm, developte Credit Act
Advisory System, CAAS. This is a rule based legglest system that provides
advice regarding the extent to which a credit tatisn complies with the Credit
Act 1984 (Vic). Although, the majority of rules dez directly from the statute,
some factors remain vaguely defined in the Act. &mample, the factorciredit

was for a business purpdse not defined by the statute.

IKBALSIII (Zeleznikow et al 1994) is an integrated rule-based/case-based rea-

soner that operates in the domain of Victorian (falg) Credit Law. Whilst the
deductive reasoner covers the total domain of €teadi, the analogical compo-

30 Developed by William of Occam circa 1320
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nent is confined to advising as to whether a tretima is for a valid business pur-
pose. In this instance, a rule induction algoritbased on ID3 is invoked to dis-
cover new rules from a database of facts from pasts that involved credit for a
business purpose. A rule induction technique distovules from past cases
where a judge had decided whether credit was egtkfor a business purpose.
These rules help a user determine whether a neverntisituation involves credit

for a business purpose.

Large numbers of cases were examined by (Wilkind Bilaipakkamnatt
1997) in order to estimate the number of days dhatlikely to elapse between the
arrest of an offender and the final dispositiorttef case. The time to disposition
depends on variables such as the charge, the efferaije, and the county where
the arrest was made. Values on more than 30 vasgdi®dm over 700,000 records
from 12 US states were used. Rules were autonigtieatracted using the 1D3
rule induction algorithm. Although Wilkins and Rilpakkamnatt themselves had
hoped for rule sets that predicted the time toaigfwn more accurately than their
results indicate, this study remains an impresdemonstration of the potential
for KDD techniques to contribute to the effectivadidery of legal services.

Bayesian Classifiers

Bayesian methods provide formalism for reasoningualpartial beliefs under
conditions of uncertainty. In this formalism, pratns are given numerical val-
ues, signifying the degree of belief accorded tnthBayesian belief networks
provide a graphical model of causal relationshipsadich learning can be per-
formed and are also known as belief networks, Bayesetworks and probabilis-
tic networks.

A Bayesian belief network is defined by two compuaise

1. A directed acyclic graph where each node representsndom variable and
each arc represents a probabilistic dependencér ¥aiable is conditionally
dependent of its non-descendents in the graphngtseparents. The variables
may be discrete or continuous.

2. A conditional probability table (CPT) for each \abie, P(X|parents(X))

The network structure may be given in advance fariad from the data. The
network variables may be observable or hiddenlioradome of the training sam-
ples.

If the network structure is known and the varialaes observable, then training
the network consists of computing the CPT entisésjlar to the case of comput-
ing the probabilities involved in naive Bayesiaasdlification. When the network
structure is given and some of the variables atddri, then a method of gradient
descent can be used to train the Bayesian belfefonk. The object is to learn the
values for the CPT entries.



122 Lodder/Oskamp (edsipformation Technology & Lawyers

Fuzzy Logic

Natural language has many terms that are usedentigbut are not precisely de-
fined. For example, the term 'young man' is notisedy defined yet is useful in
many contexts. Fuzzy logic models the way in whioprecise terms in rules can
combine with other imprecise terms and imply cosicns which are also often
not precisely defined. To appreciate fuzzy logid ats potential application in
law, we must first understand its precursor, fugey theory. (Zadeh 1965) intro-
duced the idea of a fuzzy set as a more genenal éfrclassical sets. In classical
set theory an element either is, or is not, a memaba set. The boundary that de-
marcates the set from other sets is crisp.

In fuzzy set theory, an element belongs to a setdegree that ranges from 0,
which is equivalent to not in the set, to 1, whinkans the element is clearly in
the set. Values between 0 and 1 indicate varyiggeds of membership. Table 10
illustrates elements that represent age in yeanseof. Alongside each element is a
rating for the degree of membership of each elentetfite set ‘young man’.

Table 4. Degree of membership of young person set

Age in
years
5
0
5
0
5
50
55
60

~ 0
~| 5
~| 10
~| 15
w©o| 20

Degree of
member-
ship in the
set of
‘young per-
son’

A person who is 15 years old is clearly a membethef young person set
whereas the 25-year-old person is less clearly mlmee of the same set. Being 25
years old would be very young for being a champimrathon runner, but quite
old for being a champion swim sprinter.

We are not implying that there is uncertainty regsg the person’'s age. We
may be quite certain the person is 25 yet expiess/iew that the person is not
unequivocally young.

Interpreting the degree of membership figure asiraaertainty about member-
ship of the set is also misleading. We can be quétéain that that a man aged 25
belongs to the set with a degree that can be digghéis 0.7.

(Chen 2001) states that there are at least fiveitapt explanations on the role
of fuzzy logic in data mining:

1. Knowledge Granulation — Fuzzy sets are conceptual extensions of setytheo
and are primarily geared towards various aspectaofvledge representation
and predetermining most of the activities of dataing, especially knowledge
granulation. Fuzzy sets are linguistic informatgnanules capturing concepts
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with continuous boundaries. They are one of a nunabecontributing tech-
nologies towards data mining.

2. Better Tolerance — Fuzzy sets exploit uncertainty in an attempinike sys-
tem complexity manageable. Fuzzy logic can deah witomplete, noisy and
imprecise data and is helpful in developing bettecertain models of the data
than is possible with traditional methods. Sincezfusystems can tolerate un-
certainty and utilise language-like vagueness toathm data, they may offer
robust, noise-tolerant models or predictions inaibns where precise data is
unavailable or too expensive.

3. Data Classification— Fuzzy logic works at a high level of abstractamd is
thus useful for data mining systems performingsifasation (Han and Kamber
2001).

4. ‘Indirect’ Contribution to Data Mining through its r elationship with Arti-
ficial Neural Networks — Fuzzy set theory by itself is neither a machéaaen-
ing nor a data mining technique. However, fuzzyteebry does have a close
relationship with the weights used in Artificial @l Networks.

5. Increased chance of Knowledge Discovery Due to Vagness— Fuzzy set
theory can be combined with other data mining andettain reasoning ap-
proaches. By allowing vagueness, the chance ofwantcwy hidden knowledge
is enhanced.

As (Philipps and Sartor 1999) note, a judge musidgeon legally relevant
situations, which can only be described in indeirate terms. The decisions
must be determinate and can often only be expressednumerical quantity. But
what is indeterminancy? Indeterminancy is not utaiety. To quote the Roman
maxim —Mater semper certa est, pater semper incertagie can never be certain
that a man was the real father of a child, evéwifvas the mother’s husband. But
the concept of a father is certainly determina®hil{pps and Sartor 1999) argue
that fuzzy logic is an ideal tool for modelling etérminancy. (Legrand 1999) has
developed guidelines for the use of Fuzzy Logimtlel legal reasoning.

(Philipps 1993) has used fuzzy reasoning in mautglliraffic accident law.
(Borgulya 1999) also uses fuzzy logic methods talehdecisions made by judges
regarding traffic accidents. He provides informatfor courts and lawyers about
the seriousness of an actual case compared toopsdyitried cases. (Xet al
1999) constructed a case-based reasoner to pradiee about contracts under
the United Nations Convention on Contracts for liternational Sale of Goods
(CISG). (Shapira 1999) investigates the attitudddenfiish law sources from the
second to fifth centuries to the imprecision of m@ament. He argues that the
Talmudic sources were guided by primitive insigbtdsnpatible with fuzzy logic
presentation of the inevitable uncertainty involiedneasurement.

Evolutionary Computing and Genetic Algorithms

Evolutionary computing refers to the task of a edion of algorithms based on
the evolution of a population toward a solutionaofertain problem. These algo-
rithms can be used in applications requiring thénaipation of a certain multidi-
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mensional function. The population of possible 8ohs evolves from one gen-
eration to the next, ultimately arriving at a satt$ory solution to the problem.

The various algorithms differ in the way in whichhaw population is gener-

ated from the present one, and in how the membiersepresented within the al-
gorithm. The two most significant evolutionary cautipg techniques are:

1.

Genetic Algorithms — Genetic algorithms are general-purpose seargt- al
rithms that use principles derived from geneticsdtve problems. A popula-
tion of evolving knowledge structures that evolwemtime — through competi-
tion and controlled variation — is maintained. Eattucture in the population
represents a candidate solution to the concretelgmoand has an associated
fithess to determine which structures are usednm fnew ones in the competi-
tion. The new structures are created using geogirators such as crossover
and mutation. Genetic algorithms are very usefuséarch and optimisation
problems, because of their ability to exploit théormation accumulated about
an initially unknown search space in order to Isialssequent searches into use-
ful subspaces, namely their robustness.

. Evolutionary Algorithms — Evolutionary algorithms are computer-based prob-

lem solving systems that use computational modelksvolutionary processes
as key elements in their design and implementatio@amples include evolu-

tionary programming, evolution strategies, classiBystems and genetic pro-
gramming. Evolutionary algorithms share a commomceptual base of simu-
lating the individual structures via processes efedtion, mutation and

reproduction.

(Cios et al 1998) states that evolutionary computing is ustfudata mining

because it can be used to solve optimisation pnahl&he optimisation processes
are based on a population of potential solutiottserathan relying on a population
of potential solutions rather than relying on agiénsearch point being moved ac-
cording to some gradient based or probabilisticcterules.

4,

5.2.Clustering and Text Mining

The aim of clustering techniques is to group data clusters of similar items.
Research in data clustering comes from biology, him&c learning, marketing,
spatial databases and statistics. Statistical erlumtalysis has focused upon dis-
tance-based cluster analysis. Tools based on ksnead k-mediods have been
built into statistical analysis software packageshsas SPSS and SAS.

Clustering is an example of unsupervised leafingnlike classification, clus-

tering and unsupervised learning do not rely ordgfieed classes and class-

31 In supervised learning, the system developes thtt system what the correct is, and the

system determines weights in such a way that oivea ghe input it would produce the

desired output. The system is repeatedly giversfabbut various cases, along with ex-
pected outputs. The system uses the learning methadjust the weights in order to

produce outputs similar to the expected results.
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labelled training examples. Many text-mining apgtions involve clustering.
Schweighofer and others have focussed on the apiplicof a type of neural net-
work known as Self Organizing Maps (SGMto group European Parliament
cases into clusters. Each cluster contains onlgscsat are similar according to
the SOM (Merklet al 999). The SOM, used in this way has proven tately
discover groupings for many thousands of casethdiSOM application (Merkét
al. 1999) was interested in identifying clusters #melissue of selecting a cluster
centre was not important. (Pannu 1995) engagedidwledge discovery by iden-
tifying the centre point in a cluster. This toolke tform of identifying a prototypi-
cal exemplar of pro-defendant and pro-plaintiffeasvithin a domain. An exem-
plar pro-defendant case has features that are likesthose cases in which the
defendant won and most unlike the cases the defétais. This technique can be
applied to assist a lawyer structure an argumeatdarrent case.

The automatic categorization of text is an applicabf knowledge discovery
from databases that has recently attracted thatiatteof many researchers. A
common application area is the identification ofaaningful summary or key-
words for news stories (Hayes and Weinstein 1982klated application is the
assignment of keyword lists to categorise casegically legal publishers expend
considerable resources to manually determine thst mppropriate list of key-
words for each published case. For example, judtgnawailable on-line from
WESTLAW (Westlaw 1994), the American legal publishare categorized
manually into 40 high level categories such as hagrtky. (Thompson 2001) de-
scribes comparative trials with three differentadatining techniques, one that ap-
plies clustering and two that involve classificatloy rule induction.

Other approaches that involve text mining involephisticated case matching
techniques that are not simple examples of clugjeor classification approaches
because other processes are also involved. Forptea(Brininghaus and Ashley
2001) sought to elicit case factors automaticalignf a summary of a case.
(Yearwood 1997) reports a technique for the realiesf similar cases. In the
SALOMAN project, ((Moenset al 1997) and (Moens 2000)) aimed to generate a
summary of a judgment. This is done by combining teatching using informa-
tion retrieval algorithms with expert knowledge abthe structure of judgments.
SPIRE, developed by Daniels and Rissland (DanigdisRissland 1997) integrates
a case based reasoner with information retrievairtigues to locate the passage
within a document where a query concept is likelpé found.

4.5.3.Time Series analysis

A time-series database consists of a sequencelagssar events changing with
time. The values are typically measured at equa fintervals. (Han and Kamber

In unsupervised learning, the system receives thdyinput, and no information on the
expected output. The system learns to producedtierp to which it has been exposed.
32 Self Organising Maps were proposed by (Kohoned21L9
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2001) claim that there are four major componentmovements that are used to
characterise time-series data:

1. Long-term or trend movements these indicate the general direction in which
a time-series graph is moving over along interfalime. A trend curve or a
trend line displays this movement.

2. Cyclical movements or cyclic variations these refer to the cycles or long-
term oscillations about a trend line or curve, Whicay or may not be periodic.

3. Seasonal movements or seasonal variatianthese movements are due to
events that occur regularly.

4. Irregular or random movements. these characterise the sporadic motion of
time series due to random or chance events.

By developing a systematic analysis of the movemeiittrend, cyclic, sea-
sonal and irregular components, it is possible ttkenlong-term or short-term
predictions (forecasting the time series) with oeable quality.

In time-series and sequence databases, we usdlariginsearch. Unlike nor-
mal database queries, which finds data that exatdliches the query, a similarity
search finds data sequences that only differ dlighom the given query se-
guence. Given a set of time-series sequences, #reréwo types of similarity
search:

a) Subsequence matchingfinds all of the data sequences that are siniilahe
given sequence;

b) Whole sequencing matchingfinds those sequences that are similar to one an-
other.

Very few studies have been performed that analggeences of data in law.
However, the study by (Rissland and Friedman 1@®8Yides a good indication
of the potential utility in doing so. They colledtdata from US Bankruptcy cases
over a ten-year period and asked whether knowleligmovery techniques could
be applied to automatically discover significaniftshin judicial decision-making.
Data represented variables known to be relevanthfaiconcept of 'good faith' in
bankruptcy proceedings. Their aim was to discovanethod for detecting a
change in the way the concept of 'good faith' weexllby Courts. The detection of
change is sometimes called concept drift. Usinge&rimthey devised, a change in
the concept of ‘good faith’ in bankruptcy proceeginThis change corresponded
to the onset of a leading decision. It was autoradyi detected from case data.

4.5.4.Association Rules

An association rule identifies a link between twanre attributes. A famous, yet
unsubstantiated example of an association ruleishgenerated from a supermar-
ket database of purchases is: If nappies then(beafidence 80%). This is inter-
preted, as beer is bought together with nappig¢sdarsame transaction on 80% of
the times that nappies are bought. The rule is didivectly from the data. It is not
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a generalisation from the data but merely iderttié® association between the
purchase of nappies and the purchase of beer. §3uiation is not necessarily
causal so the rule cannot appropriately be usedeict new purchases. (Agrawal
et al 1993) first described an algorithm for discovgrassociation rules from da-

tabases. The difficulty in discovering associatiofes is not conceptual. In the

supermarket example we simply count the numberinoés nappies were pur-

chased and the number of times beer was purchatiedhappies and express the
result as an association rule with a level of aberfice. The difficulty arises in

counting all combinations of features in order tova at all possible association

rules. If a database has only 3 boolean featureB, @d C then there are 21 pos-
sible single association rules. Determining thefidemce of each rule using a
brute force approach of examining every possibémeiation rule is feasible only

with small databases.

(Agrawal et al 1993) developed the Apriori algorithm for discdag associa-
tion rules confidence levels in a more efficientyvtlaan counting combinations of
features. The mechanics of the algorithm is beybadscope of this text but it op-
erates by minimizing the number of times each feaisi counted. The algorithm
also includes a threshold of interestingness. Nlotuées are interesting. Rules
with a confidence level that is very low are uspaibt very interesting because
the association between features is low. Howewarah association rules with a
high confidence are interesting. For example, theppies then beer (80%) rule
is probably not very interesting if there were oalfew transactions that involved
nappies and beer in a database of thousands afleecbhis can be measured as
the support for a rule. The support for an assiociaule indicates the fraction of
records covered by the set of features in the &dsac rule. If there were 1000
records in total and only 10 of them involved bb#er and nappies then support
for the association rule; if nappies then beerd@@d or 1%. A minimum thresh-
old support and confidence can be set in the Apaigorithm in order to limit the
discovery of rules to those that are interestiray. &ample, we may wish only to
look at rules that have a support of 40% or morel a confidence of 80% or
more.

(Stranieriet al 2000) illustrate the use of association ruletaim. Their case
study uses data concerning the distribution of taaproperty by the Family
Court of Australia. The data coincides with theadased in the training and test-
ing of the Split-Up rule-based/neural network knedde based system. In that
study association rules were generated for the skttgreviously discussed. Be-
cause we had to manually transcribe and then d¢headata in the Library of the
Melbourne Registry of the family Court of Austral@ur data set only consisted of
one hundred and three litigated cases.

Association rules are far more meaningful if getedtafrom large datasets.
However, the collection of data that reflects thasoning process used by deci-
sion makers in the legal domain is far from routi@ensequently, large datasets
in law are rare.

In an example of KDD in law that aims to analyske@al domain rather than
making specific predictions regarding judicial auttes, association rules were
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generated by (Ilvkoviet al 2003) from over 300,000 records drawn from a-data
base of applicants for government funded legalimidustralia. In that country,
applicants for legal aid must not only pass annme@nd assets test but must also
demonstrate that their case has merits for sucGassequently considerable data
is recorded about the applicant and the case. Tigope of the association rules
study performed by (lvkoviet al 2003) was to determine whether this data min-
ing technique could automatically analyse the datarder to identify hypotheses
that would not otherwise have been considered.eikample, as a result of this
study, an association between the applicant’'s agecategories of legal aid ap-
plied requested, was discovered. It can be sumathias follows: 89% of appli-
cants between 18 and 21 applied for legal aid fioninal offences, whereas 57%
of applicants between 40 and 50 applied for aidcfaninal offences. This result
surprised experts in the field who did not expeming applicants to be so highly
represented in criminal law matters. This resulhas, of itself used to explain
much, but is advanced to assist in the formulatibhypotheses to explain the as-
sociations observed.

The web-based tool developed in the project (Webéiase) enabled the ex-
pert to focus more directly on the hypothesis unideestigation than on the rules.
The hypothesis exploration step conducted by Webéiate suggests a possible
hypothesis to the user. The user has to be a doaxgeert, but is not required to
have data mining experience. The domain experta Wactoria Legal Aid found
the tool very useful for hypothesis testing. Therugquires minimal effort in as-
sociation rule mapping and formatting. WebAssocgaiggests hypotheses to the
user interactively.

The quantitative concept of 'interestingness' v@ked to represent a threshold
above which rules are potentially of interest ahdutd be displayed by the soft-
ware. Below the 'interesting' threshold rules aelikely to be of interest and are
not displayed. There are various ways to definer@gtingness. The simplest is to
combine support and confidence in a linear way achnterestingness = support
/ confidence. However, other measures of intergaies have been proposed. For
example, (Chang and Wong 1991) uses a measureepatts both positive and
negative associations where a negative associsione where the presence of
the attribute on the 'if part' is associated with absence of another attribute on
the then part.

4.6. Limitations of knowledge discovery from databa ses

Theoretical and pragmatic issues limit the applicabf KDD techniques in the
legal domain. From a theoretical perspective, (T&@8) argues that legal reason-
ing cannot be decomposed or deconstructed to afsetriables inter-linked to-
gether in a similar way from one case to anothath&, legal reasoning is a ho-
listic process where a decision maker selects aodepses facts of interest in a
way that cannot be pre-specified before a casadsumtered. As a holistic proc-
ess, any attempt to systematically encode a judgasea chain of reasoning steps
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that link facts to conclusions is superficial asbeAny KDD attempt to glean
some unknown knowledge from data from many supalfjcencoded judgments
can lead to the discovery of so-called knowledge ihquite misleading.

Although there is a risk that misleading conclusican be drawn as a result of
a KDD exercise, those risks are offset against niiatie gains. Currently, the
analysis of judicial decisions occurs in a non-$arent manner. Practitioners de-
velop experience in understanding decision-makinggsses in specific jurisdic-
tions. This experience is transferred informallyctleagues and is rarely sub-
jected to rigorous analysis. Further, even thedstigiractitioner can know of only
a small number of cases. Legal scholars analyserndgcisions and trends in
greater detail. However, rarely do they regularkplere thousands of cases.
Judges cannot easily allay public concerns thatsiers are inconsistent. Fur-
thermore, their decisions are not always readigdjmtable. KDD can promise to
make law more transparent, and predictable.

(Zeleznikow 2000) claims that the development gfledecision support sys-
tems has led to:

» Consistency — by replicating the manner in whichislens are made, deci-
sion support systems are encouraging the spreadimgnsistency in legal
decision-making.

e Transparency — by demonstrating how legal decisammasmade, legal deci-
sion support systems are leading to a better contynunderstanding of legal
domains. This has the desired benefit of decreasiadevel of public criti-
cism of judicial decision-makirig

« Efficiency - One of the major benefits of decisgupport systems is to make
firms more efficient.

* Enhanced support for dispute resolution - Usellegdl decision support sys-
tems are aware of the likely outcome of litigatemd thus are encouraged to
avoid the costs and emotional stress of legal paiogs. (Zeleznikow and
Bellucci 2003) indicate how legal decision suppystems can aid in resolv-
ing disputes.

Perhaps the greatest obstacle to the widespreadfus§BD techniques is the
absence of large structured datasets. As societynies more information-based,
data will inevitably be collected in a structureakiiion. Currently, legal firms,
Courts and related professionals, are rapidlysutiljy case management systems.
Non--profit organisations such as (LegalXML 2004f.2001) are developing
standards for legal documents. Such standardshwlse the extensible mark-up
language (XML), vastly facilitate the storage ofadm structured ways.

33 Judges of the Family Court of Australia are worradmbut criticism of the court, which
has led to the death of judges, and physical atack courtrooms. They believe en-
hanced community understanding of the decision ngakirocess in Australian Family
Law will lead to reduced conflict.
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4.7. Conclusion

Over the past decade, there has been a phenonubealca in the application of
knowledge discovery from database techniques. Whi quite foreseeable given
the volume and size of databases in specific afash examples include astron-
omy, DNA databases, the human genome project amy detabases of commer-
cial transactions.

Not surprisingly, no such progress has been matieeiarea of legal databases.
As we noted in this chapter, this has occurred leeaf the differences between
legal and other data. Legal data is typically urtired and the amount of such
data is small. Because the focus on knowledge disgdrom legal databases is
primarily on knowledge representation band reagpnatther than data warehous-
ing and the size of the database, many researclans that our research should
be more aptly classified as machine learning rathan Knowledge Discovery
from Databases.

In this chapter we have provided an overview ofdteps involved in the dis-
covery of knowledge from legal data. In each stigia selection, pre-processing,
transformation, mining and evaluation, the charsties of the domain of law
must be taken into account in order to avoid mistpretation of data. The over-
arching claim we make is that KDD techniques ami@darly adept at discover-
ing patterns of judicial reasoning in discretionéiglds of law, provided the data
that reflects the reasoning processes is colledtedmust draw the distinction be-
tween local, personal and traditional stare decsis clearly articulate any juris-
prudential assumptions we make with regard to dtsmm. When using Knowl-
edge Discovery from Legal Databases, we must fo@as commonplace rather
than landmark cases.

When discussing actual KDD techniques, we focussgh classification (and
in particular rule induction and neural networksit lalso Bayesian classifiers,
Fuzzy Logic and Evolutionary Computing). We alsmsidered Clustering and
Text Mining, Time Series analysis and AssociatiateR as well as a brief exami-
nation of data mining tools.

Although there is a risk that misleading conclusican be drawn as a result of
a KDD exercise, those risks are offset againstmiategains. KDD can promise to
make law more accessible, affordable, predictabtetensparent.



5. Improving Access To Legal Information: How
Drafting Systems Help

Marie-Francine Moens

5.1. Introduction

Legal information is found in case law, legislati@toctrine and other documen-
tary sources. The texts of these documents aredsiora database or several data-
bases. The databases are increasingly accessib/eb portals that are main-
tained by public and private institutions. The leigéormation is usually searched
by means of a full text search, i.e., (almost) guwerm in the texts of the docu-
ments can function as a search key. Users inpueaycqcomposed of one or sev-
eral search terms and documents that contain theydarms are retrieved and
possibly ranked according to relevance to the quergddition, the search can be
made more effective by selecting documents baseatkseriptors attached to them
called metadata which reflect, for instance, thmdio of law, subjects, titles, in-
stitutions that issued the document (e.g., coumes, dates (e.g., date of enact
ment of a statute article) and area designatogs, @pplication area of a statute).
In the databases the legal documents are thuseddsith the terms that occur in
their natural language texts and with extra detwapdata.Search engineer in-
formation retrieval systemare a primary means for accessing legal informatio

Governments currently take many initiatives to poternthe electronic commu-
nication with citizens and companies. E-governn@ograms make information
available via the World Wide Web and allow citizeénspose information ques-
tions to governmental institutions via e-mail. Aizén or company might have a
specific problem, for which the government is asf@dadvice. The problem and
advice might be legal in nature and a solution migly on information found in
legal documentsQuestion answering systemise., systems that automatically
provide answers to natural language questions plgeteir users, are novel in-
formation systems that might be applicable in @oeernment context.

Institutions and companies also offer multiple Wasdovices. For instance, in-
surance companies offer contracts via the WorldéAdeb and model transac-
tions through the use of specific knowledge langgagmalknowledge based or
expert systemare being developed as Web services that helpgéeto solve a
specific problem. The modeling of transactions dne solutions to problems
might require implementing legal knowledge extrddr®m legal documents.

In all of the above examples legal services arereff that are based on infor-
mation found in legal documents. The tasks rangm fsimple word searches in a
document base to posing information questions ¢odicument base and to ex-
tracting problem-solving knowledge from the docutseiowever, current legal
documents are drafted to be used in paper andfprimiat and ignore that they are
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increasingly processed by computers in order t@tfan in current information
systems. Search engines rely on indexes that &wenatically built from the texts
and that represent the content of the documentssti@m answering systems use
advanced representations that are automaticallsacetd from the documents.
Knowledge based systems use knowledge represargtdkiat currently are manu-
ally or semi-automatically translated from inforiat found in texts. Most cur-
rent law documents are however very difficult tdiatdy process by machine.
This has consequences for the quality of the sesviffered by the information
systems. In addition, because of the growing coriylef law in order to face the
increasing intricacy of our society, it becomesreweore difficult to effectively
consult the law both for humans and with the hélmfmrmation systems. Such a
situation endangers our democracy and its pringipfecorrectness, reliability, se-
curity and equality of the law.

Automating the tasks of information searching, assfinding and knowledge
extraction require the analysis and processingheflégal sources by the com-
puter. In this chapter we hypothesize that a beltaiting of legal documents will
improve both human and machine access to informaliat is contained in them,
and we will evidence this hypothesis. We also asstimat the drafting can be
supported by automated mealmsthe first section we describe the process of con
sulting legal information and focus on informatwources and users’ profiles. The
next two sections respectively discuss the stathefirt of legal document draft-
ing and legal information retrieval. Subsequenitisistudied how drafting tech-
nologies improve legal information access especiaith regard to current novel
information systems. The evolution in drafting teclogies raises a jurispruden-
tial question on the legal value of legal sourded have been processed by draft-
ing tools and used in information searching andblgnm solving. We conclude
with some speculations about the future of thelldgaument drafting.

5.2. Legal Information

Legal informationsourcesconsist primarily of legislation, case law and tioe,
but other documentary sources are frequently aede¢s.g., circular letters,
guidelines, investigation reports, preparatory doents).

Typically the user of legal information sources has a problem in miad
which he or she either wants a solution or at l&adtarguments that might lead
to one or different solutions. The user wants aithdor his point of view or for
others’ point of view whereby he or she is espécialoking at valid arguments
that will support his or others’ claims. For instanthe lawyer in private practice
is consulted by a client with a legal problem: Taewyer's research problem is
primarily directed towards legal sources, througdficly he may gain insight into
the legal norms. He is especially interested irstroicting arguments for the case
at hand. The judge might be presented with conflictiews of facts of a case as
well as the applicable legal norms by the parflé® judge has to decide the case
by applying the law, as he sees it through thesfatthe case, as they appear to
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him. His research problem will be directed towattslegal norms — he has to ex-
amine the legal sources himself in order to corttielinterpretation and to ensure
that important sources of law are not overlookedigés, criminal investigators

and lawyers are increasingly confronted with tofisegtual documents in which

they have to find arguments, relationships, simdases and solutions to prob-
lems. When drafting legislation, the legislatorlwilso want to consult all existing

legal sources on the subject. Usually, he doedhawt specific facts in mind, but
rather a more general factual picture or concepe @ivil servant consults legal

sources in many daily tasks when he sets out du&ies a policy. - The student is
especially interested in finding applications ajdéconcepts of which he wants to
deepen his knowledge. The academic is equallydsted in finding the applica-

tions of legal concepts, but is often engaged imaae profound study of legal

sources including their comparisons. In additiany eitizen might be interested in
accessing the law to find out arguments or solgtimnhis or her particular situa-
tion. Increasingly, users of legal information anterested in consulting legal

sources across nations, jurisdictions or langudgesiuse of the nature of their
problems in a global society (Greenleaf, Austinu@i & Mowbray, 2000).

It has to be stressed that especially legal priafieals spend a substantial
amount of time in consulting the information sow.c&he search for information
is very often an iterative process. The legal msifenal has not built yet an argu-
ment for which he or she searches support, buatgement is built gradually as
he accesses the information sources. During tliegss he or she may change the
understanding of the problem or engage in a nebleno (Bing & Harvold, 1977,
p. 31; Bing 1984, p. 175). The user of legal infation has an almost infinite
number of information questions. Very often infotroa found in different
sources is combined in order to give a solutioa fgroblem or to build an argu-
ment. This is generally known as tkeowledge synthesis probleim which in-
formation found in two or more documents, eactheht separately is not relevant
for a user’s need, but, from their combined ussglation to the user’s need could
be inferred. In legal information access the knalgke synthesis problem is more
complicated as two sources might contain argumémtsliverging legal norms
(Bing & Harvold, 1977, p. 31). In such an instarfG@monization of the legal
source is necessary (e.g., by means of metarutdsaslex superior derogat legi
inferiori).

Increasingly, information systems assist in thevabtasks. Actually, current
users of legal sources do not work without any rimiation system. From the
above, we learn that any automated help shouldfibeéhe efficiency and effec-
tiveness of the information access. Legal profesd®insist on complete and cor-
rect information responses from the systems witthawing to consult superfluous
answers. Systems should be flexible, i.e. trearaety of sources that are possibly
available across different nations, jurisdictionsl &anguages, and give answers to
a large variety of information questions. Ideatlye systems should integrate in-
formation from different sources. These requirersenre the goals of current in-
formation retrieval systems and other advancedrinédion systems in the legal
field. We will further discuss how good these gaais realized in current state of
the art legal retrieval systems. Before the documean be used in any informa-
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tion system, the raw texts can be translated imtméts that are more easily proc-
essed by computer. This can be the task of afigéet drafting system or a draft-
ing support tool. The next section discusses the gif the art of such systems in
the legal field.

5.3. State Of The Art Of Legal Drafting Systems

We define a legal drafting or drafting support eystas a computer program that
automates (an aspect of) the construction of d kmgace. In this definition and in
this paper we restrict the term legal source t@@uthent that contains legal con-
tent mostly in the form of text and to which adulital data (metadata) can be at-
tached. The document can be published, exchangeede institutions and sys-
tems, and accessed by humans and by machines.

From the very start of artificial intelligence atalv research there have been
theories, models and systems developed that shewititelligent drafting can
support the legal author in constructing law tekisarly years, the idea was that
legal texts (e.g., legislation) should be draftedm artificial logical language (Al-
len & Saxon, 1995) that allows for an automatedwoeag with the legal sources.
The idea is still alive. But, instead of the moaelwhich human drafters acquire
such a language and commonly use it, the conceptimns that intelligent draft-
ing systems assist the human drafter towards a ielgal language.
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Fig. 26. Example of the help funcion in LEDA

In the following we give a short history of famodigfting systems. Already in
1982, Bellord (Bellord, 1982) stated that computdrsuld assist in legal drafting.
Since then many different initiatives have beeseariLEDA (LEgislative Draft-
ing and Advisory system) was developed in the niities at the University of
Tilburg for the Dutch Ministry of Justice (Voermari®995). Amongst other func-
tions, it allows a legislative drafter to access #hectronic version of the official
Dutch manual for drafting law texts, which the deafcan use as a checklist (see
Figure 1), and to use a number of template docwnénsimilar functionality is
offered bySOLON(Systeem ter Ondersteuning van Legistiek en hétv€mpen
van Normenjtranslation: Support System for Legistics andDinafting of Legis-
lation) that was developed by the Institute for i8bktaw at the Katholieke Uni-
versiteit Leuven (Belgium) for the Flemish govermnéDebaene, Van Kuyck &
Van Buggenhout, 2000). The system allows the usesemi-automatically con-
struct legislation conform to the guidelines fogitdative drafting of the Flemish
government. At start-up, the system prompts théairéo select a type of docu-
ment (e.g. a ministerial decree) and generatesrasppnding template. The user
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only has to fill out dialogue screens to have y§sem enter parts of the text at the
appropriate position in the document.

= Solon - Rechtsgrond

Rechtsgronden: Tekst rechtsgrond:
Internat. overeenkomsten Gelet op het samenwerkingsakkoord wan [...] [gesloten_tussen_...] [+
(rondwet [betreftende_.];

Bijzondere wetten/decreten

W etten/ decreten/ genummerde F. B 'z hd

Gecodrdineerde wetten,/decraten

F.B.'s/Begluiten V. Reg. Yoorbeeld:

MEs [elet op het samenwerkingzakkoord van [7 april 1998] [gesloten +
tuzzen de Federale Staat en de Vlaamse Gemesnzchap] [betreffends
slachtofferzon);

Toevoegen rechtzgrond ¥

Afgewerkte rechtsgronden:

|£| |§erwiideren rechtsgrondl

Tekst afgewerkte rechtzgrond:

:

Drbbafil ot fater am s 2 sminan

Fig. 27.'Add legal ground’ form in SOLON

Additionally, SOLON verifies the use of certain ténology that should be
present in certain statute parts or that shouldvméded (e.g., because of ambigu-
ity). The ItalianLexeditwas developed at the Instituto per la Documentezi@i-
uridica of the Consiglio Nazionale delle Ricercli®oine, Italy) in cooperation
with the Centro Toscana Informatica (Mercatali, @00This system provides
template forms that reflect the structure of segutaind supplies model texts to be
inserted in the documents. It also verifies therfar numbering and codes that
identify the different parts of a statute (e.gticée, section) and of the internal and
external references used in the statute textsh&writ uses a dictionary of terms
that are ambiguous or difficult to comprehend araing the drafter if such terms
are used. Lexedit has been tested by a numbegiwinad parliaments in Italy and
by the Italian Chamber of Representatives. The alsystems focus for a large
part on improving the formal legistic propertiestbé documents. For instance,
SOLON checks for errors in the numbering of statpdgts and automatically
makes appropriate modifications; and Lexedit exasiwhether the numbering
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and order of text is in accordance with officiajiative conventionsdDocuPlan-
ner has been developed in the second half of the iamett the University of
Wyoming (USA) (Branting, Lester & Callaway, 1997rating, Callaway, Mott
& Lester, 1999). The system offers templates faftdrg show-cause orders for
the Court of Appeals of Colorado (USA). It giveddibnal information on the
goals and stylistic conventions of elements ofdbeument and thus explains why
certain elements are present in the documents.liBying a group of sentences,
the user can demand information about the funatiothose sentences in the or-
ganization of the show-cause order, the textualsgtteey aim at, and their rela-
tionship to other parts of the text (e.g., indingtthat a text part forms the pream-
ble in the body of the show-cause order).
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Fig. 28.The DocuPlanner dynamic help function

Because of the growing belief that legal draftizygtems should support a fa-
cilitated processing of the documents by the coempuecent drafting systems of-
fer the possibility to format certain informationtlw mark-up tags in anark-up
languagethat form metadata of the documents. Metadataised to structure the
legal document in mandatory and optional componéntg, the structuring of a
statute in books, chapters, sections and artieled)possibly to describe the con-
tent of the legal document. Metadata are usuakgemt in the document in the
form of tags and although in most representatidorahats they will be invisible
to the user, computer programs can use them teedatyridentify or classify
documents or parts of documents. Metadata arelysratoded in a standardized
markup language, the most common ones being HTMlpéText Markup Lan-
guage), SGML (Standard Generalized Markup Languag) currently XML
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(Extensible Markup Languagé&).An example of an XML-tagged document is
given in Figure 27.

<ARTICLE ID= 'A3-95-46-EC>

<ARTTITLE> Scope</ARTTITLE>

<ARTNO>Article 3</ARTNO>
<PARA> 1. This Directive shall apply to the processingaisonal data wholly
or partly by automatic means, and to the procestirggwise than by
automatic means of personal data which form paatfidihg system or
are intended to form part of a filing system.
</PARA>

</ARTICLE>

Fig. 29. Example of text tagged in XML format

HTML is used for drafting and publishing hyperteddcuments and allows
structuring the documents into headings, paragralists, hypertext links etc.
XML is a simple, very flexible text format derivédcbm SGML. It offers the ad-
vantage that the structure of a document type eastdndardized and defined in a
document grammar. The grammar exhaustively describe structure of the
document and how it can be constructed in ternsoasible configurations of its
metadata attributes and their possible values. ML Xhe grammar is called a
Document Type Definition (DTD) or XML schema depamgon the syntax used
for describing the grammar (Figure 28).

<xsd:attribute name="date-publication" type="xsdedaise="optional"/>
<xsd:attribute name="date-enacted" type="xsd:dase’="optional"/>
<xsd:attribute name="date-repealed" type="xsd:dase="optional"/>
<xsd:attribute name="date-effective" type="xsd:8atse="optional"/>
<xsd:attribute name="id" type="xsd:ID" use="requité

Fig. 30.Example of an XML schema (source MetalLex)

Based on such a DTD or XML schema the conformita afocument instance
to the grammar can automatically be verified. XM&aoaallows customization of
the tag set towards a specific application (thegseigis extensible). In addition,

34 http://www.w3.org/
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XML marked documents are itext format(i.e., using only standard character
coding) and can thus be interpreted on virtually pdhtforms, thus ensuring
maximal exchange possibilities given that the mpskare equally interpreted by
the different institutions that exchange informafior that labels are used that can
be easily and unambiguously translated.

The lItalian programNexusis a legislative drafting support system that auto
matically converts references to legislation ifite appropriate HTML hyperlinks,
enabling the user to consult a law text by simpigking its reference (Mercatali,
2000). Poulin, Huard and Lavoie (1997) promoteduke of SGML for drafting
legislation and developed a system for automatitversion of decisions of the
Supreme Court of Canada in SGML-format. The Austratlocument manage-
ment systenEnAct which allows for the electronic management ofidiagion
throughout its entire life cycle, encodes all tbgi$lative documents it contains in
SGML or XML (Arnold-Moore, 1998; Wilkinson, Arnol#idoore, Fuller, Sacks-
Davis, Thom & Zobel, 1998). It offers templatespimduce the draft legislation.
Afterwards the documents are automatically traedlé SGML (currently XML)
format. The Italian Norme in Rete (NIR) projectasnice example of a current
drafting system available (Biagioli, Francescomjr®sa & Taddei, 2003). It of-
fers the functionality to draft legal documentsa@ding to predefined Document
Type Definitions (DTDs) by using a commercial XMdir that is adapted for
drafting legislative texts. The NIR system alsooanstically converts existing
documents into structured documents that are confeith the appropriate DTD.
The POWERsystem, developed by the Dutch tax administrati®@an ambitious
project of which the aim is to semi-automaticaligrslate legislation into formal
knowledge representations in order to verify thagical structure and to simulate
their effects and impact on particular real-woitdations as a means to verify the
quality of legislation (Van Engers & Glassée, 20(Hipally, theREGNETproject
that is currently being developed at Stanford Ursiig in the USA is probably
technologically the most advanced drafting systasnit semi-automatically trans-
lates regulations into concepts, definitions, staddeferences and logical rules
and tags them with XML markup (Kerrigan & Law, 2003 hese metadata are
used in an information system in order to comphge dompliance of companies
with environmental regulations.

From the foregoing history of legal drafting systenwe infer that based on
their functionality, four categories of legal diaf systems are distinguishdd-
formative systemand help functions are computer programs that offarma-
tion about the drafting process to the user witteyt obligation, i.e. the user can
decide for himself whether he will accept or igntire hints generated by the sys-
tem (e.g., LEDA). The main advantage of informatsystems is that they are
more likely to be accepted by their potential usbecause they do not enforce
rules, but, the danger exists that their recommiotm are simply ignoredlext
assemblyand text generation systenge.g., certain functionality of SOLON and
DocuPlanner) construct legal documents by usingrintion provided by the
user and knowledge about the formal aspects andathient of legislative docu-
ments that is contained within the system. Thetdra$ forced into the system's
rigid framework, which he will often perceive as atack to his freedom of ex-
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pression (even when the texts he produces turriooé more correct and com-
prehensible)Verification systemsge.g., certain functionality of SOLON, Lexedit
and EnAct) give the user more freedom. He can cocist text in any way he

thinks appropriate and only afterwards the systhatks compliance on a number
of criteria (e.g., compliance with a predefinedisture; compliance with the use
of certain terminology) and suggests correctionsylaich point the user might

still be free to ignore the corrections. We migtitla fourth category, which is

currently gaining in importance and which we teiriy call translation systems

(e.g., Norme in Rete, REGNET). They regard the matic or semi-automatic

translation of texts into formats that contain caomep-readable markups. The in-
formation that the markups identify can be easilg without any human interven-
tion integrated in information systems that offetrieval, decision support or

compliance assistance. They are mostly used fdtirydegislation and regula-

tions.

We also learn that whereas early drafting suppamtesns put the emphasis on
producing qualitatively better texts and more umfodocuments in order to in-
crease the convenience of their manual use (sutteasreadability by humans),
the focus of current drafting support technologgrisproducing digital documents
that can be read and interpreted by computer, aoctirrent information systems
can offer advanced information services based endiicument contents. This
evolution is reflected by the functionality of tegstems: Early systems only pro-
vided informative help tools or offered some tengdafor text assemblage; the
newer systems focus on enforced verification andslation of the content into
formats readable by machines. In this way the ldgaliments can be more effec-
tively processed by the machine for use in infofamasystems such as an infor-
mation retrieval system.

5.4. State Of The Art Of Legal Information Retrieva |
Systems

Information retrieval concerns the storage of doemts in databases and their re-
trieval according to their relevancy to a queryttog retrieval of the information
that is contained in these documents.

Automated retrieval from large document collectiomss one of the earliest
applications of computer science to law and issk that over the decades was
never absent from the artificial and law communithe early developments
originated in government departments, military itn§ibns and university envi-
ronments where computer technology offered aniefficmeans to classify large
amounts of data. In 1961 the United States Air €amantracted with the Univer-
sity of Pittsburgh to build a full text retrievaystem for legal documents, and in
1964 theFLITE system (“Finding Legal Information Through Electizs”) saw
its first productive use. A few years later, theAJGepartment of Justice devel-
oped theJURIS system and the UK Atomic Energy Agency developed th
STATUS database that stored statutes and reguatibwas the professional Bar
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in the United States that exploited retrieval tedbgy in the most enduring way.
In creating a database that had the capacity te sh@ whole of the USA statute
and case law material, LEXIS (ndvexisNexi} offered a service to lawyers and
other legal professionals that is now impossiblgtmre.Westlawfollowed in the
steps of LEXIS. These commercial systems stilltexiday as one of largest pro-
viders of legal information offering interactivetrieval through terminals at the
customer’s office and have gained widespread aaneptby the legal profession.
With the development of the infrastructure of thernet, which started in 1969
as a small network called ARPANET (Advanced Rede&mjects Agency Net-
work) between four USA universities and the consedudevelopment of the
World Wide Web from 1989 onwards, many documents @ther multimedia ob-
jects worldwide can be linked and made accesslifie.current World Wide Web
increasingly offers legal information on speciallgsigned legal portal sites, and
search engines compete with traditional informatwaviders for offering legal
information to professionals and other citizensbWeased databases of legislation
and court decisions are very popular especiallgunope (Clinch, 2000; Munro,
2002). Current databases offer full text search saidction of documents based,
for instance, on document type, dates, and subjetidentification codes.

There is a definite interest in using metadata describe the legal documents
that are borrowed from generally accepted legablogtes (Bruce, 2000). Aan-
tologyin this context is defined as a “formal expligiesification of a shared con-
ceptualization”, where a conceptualization referan abstract model of how peo-
ple think about things in the world or in a specifiomain, and an explicit
specification means that the concepts and reldtipasof the abstract model are
given explicit terms and definitions (Castel, 200d8¥pired by the development of
the semantic Web (Berners-Lee, Hendler & Lassi®12, that through the use of
standard descriptors, helps the user of the WoiildeWVeb to search for informa-
tion, there are efforts to develop a legal semawtab with a similar objective,
namely describing legal sources with standard deecs in order to make re-
trieval of information more convenient (Boer, vangérs & Winkels, 2003). The
standard descriptors are thought to be easily lagetsin other languages assuring
the exchange of documents across languages andueigelictions, which - espe-
cially in an European context - is very useful. Tia¢egorizing descriptors that are
possibly borrowed from a legal ontology might bsigised automatically to the
legal documents or document parts. Though a fewsyago techniques for auto-
matically classifying legal texts were mostly teste research settings (Briining-
haus & Ashley, 1997; Thompson, 2001), they now bexintegrated into practi-
cal legal information systems (Biagiet al, 2003).

Apart from retrieving information based on classifion codes, users of legal
information retrieval systems want flexible infortio@ access. Although a full
text search offers such a possibility and retriegpei$e useful information, espe-
cially when the search terms are automatically ealpd with synonyms and re-
lated terms, users of retrieval systems that qlaege databases become less and
less satisfied with the results of a full text ssaNery often too many documents
are returned by the system requiring a lot of trexipus time of the searcher to
consult. This problem is also acknowledged in legfrmation systems (Daniels
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& Rissland, 1997). Users of retrieval systems waaote precise answers to their
information query without sacrificing the flexilyi of requesting an answer for
any possible information query (Moens, 2002).

In order to cope with the problem of generatingcim® answers to an informa-
tion question, question answering systems have pegposed. In guestion an-
swering systena searcher poses a question in natural languagighensystem
does not retrieve the documents in which the ansmight be found, but the an-
swer to the information question that is extractexin the documents. Single
questions are automatically answered by using kat@n of documents as the
source of data for the production of the answey\(fé 6).

There is emerging research into the developmensuoch systems for law
(Moens, 2003, Quaresma & Rodrigues, 2003). In reasificial intelligence stud-
ies we see even research into systems that reatothes content of multiple sen-
tences possibly from different documents in ordeinfer the answer to the ques-
tion (Moldovan, Clark, Harabagiu & Maiorana, 20®rrigan & Law, 2003).
Question answering integrates searching and infeérgrand might become one of
the leading future approaches to legal informaggstems as it combines tradi-
tional technologies of legal information systems,, iinformation retrieval and le-
gal reasoning in knowledge based systems.

Finally, related to the retrieval of information fisding correlations between
information and between cases. Legal professioagdsespecially interested in
this task as precedent searching is traditionatiydrtant. Inquery by examplee-
trieval, you input a case description and the systéll find similar cases in the
database. Finding similar cases is part of judiaiad criminal research. We see
that police forces worldwide invest in simple sttial text mining software. This
software uses statistical term correlations asddnrdarge corpora in order to find
similar content that is expressed in variant nafarsguage expressions. Examples
of commercial systems in use by police forces anwAomy, SAS Text Mining,
Clementine and COPLINK.

Legal information retrieval regards searching bsttluctured and unstructured
content.Structured informatiorregards information the semantics of which are
clearly, unambiguously determined and which cardéscribed with simple and
clear concepts. This information category compri$es instance, identification
data of the texts (e.g., identification codesesitfldates, authors), data for version
management (such as criteria for validity of awttabr its parts, e.g., the data of
enactment of a statute article, the area of apicaf the article) and the func-
tion and role of certain components (i.e., ideadfion of parties, of the motiva-
tion and conclusion in court decisionE)nstructured informatiorregards the in-
formation that is communicated in natural languteygs, or in other formats such
as audio and video of which the semantics are moueote difficult to register in
simple terms.

From the above history of legal information retékwe conclude that current
retrieval systems aim at improving traditional ftdixt searches in two ways.
Firstly, we see an increasing interest in usingdsdiad descriptors for information
found in the documents that is structured in naflicea certain extent the unstruc-
tured information found in the natural languagetdexan be structured and simi-
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larly described with standard descriptors. Suclapproach allows for searching
the documents based on fixed descriptors possdrtysa different databases. Sec-
ondly, novel information systems such as questimwaring and query by exam-
ple attempt to improve retrieval performance withsacrificing the flexibility of
information questions.

The following section elaborates on how currenfttrg technologies can im-
prove access to legal information both for tradigibinformation retrieval and
current novel information systems.

5.5. Legal Drafting Improves Access To Legal Inform  ation

Although many of the concerns of well-formednessehyly drafting systems are
still valid, correct drafting of legal documentsshaecome more important than
ever, because the documents are to be processewdtyines in order to make
their information accessible by means of informatgystems and because com-
puter readings of documents are more sensiblefferelit types of error. Because
legal documents often have a strict formal orgdiinaand are subject to a num-
ber of stylish conventions, their formal charactiics can be exploited to structure
certain information when drafting the documentsadilition, the free text of the
documents could be improved in such a way thatuit®mated processing and
structuring into the representations used by tf@imation systems can largely be
facilitated. As a result access to legal informatamuld be much more efficient
and reliable without sacrificing the flexibility dhformation searches (Moens,
2003).

Two basic questions are discussed here. How cdtindrdelp in the accessi-
bility of information that is already structuredmature and how can drafting help
in the accessibility of the content of natural laage texts of the legal documents
in order to facilitate their use of advanced infatibn systems? We will illustrate
the benefits of drafting technologies with two casigdies: one concerning tradi-
tional retrieval of information from a document baand one regarding novel re-
trieval technology, i.e., a question answeringesyst

5.5.1. Drafting and traditional retrieval

Current databases of legal documents can be acdcégseneans of a full text

search and by selection of information descriptarsh as titles, article numbers,
dates, domain of law, area of application, etc... &orent database use it is im-
portant that the legal documents have correct ratdadttached. First of all this
regards the identification of the resources (erglegislation the type of statute,
the number of a chapter, section or article). Gurigentification of documents

and documents parts can be accomplished by asgigimiform Resource Names
(URN) at the time of drafting (Biagliokt al, 2003). AUniform Resource Name
is a unique code for identifying the document ocwtoent component (e.g., the
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statute number, the article number and its hisabricersion number might
uniquely define a certain article). For instandee URN used by the Norme in
Rete project is “urn:nir:stato:legge:1999-11-24;46&aning the Act of Novem-
ber 24, 1999, No. 468. The format of a URN codipgtesm should be generally
accepted by the parties that are involved in theatown and processing of the
documents. The use of URNs would allow for an unigoius identification of
the information source. This has many advantagesnvilgal documents are ex-
changed across these databases or when informatgearched across different
databases. Moreover, it leads to the possibilitauatbmated linking of informa-
tion and link analysis in retrieval. With the dawainent of the World Wide Web,
retrieval algorithms that use the link structurahef Web in computing the impor-
tance or authority of a Web page have been deveélapd used by many search
engines (e.g., Kleinberg, 1998; Brin & Page, 1998 vdeveloped the famous
PageRank algorithm used by Google). Roughly outlitbese algorithms com-
pute the importance of a page based on the nunibdigrke from important Web
pages that point to this page. Current researclomglink analysis in settings
other than the Web. Law documents are full of igipland explicit references.
Currently,link analysishas not been explored in developing search alguostfor
law documents — although Turtle (1995) alreadyasatitheir potential —, possibly
because of the lack of uniformity for the citaticnsd the consequent difficulty in
their identification, but we are quite convinceattlvalue of link analysis will be
ascertained in future research.

Question: “When is hunting with fire weapons on goats open?”
Answer: “Hunting with fire weapons on roe game g 0. on roe goats an
calves: from February 1 to March 15” (Art. 4 of thecree issued by the Flemis
Executive of June 16, 1993).

i
5

Question:; “What should be included in the measurgmeport on noise nuir
sance?”

Answer: list of data: the question matches almitestallly the introductory sen
tence of this list (Art. 17 of the Decree issuedliy Brussels Metropolitan Regign
March 25, 1999).

Question: “Is the cultivation of Erythroxylon puhi&able?”.

Answer: In the international treaty of 20 Decemb@88 against the illicit trad
of narcotic drugs and psychotropic substances,imeethe following definition:
“Coca plant means one of the species of the gemnytriBxylon” in article 1 and
under the punishable facts in article 3 of the sém@a&ty: “The cultivation of pa
pavers, coca plants or cannabis for the productfararcotic drugs contrary to th
stipulations of the treaty of 1961 or the treatyi661 as modified.” Knowledge g
the definition of coca plants cited in article loals finding the relevant answer.

D

=+~ @D
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Fig. 31.Example questions and answers

Other essential metadata of the legal documentrdetye use of the resource
(e.g., type of statute). Several important dates lma defined as metadata (e.g.,
date of publication, of enactment) (cf. Figure a8} the scope of applicability of
the law, and other functional roles of the resosican be added such as the judi-
cial status (e.g., recommendations, binding norM#)en historical versions of
legislation are stored, the necessary metadathéir management need to be de-
fined.

Above we have stressed the importance of usingrdatd markup language
such as XML for the markup of documents and theaissgandardTDs (Docu-
ment Type Definitions) oKML schematahat define the structure of legal docu-
ment types. It is important that the institutiohattdraft, issue and process legal
documents (e.g., legislation) agree on the DTDdach document type (Boer,
Hoekstra & Winkels, 2002). It is also importanttthizere is a broad consensus on
the standard labels that are used for describiegntetadata of the documents,
thus avoiding difficulties in translations of thabkls when the documents are ex-
changed between different information systems.

There is a current interest in XML retrieval sysgethat store and access XML
content (Blanken, Grabs, Schek, Schenkel & Weik2d93). These retrieval sys-
tems exploit the logical structure of the documgewtsich is explicitly represented
by the XML markup, and retrieve document componérgs, XML elements) in-
stead of whole documents. These systems do nofiodlyelevant information in
the XML documents, but also determine the approptevel of granularity to re-
turn to the user. In addition, the relevance oétaigved element is dependent on
meeting both content and structural conditions.hSgystems might be useful for
the retrieval of legal documents.

Once the DTD or XML schemata are defined XML editoan be programmed
for drafting the legal documents. These editoroagish that the information in
the documents is automatically labeled and thatuders of such an editor are
provided with a friendly interface for drafting. Aexample of an XML editor is
developed by the Norme in Rete (NIR) project (Badiget al, 2003). The NIR
editor integrates a general purpose XML editor vath extension for specific
drafting of legal documents. For simple structurofghe information, such edi-
tors might be used commonly in the near futureth# burden on the drafting
process becomes too complex for users, they wdheally not use such a sys-
tem. A too large emphasis on structuring informatd the time of drafting, might
give the drafter the impression that he or sheoisefd into a straitjacket which
does not allow him to express freely all aspectshefcontent that he wants to
communicate. The user might be reluctant to useifigedly designed editors that
make document drafting quite similar to filling dotms. Additionally, certain le-
gal documents such as legislation are drafted emehded by different persons at
different points in time or in different institutis making it difficult to impose the
same drafting technology to the parties involvedthese cases it seems more rea-
sonable that at the end of the human drafting Eocdde machine translates the
document into the required format (e.g., XML taggddoreover, we are still con-
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fronted with a large amount of existing legal doemms that should be converted.
As a result of the above situations, there is gelareed fotranslationtools that
automatically convert legal document content inbauciured information and
mark up the information with the right metadataelab

For accomplishing the task of converting documemtis formats that can be
easily interpreted by computers artificial intefligee technologies play an impor-
tant role. For this purpose one can use currehni@ogies for information extrac-
tion and text categorization to automatically magkiext with metadata (Moens,
2001; Bolioli, Dini, Mercatali & Romano, 2002). Farstance, in the Norme in
Rete project a system is developed that autombtisalictures legacy legal texts
according to the text grammars as reflected byDhBs by using standard tech-
nology for text categorization to automatically kgv text (Biagioliet al, 2003).

All of the above technologies allow for essentiadtadata of the legal docu-
ments to be tagged for consequent use. Such amagtpallows, for instance,
these data to be automatically and correctly im&tgal by the machine and mak-
ing the access to the information reliable. Howevlkee use of drafting support
technology can also improve the retrieval of infation found in natural language
texts.

5.5.2.Interactive question answering system.

Question answering technologyms at automatically generating or inferring an
answer to an information question posed in natargjuage to a database of texts
while still guaranteeing the flexibility of an infmation retrieval system, i.e., the
flexibility of posing all kinds of questions to tlsgstem. The information question
is usually mapped on the sentences of the docuondlection (Figure 6), but in-
stead of a simple word mapping the syntax and stéosanf the question and can-
didate answer sentences are used in finding aggnelence. This means that the
question and candidate answer sentences are biukeayntactical constituents
which might be semantically classified (e.g., theeaker in a verbal process).
When correspondence is found between the questidraa answer sentence in
terms of their constituents, the constituent thahe answer sentence corresponds
with the requested constituent of the question milghgiven as an answer. The
availability of natural language processing resourceach as part-of-speech
(POS) tagging (for the identification of the syntaavord class, e.g., noun, verb)
and parsers (for the identification of the syntastructure of a sentence according
to the grammatical rules of a language) have Igrgedmoted the development of
question answering systems.

The above scenario of mapping an information garsd an answer sentence
refers to the simple case in which the answer timBommation question is found
in a sentence of a document. More often, the angwen information question in-
tegrates information from different sources ands€®&.g., when questioning legis-
lation the answer might be constructed by usingndi&fn information and infor-
mation that is linked through explicit and implici¢ferences). To allow for a
better matching between question and candidate eansentences and to allow
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reasoning based on different sentences, the uhgtegcinformation as found in
the natural language texts is automatically stmectun a suitable representation
(e.g., certain information is identified and senizaily tagged). In the legal field
research into exploiting the rhetorical structuf¢he texts in order to better auto-
matically understand the content of the texts ie@tigated. The texts of legal
documents are argumentative in nature. They alefinguistic cues that signal
the rhetorical structure (e.g., the rhetoricaltieteships between sentences such as
“contrast”, “elaboration”, “cause” or a classifizat of a sentence as “argument”,
“background” or “ruling”) (Moens & De Busser, 200@rover, Hachey, Hughson
& Korycinsky, 2003).

Moreover, because it is often difficult to corrgatinderstand the question and
the corresponding type of answarteractivity with the user is advised (e.qg., for
refining the question type). It should be noted #rainteractive question answer-
ing system has a lot of similarity with a knowledzgsed system, which automati-
cally reasons with knowledge from its knowledgeebard extra information ob-
tained from the user in order to compute the ansfwera specific problem
(Moens, 2003). The question answering system raasith knowledge extracted
from the texts and possibly external knowledge,levhi relevant answer to the
guestion is found through interaction with the uger example of an interactive
guestion-answering system is developed by QuaresrdaRodrigues (2003). In
contrast to a traditional knowledge based systenttwiocuses on one or a few
information questions, a question answering sysiffers more flexibility by pro-
viding answers to many kinds of information needkjch is an important re-
quirement of current information systems.

Question answering systems need representatioihe @entences of the docu-
ment texts and of the natural language questiolasvialg for their automated
matching by the information system. They are oftepresented in a first order
logical representation. First order predicate lamfio also be used to represent the
normative knowledge extracted from the texts (dcgm legislative texts). For in-
ferring the answer to an information question, @dial domain-world knowl-
edge or ontological knowledge extracted from tlgalelocuments themselves is
needed. A standard ontology representation langeagke as OWL (Web Ontol-
ogy Language) has been used for this purpose (Quare& Rodrigues, 2003).
OWL is a revision of the DAML+OIL Web ontology langge, and is like
DAML+OIL a semantic markup language building on tRBF (Resource De-
scription Framework) language. RDF allows exprasgiropositions using formal
vocabularie$®

Converting sentences and questions to formal reptasons is done automati-
cally by using natural language processing techlesqixtracting normative and
ontological knowledge from texts is currently dasmi-automatically (e.g., Ker-
rigan & Law, 1993; Quaresma & Rodrigues, 2003)pmpglete automatic extrac-
tion is the topic of current research.

35 http://www.w3.org/
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5.5.3.Future directions

How can a drafting system help in order that thenfd representations can be
more correctly automatically built from the docurteeand that consequently the
answer to an information question can be moreieffity and reasonably found?
The simplest approach regards the use of spelimygrammar control mecha-
nisms that are now integrated in authoring tookcdBdly, the consistent use of
the same term with the same meaning can avoid maslylems of word sense
disambiguation when treating the texts. Draftingtsgns can verify whether a
term is used in the right context. In addition,usnber of content elements can be
explicitly recognized. Because law texts contaisoallomain-specific terminol-
ogy, legislative drafting support systems will w@main-specific vocabularies.
For example, LEDA and Lexedit contain specializectidnaries that are con-
sulted by the system to check whether legal terrasuaed correctly within the
document or to signal lexical ambiguities to theruge.g., the term “executive”
should be replaced by “government”). Moreover, migbns should be clearly
stated. As stated above explicit references shimaildniformly coded in the texts.

Future drafting tools might be designed to che&kuke of rhetorical relation-
ships or compliance to certain text grammaticaésulAlso the drafting system
should make more visible the logical relationstbpswveen clauses and sentences,
exceptions to general rules should be clearly dtdtature drafting systems could
be very sophisticated and could check the logicalsistencies of the rules in
normative documents. This is not an easy task Iseckw is not a linear body of
regulations, but a hierarchy where some rules hparity over each other. A
drafting system that checks logical consistencyukhbe able to search the whole
body of law and could avert that an inconsistenayhtrbe present.

An evolution of the drafting tools towards genargtiegal documents that are
sources partly represented in formalisms understaledby computers is a step
towards the aspirations of early artificial and leegsearch that stipulated that legal
sources should be drafted in a formal languageishatderstandable by machines
(e.g., Allen & Saxon, 1995). Although, some of theden of the drafting might
lie on the human drafters by forcing them to usiéoesi that offer document tem-
plates, we expect most gain from drafting systdms after the humans have done
their job transform the documents into the righinpater interpretable formats.
This is evidenced by the current evolution of draftechnologies. However, such
an evolution raises an importaptrisprudential question which was already
posed when information of legal documents was migntranslated into knowl-
edge rules to be used in knowledge-based systemmdkgy. What is the legal
value of the translated or coded sources when insiformation systems? When
the translation is done automatically with draftiteghnology, it is done on a
much larger scale, thus making this question muohenpertinent. When manu-
ally drafting rules for knowledge based systemdyas been proposed to build
knowledge rules that are isomorphic with the ordjitext in order to facilitate the
verification of their validity (Bench-Capon, 1991)he need for validation is
equally important when legal sources are autonigtitanslated in a document
format that is convenient for computer processirfgs issue can be an incentive
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to more rigorously draft legal sources by humansguauthoring and verification
systems that impose as much as possible well-fanessdto the documents and to
educate law students in document standards andotdanguage use. By doing
this, the chances of a correct and transparentdgaimt translation of the sources
are substantially increased.

5.6. Conclusions

Quality drafting of the legal document sources Belpimproving the access to
their information, especially when the documentt e automatically processed
for use in information systems such as search esgguestion answering systems
and knowledge based systems. First of all inforomathat is structured in nature
(e.g., identification information) can be easilggad with markup languages by
means of text editors that have the functionalftyeat assembly and verification.
This allows for an automated and reliable inputhe information in databases
and other information systems. Secondly, the fi@@mal language text might be
improved such that its processing into formal reprgations for use in advanced
information systems is facilitated and more corrdtte latter is not an easy job,
but current drafting technologies might help inngsicorrect and unambiguous
terminology, and might already label definitionsferences, rules and exceptions.

Because human drafters of legal documents do kettt be pushed in the
straitjacket of a fill in form when communicatinggial information, because they
still prefer the use of natural language in comroating this information and be-
cause of the large amount of existing documents fosesee that many future
drafting support tools will operate on texts drdftey humans that are afterwards
structured and labeled in a document format thistéspretable by computers.

The success and the reliability of future legabinfation systems that offer ac-
cess to legal information will thus be largely degent on two factors: on how
well certain elements of the information in thededocuments are structured and
corrected at the time of document creation by hwereamd by drafting systems;
and on the quality of the consequent automatedeodrnalysis by the machine,
which is somehow supposed to ‘order’ the remainingtructured information.
The combination of rigorous drafting and advancexdtent analysis might lead to
some point in the future when all legal informatican be correctly and unambi-
guously retrieved and when legal questions canubenaatically answered based
on document content.



6. Internet, WWW, and beyond

Gerald Quirchmayr

6.1. Aim, organization and background of this chapt  er

The aim of this chapter is to give an overviewld potential the Internet and es-
pecially the WWW (see W3C) are offering for thedegrofession. This overview
is then complemented with selected best practieenples and a short look into
already available and future integration conceptsbile, ubiquitous and perva-
sive technology.

The rise of the Internet as standard communicatiatiorm is one of the major
technological developments of the past decade. &ffardable desktop computers
before, the Internet has revolutionized many afasork and the legal profes-
sion is no exception. The introduction of this dieamives an indication of how
important the changes caused by the use of thenkttbave been. It is followed
by a description of the most important forms of tise of the Internet by the legal
profession and by an overview of newly emerging eolubiquitous and perva-
sive technology that will lead to the next wavepafadigm shifts in the way the
work of lawyers is organized. One of the recentembions of the influence of
technology on the way work is carried out can hentbin (Traunmuller 2002).

6.2. What the Internet means for lawyers and how it  has
contributed to changing the work environment of
lawyers

When new technologies such as the Internet emérgsually takes quite a long
time until they proliferate into the world of thawyer. Computer technology, es-
pecially desktop machines, local area networksfanadly the Internet and mobile
technology are an exception. They quickly madertivaly into the daily work en-
vironment, starting with desktop applications sashext processing and financial
management. The use of electronic mail was the mafor step. Once the basic
components of an information technology infrastuoet(primarily desktop appli-
cations and e-mail) had become standard practit@niffirms, it was only natural
that law courts and administration followed. Witwl enforcement agencies and
prosecutors relying more and more on informatiarhtelogy for carrying out
their daily work, the loop began to close. Toddynadjor players in the field of
law, from research oriented universities and tesghnstitutions to all practitio-
ners could not anymore imagine living without thggort of information tech-
nology. Legal information systems, most of thenodlgernet-based today, com-
munication via electronic mail, even more advaneggroaches, and desktop
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applications have profoundly changed the way incwhawyers are working. The
dream of the paperless office has not yet beeiillédlf but the generation and
handling of documents has changed dramatically.

A very interesting point of view on legally reletadocuments is given in
(Lauritsen 1993). Written submissions have in maages been replaced with
submissions via electronic mail, protocols can m@aproduced much quicker and
decision makers such as judges can now accesseei@dmd arguments collected
during legal procedures in a far more comfortale afficient way. Especially in
the field of commercial law changes have been sulisi. Be it the drafting of
contracts or the settling of disputes via distamtsdays and idle times have been
drastically shortened by the opportunity to excleaimgformation in real time.
Technology has made it possible to accelerate idesisand instead of losing
valuable time for the writing, re-writing and snaikiling of documents, this time
can now be fully used for more substantial taskigh®Vt this improvement of ef-
ficiency, which was to a considerable extent causethe now almost ubiquitous
use of the Internet, the legal system could noth@aoped with the increased stress
put on it over the past decade. Had administratisks been the major hampering
factor in the efficient dealing with legal issuésnow again is the limited avail-
ability of human experts that researchers looloatd balanced with information
technology support, such as expert systems. Tleenktt has undoubtedly brought
substantial changes that have improved the wayhichwtasks are carried out and
problems are solved.

Today no practicing lawyer could probably work eiffintly without the support
of this technology. Looking at the way in which laaurt staff works and corre-
sponds with the parties involved in court case shbew dramatically the work
has changed and will change. Submissions can, shanitigital signatures, today
be made via secure electronic mail; responses eaedeived in the same way.
The preparation of sessions can be based almastlgrdn electronic material,
and access to relevant material, be it submissiprigpcols, or scanned docu-
ments, can via secure websites be granted to iegddlewyers independent from
time and place. Opening hours of offices have foeegto a large extent lost their
limiting effects. This change has however also lead substantial increase in the
stress level of lawyers. As they now have, at ilegheory, 24 hour access, their
clients expect them to deliver much faster and also respond quickly, because
the sender of an electronic mail is not used tdrigato wait for response much
longer than a couple of hours. We might soon sethen shift in paradigm: To-
day the personal equipment, be it a personal caenuta mobile phone logs on
to a system. With the increasing availability ofqutous and pervasive comput-
ing environments the environments might start ® ¢m to the personal system.
This paradigm shift might again lead to revolutighehanges in the organization
of work.
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6.3. The Internet as increasingly important source of
information

Law is an information-based discipline where insieg online access to laws,
statutes, and relevant precedents as well as sgoes bf evidence, such as elec-
tronic copies of documents, is being made availafdethe Internet. Traditional
paper-based information brokerage services arel\slo@coming obsolete and in-
stant and almost equal access to information hasged the way in which legal
argumentation is prepared.

Especially in countries where public organizatidik® ministries of justice
provide core services such as Internet-based iefpamation systems, containing
legislation and precedent collections of high angreme courts, the ground is
well prepared for the development of advanced vallged services. Driven by
the ideal of legislation and court decisions beinfgee public good, several coun-
tries have implemented highly comprehensive legehloases which are now
available for querying free of charge. Recent dgwelents indicate that the pri-
mary medium of publication of legislation will sodwe the Internet, almost com-
pletely abolishing paper-based publication. Giviem ¢normous flood of legisla-
tion, publication through a legal information systaill be the only maintainable
long-term solution. On demand creation of appliealdrsions of laws and statutes
at a given time, which are already available inaadbed environments, will soon
become standard practice.

It is behind this background that the Internet éedming and has in fact in
some areas already become the major source ofitégahation.

Communication with clients, other lawyers, law deuand the administration
has also changed. As was the case with the sulmmis§idocuments which has
gradually changed over from being paper basedaorsz and often already digi-
tally signed versions, the preparation of decisiand the drafting of argumenta-
tion strategies is also moving to a more compugered approach. The Internet
and even more so the introduction of hybrids betwsebile communication de-
vices, the Internet and desktop applications hasptetely changed the way in
which lawyers can apply technology inside and oatshe law court. Laptops, in
the next phase networked laptops and today lapgpgpped with mobile phone
cards and personal digital assistants offer coatisuand ubiquitous connections
to powerful services run from centralized infrastuwes. Direct and instant access
to legal information systems providing a lawyer twikegislative information,
precedents, and often also commentaries and ietatjpns of laws and prece-
dents make it possible to quickly react to an ogods changing strategy or to an
unexpected development of a court case. Whethdikavé or not, this possibility
changes the necessary skill set of a lawyer. Thetad knowing relevant prece-
dents is almost rendered useless by informatiohnogy while it does at the
same time require increased technological skittgroved argumentation strate-
gies and far more flexibility. Lawyers can in th@irgumentation not anymore
count on opponents not having the same qualit)coéss to information, because
information technology, especially the Internet amébile phone technology
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make access to high quality information servicdsrdéble and ubiquitous. In-
formation retrieval skills are more and more oftenclassing human memory, es-
pecially in legal cultures that are based on preonty] previous High and Supreme
Court decisions.

6.4. Searching for information on the Internet

Searching for information on the Internet haseast in theory, become very easy.
Selecting the relevant information from all theaimhation offered as result of a
search is less trivial. That is why purpose bueljdl information systems, net-
works of legal information providers and legal infation systems operated by
authorities, national and international governmiesutal non governmental organi-
zations have not lost any of their popularity. ®a tontrary, accessibility through
the Internet has made them an indispensable tdodafy’s legal professionals.

General search engines do already provide a suladtamount of interesting
information and usually are the first step towagéting an overview of what is
available on the Internet in terms of informati@saurces. Once these resources
are identified and evaluated, the real search tam, $he search for information
relevant for the task to be carried out by a lawyko can be acting in one of the
traditional roles of legislator, practicing lawyi@ra court case, or as commercial
and business law expert drafting contracts andgieg for negotiations.

The information acquisition support provided byinelresources can today be
summarized as shown in the following figure:
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Problem
Lawyer
A
Information Feedback ! Problem Formulation
v
Information Broker
Result Interpretation
I Query Formulation

Query Result ‘\
Information Resource

Fig. 32.Problem driven information brokerage supporte@blne resources

To which extent the tasks of problem formulationery formulation, and result
interpretation are carried out by the lawyer degend the lawyer’s technical
skills. The lower the level of skills the greathe tdependence on the information
broker is. As the boundaries are fluent, the alfaugre indicates that legal pro-
fessionals today need to continuously update thleir level, because otherwise
they will be left with the choice of not making uskthe potential of information
technology and (Internet-)networked environmentdecoming fully dependent
on information brokers. The core step is the tramsétion of the problem formu-
lation into a query that an information system @earch engine can understand.
So, in addition to the increased complexity of rexkg, the much easier and al-
most ubiquitous access, the major change the kttéias brought is the volume of
information that is accessible today and needstedarched and filtered for rele-
vance. The problem of precision and recall, whiak been known since the early
days of database and information retrieval systéoagy is exploding. How can a
lawyer be sure of accessing the right source afrmétion? How can the com-
pleteness of a search be guaranteed? What is ¢kesipn of the returned results
of a query? In a closed database these problenid ableast be controlled, if not
solved, in an open information network like theelmiet we have lost this control.
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The quality of results completely depends on thpeeence of the information
broker in formulating the queries and accessingritjiet resources. It is an old

wisdom that legal research methodologies are corepetencies of successful
lawyers. Today the lack of such competencies istnmmediately revealed by

information technology.

Search engines, such as Google (www.google.cong hagome very popular,

but do come with the problem of not being spedifidegal research. That is why

specialized search engines, like the virtual ldoseliy at Indiana University’s Law

School have become so popular (for more detaily\¢igtial Law Library] and

[Virtual Law Library Resource Guide]). The semantieb initiative takes knowl-
edge representation on the WWW one step furthgngrto allow the semantics

based retrieval of information on the WWW [Semaktieb].

Indiana University School of Law—Bloomington

Presents the
E 2| WWW Virtual Library—Law
a part of the
The World Wide Web Virtual Library

Search the Virtual Library

Enter your search tern(s), then press "Search"
Search

Browse the Virtual Library

By topical listing
By information source
[rane =] [Browee |

Lew Schools/Libraries chensive Sites
t:x S‘sz::a‘g ry Law site is no longer taking submissions for inclusion on the site. The site is undergoing a

e 6 B aperational in the next few months. Please visit the site again and check our progress. In the
overmnment

State Government function as it has in the past.

Organizations, Foundations, Non-Profit

‘endors and Publishers

Upidstet! 5 December 2002 (foh) | Comments to Vekinaster
Copyright 2000, 2001, 2002 The Trustees of Indiana University

/) www virtual Law Library: Table of Contents - Microsoft Internet Explorer i8] x|
fle Edt Vew Favortes Tooks  Help
aeress [ ] hpidjowan avv.indizncdufvclbfinckes el =] Poo unks ¥

) [ [ @ meemet

Fig. 33. http://www.law.indiana.edu/v-lib/index.html

The same motivation was also driving the developgnaérhighly specialized

sites like www.uncjin.org (see following section).
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6.5. Providing information and doing business on th e
Internet

Providing information on the Internet has todaydree standard practice. Gov-
ernments, legislators, international organizatiand practicing lawyers have rec-
ognized the value and cost effectiveness of ugdieginternet as information and
communication platform. Whether it comes to pubfighegislation, reports or in
the case of practicing lawyers some basic inforomator prospective clients, the
Internet, and especially the WWW have substantieffignged the way in which
information is communicated today. Especially intgional organizations with a
wide variety of potential addressees and shrinkinggets could not cope any
longer without this publishing platform. In manysea the WWW is the only way
of reaching the audience, especially in rural srdate areas. Libraries and book-
shops are very difficult to access, but at leasidolnternet connection is today
available in most parts of the world. UNCJIN, theitdd Nations Crime and Jus-
tice Information Network is one of the many succassies of this kind. When the
system was developed, it immediately became poputérinvolved United Na-
tions staff and criminology researcher all overwwld. For involved United Na-
tions staff it meant that the dream of providingess to vital criminological in-
formation to governments and researchers worldwidan acceptable cost had
finally come true. For government officials ande&ashers it enabled access to a
wealth of information that would otherwise not haheen accessible for the ma-
jority of them.

2 Crime Prevention and Criminal Justice - Organized Crime - Microsoft Internet Explorer m-TES)

‘5\& Edit  Mew Favorites Jools Help i
| Address [ €] hirp:/jumw.unode.orgjunode/unciin. bt P | Links >
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Terrorism, Corruption & welcome to the United Nations Crime and Justice Information Netwaork, or UNCIIN, as mandated by United Nations Economic

Human Trafficking | and Social Counil resolution 1986/11.
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Termorism | the United Nations Centre for Intemational Crime Prevention, Vienna. &s such it has received a number of awards.
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Organized Crime 2T,
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wwe woulld like to thank all who have helped to make UNCIIN a reality inthe past: In particular the Institute of Applied
Computer Science and Information Systems at the University of Vienna which hosted UNCIIN from 1995 to 1999 and the US
National Institute of Justice and the Rule of Lsw Foundation's World Justice Information Network who have sponsored part of
Information Services for this wark
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Fig. 34.UNCJIN Homepage
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A major further step in the history of UNCJIN was transfer from its base at
the University of Vienna to a site operated by theted Nations themselves and
its integration in a site supporting the overarghimogram framework, allowing it

to become part of the information offer of the URCP website.
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Fig. 35.UNODC Homepage
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Another leading example is the web-based informagimvided by the Euro-
pean Union. Due to the enormous amount of inforomatelated to the European
Union which is provided via this website, the “EpaoServer” is has become of
the most popular websites.
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Fig. 36.European Law / Document Collection on the EUROPA/&er

For legal information regarding the European Urtioe European Union Law
Portal is the central source used today by acadeand practitioners.

_iaix
Ele Edt Wew Favortes Tools Help
Address [&] hitp:, ' himl =] @0 |unks 7|
. English (2n) Bl
EUR-[/ZX - The portal to European Union law
Europa

5
i T T M T

News

0207/2004> Mewsletter - 612004

30M062004 = Campaigy egainst smoking
28i05/2004 = Personal Data Protection

Aselection of recent published decuments

15062004 = Council Decision of & June 2004 the ¥isa Information Systera (¥1S)
20/03/2004 = Coneil Decision of 17 May 2004 on the conchusion of an & gresment between the Enropean Corammity and the Urdted States of Aerica on the

rocessing an travsfer of PNE. data by fir Cariers 1o the Urited States Departroent of Horeland Secwrity, Buresn of Customs and Border Protection ¥

a)iit

Jourmal

Treaties

Legi
Legislation in preparation

Case law

E emen
Buy the ©1 on GD-ROM

IMPORTANT LEGAL NOTICE i The information on this site is subject to o disclaimer and  copuright notice. Last updated ani 5/7/2004 =
-

Mansaed by the ublicstions Office

[T [ e nkermet

Fig. 37.European Union Law Portal
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6.6. The language of the WWW

Publishing information on the Internet has neveerbeeally difficult, but was
quite laborious in the early stages of the WWW whHeact HTML coding [XML
Guide] was the only available approach. Since #ireabundance of advanced ed-
iting tools, many of them including multimedia cap#ies and the transition to
XML [XML Guide] have made the WWW the preferred fighing instrument.
For a structural representation of legal documan&GML, the “mother tongue”
of HTML and XML see (Pouliret al 1997). Even from very familiar office tools,
such as text processors, HTML and XML code can hevereated. Starting with
these basic forms of publishing to embedding m@tia elements and linking da-
tabases, highly affordable and at the same timehhgpphisticated environments
are availably, in the case of Linux based systewes dree of charge. It is this
technological basis that allows international ofgations and governments to
embark large scale on the latest developments.nGhe rate of WWW uptake in
industrialized societies access to legal infornmatian, at least in these societies,
now be considered as universal. Special variatain§ML, such as LegalXML
and LeXML are trying to create international stamadafor the representation of
legal texts and most legal databases now offer aWMiviterface.

= ET

File Edit Vew Insert Format  Table  Tools  window  Help

- = B &
Mew  Open  Save  Publish  EBrowse  Frint
[lowvien -|® » & A& B 7 U = = =

Article 13 - Exemptions and restrictions

]

1. Member States may adopt legislative measures to restrict the scope of the
obligations and rights provided for in Articles § (1), 10, 11 (1), 12 and 21
when such a restriction constitites a necessary measures to safeguard:
(&) national security;
(b) defence;
(e} public security:
(d) the prevention, investigation, detection and prosecution of criminal
cffences, or of breaches of ethice for regulated professions;
(e) an important economic or financial interest of a Member State or of the
European Union, including menetary, budgetary and tazation matters;
(f) a menitering, mspection or regulatory function connected, even
cccasionally, with the exercise of official autherity in cases referred to in
(€3, (d) and (e);
(g) the protection of the data subject or of the rights and freedoms of others.

8

Subject to adequate legal safeguards, in particular that the data are not

used for taking measures or decisions regarding any particular ndividual,
Member States may, where there is clearly no risk of breaching the privacy of
the data subject, restrict by a legislative measure the rights provided for in
Article 12 when data are processed solely for purposes of scientific research
or are kept in personal form for a period which does not exceed the period
necessary for the scle purpose of creating statistics.

# Normal | EEJHTML Tags | <HTHL> Source | i Preview |
B &b L A B | <bodyr Fo-

Fig. 38.Example of simple HTML text creation in the Comgomodule of Mozilla

As can be seen from this example, the actual segtiite small and a very substantial per-
centage of the HTML code created actually is forudonent formatting purposes. From
a purely technological point this significant oveald also leads to some criticism of
editing tools, because they unnecessarily incréd@se/olume of data that is actually
transferred. Depending on the editing tool andftimmatting features used, the origi-
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nal size of the text might easily be multiplied dyactor of 3 or 4. The other problem
is that the actual information, in our example thet, is not kept separate from the
formatting commands. The potential of the markupcept is in this approach under-
used, because it only takes care of formatting,doas otherwise completely ignore
the structure of a document. Text documents beiregttly coded in HTML do also
come with the disadvantage that once the documnes# keaches a certain size, main-
tenance is quickly turning into a nightmare. Tteatvhy the dynamic feeding of web
pages from databases still is the far better ater. This solves several major prob-
lems: maintenance becomes much easier; formattiognation (markup commands)
is kept separate from the text, which allows the te be displayed on multiple de-
vices, and the structure of documents, i.e. segtiparagraphs, etc. can be dealt with
by the database.

<html>

<head>

<meta http-equiv="content-type"

content="text/html; charset=ISO-8859-1">

<title></title>

<meta hame="author" content="Kirsten Wahlstrom">

</head>

<body>

<big><span style="font-weight: bold;">Article 1FExemptions and
restrictions</span></big><br>

<br>

1. Member States may adopt legislative measuresstdct the scope
of the<br>

obligations and rights provided for in Articles®,(10, 11 (1), 12

and 21<br>

when such a restriction constitutes a necessargumesto safeguard:<br>
&nbsp;&nbsp;&nbsp; (a) national security; <br>
&nbsp;&nbsp;&nbsp; (b) defence;<br>

&nbsp;&nbsp;&nbsp; (c) public security;<br>

&nbsp;&nbsp;&nbsp; (d) the prevention, investigatidetection and
prosecution of criminal<br>

&nbsp;&nbsp;&nbsp; &nbsp;&nbsp;&nbsp; offencesobbreaches of
ethics for regulated professions; <br>

&nbsp;&nbsp;&nbsp; (e) an important economic oafigial interest of a
Member State or of the<br>

&nbsp;&nbsp;&nbsp; &nbsp;&nbsp;&nbsp; European Unigcluding
monetary, budgetary and taxation matters; <br>
&nbsp;&nbsp;&nbsp; (f) a monitoring, inspectionregulatory function
connected, even<br>

&nbsp;&nbsp;&nbsp; &nbsp;&nbsp;&nbsp; occasionallith the exercise
of official authority in cases referred to in<br>
&nbsp;&nbsp;&nbsp; (c), (d) and (e); <br>

&nbsp;&nbsp;&nbsp; (g) the protection of the dathject or of the
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rights and freedoms of others.<br>

<br>

2. Subject to adequate legal safeguards, in péatithat the data

are not<br>

&nbsp;&nbsp;&nbsp; used for taking measures orgiens regarding any
particular individual,<br>

&nbsp;&nbsp;&nbsp; Member States may, where therddarly no risk of
breaching the privacy of<br>

&nbsp;&nbsp;&nbsp; the data subject, restrict bggislative measure
the rights provided for in<br>

&nbsp;&nbsp;&nbsp; Article 12 when data are proeessolely for
purposes of scientific research<br>

&nbsp;&nbsp;&nbsp; or are kept in personal formdqgueriod which does
not exceed the period<br>

&nbsp;&nbsp;&nbsp; necessary for the sole purpdszEaating
statistics.<br>

</body>

</html>

Fig. 39.HTML code representation text and formatting shamvthe previous figure

A more advanced concept is XML [SML Guide], whiatstead of primarily
containing formatting information allows represegtithe structure of a text, i.e.
sections, paragraphs, numbers, which in the casegaf information is an abso-
lute necessity for assuring the long term maintailig of an information base.
Object-oriented approaches become usable and @ timof information from da-
tabases and the export into them becomes muchr dastause XML is capable of
modeling the structures used in databases.

Popular programming languages, such as Java aa&ddapt can easily be in-
tegrated with both, HTML and XML sources. Advanaktabase-oriented script-
ing language concepts, which active server pageP&tP are good examples of,
make it possible to give existing databases thk &oa feel of modern web appli-
cations.

The following series of screen shots describe hasilelegal databases can be
queried today, which comfortable user interfacesythrovide and which enor-
mous wealth of information they offer. As far asess to legislation and Supreme
Court decisions is concerned, many of them alsoecfumfree.
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6.7. E-Administration — a profound change forthe |  egal
profession

The reduction of time and effort invested in thencaounication with clients, law
courts and government agencies has always beety hdgkirable for the legal
profession. Very few lawyers have however envisagedhich extent electronic
mail and the WWW would forever change the way incliithe legal profession
works. Access to legal databases almost makesetiadet! knowledge of relevant
precedents obsolete. Search engines and onlinechsetions will, provided that
they are fed with the right keywords, return rel@varecedents with a degree of
recall and sometimes also precision that has pusiydeen unreachable. Some of
the legal research skills that were once centralitming a case in court today are
replaced with the ability to productively use infation technology. Retrieving
relevant legislation and precedents now is not amgma matter of days of search-
ing in a library; it is reduced to hours if not mtas. Copying and pasting the re-
trieved information into text processors and (aglipresentations has become
standard. In advanced legal environments the eleictisubmission of documents
also is acceptable, closing the circle from theylew's desktop or laptop to a cli-
ent’s or court’s IT environment. The key issuedsriake an electronic communi-
cation safe, i.e. to guarantee confidentiality,egmity, availability and non-
repudiation. The necessary technological infrastimecis today implemented in
the form of PKI's (Public Key Infrastructures). Eteonic signatures, as shown
below, are one of the most important applicati@sulting from the availability of
these infrastructures. So-called “certificates” ethform the basis of electronic
signatures can today be obtained in different forfmam very trustworthy ones,
which are issued only on the basis of governmentifieel documents to those cer-
tificates that are not authorized by any real atith@nd might for example be
used for one transaction only between businessigrartwvho already know each
other. From a legal point of view the differencévien digital signature and digi-
tal identity does at this point become very impattahe more binding, i.e. the
stronger a certificate is, the better the secumiéchanisms supporting it must be.
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Fig. 44.Example of electronic signature processing
(source: http://www.infomosaic.net/digitalsignatoriener.htm)

Although the state of implementation of these istinactures still leaves a lot to
be desired, most governments have realized thgtates the prerequisite for se-
cure electronic communications in many differemteats. That is why electronic
identity cards (citizen cards) are so high on tipengla. Some of the existing infra-
structures, such as the ATM networks operated mkdahave shown that it is
possible to implement and run them efficiently.

6.8. Integrating the Internet with traditional desk  top-based
office environments and databases

The integration of the Internet with traditionafioé software was critical for its
success. As much as Windows based monocultures dwwae under attack for
various reasons, the one benefit they have unddiybtmntributed is a certain
amount of quasi standardization. Certain documemhdts, such as .doc and .rtf
have been at the forefront of compatibility anatioperability long before HTML
and XML became relevant. The tight integration wtowser and e-mail soft-
ware made the Windows based environment even nitreetave for users. Ma-
cOS X and different variations of Unix and Linuxd&y offer attractive alterna-
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tives. Databases, already tightly integrated wifice systems (see (Quirchmayr
and Traunmuller 1990)), are now fully integratedhwiveb technology. The best
known underlying architecture is the Network ConapgitArchitecture (NCA),
which allows for the full integration of Browserdsl client software with appli-
cation software provided via an application serfaalled universal application
server) and database access via a database $ets,environment called a uni-
versal server. Via a standardized interface, therdartridge Exchange, third party
software can be plugged into all three components.

| S Development Envirorment [[ i

Client Cartridges Application Server Cartridges Data Cartridges

Inter-Cartridge Exchange

Any Client UniversallApplication Universal Server,
Server

Lt Menagement Environment e

Fig. 45.Network Computing Architecture (NCA) (Source: Oradlhdite Paper on Network
Computing Architecture)

With the availability of this type of architecturhe integration of different ap-
plications via standardized interfaces to an apfibh becomes manageable. At
the same time, web access to office and databas®ements becomes practical.

For a lawyer’s office the changes brought abouthigyinternet mean that skills
previously relevant might not be of importance dogyger. Instead continuing
staff education and familiarization with the potatst of information technology
are becoming a core part of the professional Mebile laptops and handheld de-
vices, especially PDA’s and smart phones have gnflaence on how cases are
prepared and argued. Retrieving relevant docun@rdsaccessing legislation and
precedents that might be of importance can nowdpe dnh real time. Preparation
is still very important, but being able to use thehnology to counter an oppo-
nent's argumentation is slowly gaining the samesllelzaw courts of the future
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will provide access to huge amounts of informatiprimarily legislation and
precedents, for all parties involved in a case.réfoge it becomes essential to be
able to make use of the present and future netwlodkeices, which will become
core instruments of the profession. Another skidittwill be central to succeeding
in the profession is being able to quickly intetpgad apply the information re-
trieved via the networked devices. Communicatiothlie lawyer’s office today
also enters a different dimension. It is not otlg mobile phone giving access to
support staff, it is the whole IT infrastructurethvits wealth of information that
becomes accessible, be it document collections| ldatabases, case collections,
material that can constitute important evidencarfeed documents, digital pho-
tographs, etc.). In an extreme case the lawyergbpiasent at court can via the
network access a whole team of other legal expmarexpert withesses and do-
main experts who can be asked for an opinion. Wagtthe traditional procedural
framework is severely shaken by the introductionemhnology and court cases
can quickly see a complete turnaround through ffieient use of technology.
The admission of such technological support isymitstandard, but can be ex-
pected to soon be. Investigators being able toym®diecisive evidence and law-
yers being able to present relevant legislation prettedents and come up con-
vincing arguments have previously been the celelirhéroes of court procedures.
Today a new group, the technologist being ableutatiee power of IT behind the
lawyer fronting an argumentation strategy, joirsnth It is obvious that the almost
ubiquitous access provided by the Internet and owdsd devices has already
changed the way in which lawyers work and will ¢oné to do so. Judges and
prosecutors are no exception and given the enormoudsoad most of them are
faced with, information technology might well bethnly chance to prevent a to-
tal breakdown of the system.

Legislators at the other end of the spectrum befir@fin the advancing tech-
nology as well. They have worldwide access to sinégislation and expert opin-
ion, which before the time of the Internet was haatcessible, and if so, it was
an enormous burden to retrieve all relevant docuatiem that would be helpful
in the process of creating legislation. Especiallyan international context, of
which the European Union and the United Nationseaellent examples, coordi-
nated efforts would be impossible without the suppef internationally net-
worked environments, simply because they couldbeotarried out in reasonable
time. The example below shows how the InstituteshefUnited Nations Crime
Prevention and Criminal Justice Programme Netwaskk the Internet as common
platform in a closely coordinated effort.
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Fig. 46.United Nations Institutes supported by UNCJIN

From the Australian Institute of Criminology to tNetional Institute of Justice
in Washington, Canadian, European, African and giartners to the coordinat-
ing United Nations centre in Vienna all partnera caw efficiently contribute to
providing a substantial and unique information blaseoractitioners and research-
ers.
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Fig. 47.United Nations Institutes using the WWW as infotioma platform

This is only one example of virtual communitiesnfiimg thanks to the technol-
ogy. Communication via electronic mail, distributidists, discussion boards,
shared web spaces, as well as the joint productical different sorts of elec-
tronic documents has now been made independentgtace and time. When in a
traditional legal environment sam e place / same t¢ollaboration was the rule,
this no longer hold s true. Virtual presence vitorafable Internet based audio -

and videoconferencing is changing the way in wrdolrt procedures are con-
ducted.

6.9. Emerging technologies: Mobile, ubiquitous, and
pervasive systems

Ubiquitous access to the Internet is more and maoreng into a standard and sys-
tems are becoming more and more pervasive. Givempaper-based tradition of
legal procedures, this change is revolutionaryeeigly with respect to accessi-
bility, production and flexibility. The concept afdocument is also changing rap-
idly. Drawings, images, audio, and ultimately videm all be part of an electronic
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document and can be transferred electronicallycwimeans that the type of in-
formation that can be used on demand by lawyenmtisanymore limited to text
and sketches. It is especially handheld devices d@ha influencing the way in
which lawyers carry out their work. Laptops with Inile Internet access are the
most popular tool being used, but hybrids betweensgnal digital assistants and
mobile phones, such as the mobile digital assigfisidA) are already entering
and changing the work environment.

T-Mobile’s Mobile Digital Assistant Il
with mobile office, integrated camera, GSM tri band

Fig. 48.M(obile) D(igital) A(ssistant) (Source: http://wwin
mobile.at/business/mobiles_arbeiten/MDA/index.html)

The next generation of equipment, which Bluetoathigped smart phones are
a first glimpse of, will be characterized by trueryasiveness, i.e. not the device
logging on to the network, but the work environméudging on to the device
once it comes within reach of the network. Basedhenuser profile certain func-
tionality will be provided and depending on thedtion a personal work environ-
ment will be created. In the case of a lawyer thesans that once a courtroom is
entered, work environments will become active ddpenon whether the person
is a judge, prosecutor, defense lawyer or a cleoffeer. It also enables the sup-
port of remote activities, provided that networlcess is available. One conse-
quence is that in the not too far future lawyeri 8ee a strongly increasing de-
pendence on networked environments without whiely thill find it very difficult
to efficiently perform the tasks assigned to them.
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6.10. Security and stability: Concerns for Internet  -based
infrastructures

The availability and accessibility of IT infrasttuce and the confidentiality of
data and communications are one of the major ismlated to the use of Internet-
based technology. For a discussion of the closdated issue of business continu-
ity see (Quirchmayr 2004). With the first PDA viasssurfacing and different
forms of attacks on communications infrastructiresoming a common problem,
users are starting to worry about whether dependendechnology exposes them
to an unacceptably high risk. So far mobile pham@ge been kept virtually free
from trouble, but with hybrids between mobile phemad personal digital assis-
tants being introduced on the market, the situatias changed completely. As
most of these devices use standard operating systeey are becoming vulner-
able to attacks traditionally used against servéesktops and laptops. There are
also new forms of attacks, the so-called sleepidaion attacks, which are aimed
at working down the battery of the attacked dewseayuickly as possible. Recent
problems with Bluetooth phones have shown whichgdes future technologies
will be exposed to. Standard security tools, suglvieus scanners and personal
firewalls will have to become part of the basictaafe platforms installed on
these mobile devices. This will very soon lead tteenand for increased computa-
tional power and it will be difficult to distinguisbetween hybrid mobile devices
and traditional laptops in the future. With phoregds and WLAN cards being
built into many laptops already and smart phonésrioigy specially tailored ver-
sions of traditional office software, the only disfuishing features will soon only
be size, storage capacity and the type and powtregirocessor(s) used. Security
therefore is a truly pervasive issue and the okbwein that protecting the weakest
link in the chain is essential to the securitylaf tvhole environment, is as true as
ever. The problems we are seeing today with ti@uhdi Internet connections will
soon also be the problems of mobile equipment. kisewledge of how to protect
devices and the networks they are connected tobwilbne of the key issues. To
keep IT environments manageable it is also envisdigat end user devices will
only be tools for rendering information and softevaand data will be kept on
servers, which are much easier to maintain aneép lsecure than all the different
types of mobile equipment. The process of re-cénaition has already started
and some companies, such as SUN Microsystems kéth glogan “The Network
is the Computer”, have paved the way. Server ahdark capacity will therefore
soon be the key factors determining which applicetican be made available for
users. Further very interesting reading in secuntgt the technological protection
of privacy can be found in (Bishop 2002), (Pfleege03), (Fischer-Hibneat al
2002); for a legally oriented discussion of datat@ction see (Seipel 1974).
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6.11. Mobile lawyers and live spaces: A look at
“technology without walls”

Through walls communication has always been higelsirable by law courts and
practicing lawyers for making work more independeoin the place, i.e. the law
court building. Getting outside information intoetltourtroom has always been
costly and time consuming. With cameras, both plaoid video, connected to the
Internet, the live feed of information becomes falss In reverse, the live feed of
what is going on in the courtroom can be made adalesfor lawyers participat-
ing from the outside. The technology also make®4sible to interview withesses
and get the evaluation of an expert from the oatsé&dg. from the scene of a car
accident without actually bringing them into theudooom. As discussed earlier,
it is today possible to create access to spediailgred work environments (live
spaces) via the Internet, provided that the necgssswork, server and end user
device capabilities are in place (see (Quirchmadd13). Technology that has
been amply tested in spaceflight, avionics, myitand law enforcement opera-
tions will soon be available at a price makingfibedable for the legal profession.
The greatest potential is that via this technoladyhoc networks of experts can be
formed at a reasonable cost.

As demonstrated by experiments with advanced aeciand planning room
concepts, the new functionality provided by thiswerked and tightly coupled
environment has a significant influence on the psses in place to carry out
tasks. It is expected that with the availabilitysoth technology the way in which
legal argumentation will take place will substallyizhange. From a more legal
viewpoint privacy issues will for the foreseeahlgufe be a focus of the discus-
sion.
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e-World Lab at the University of South Australia

Stanford iRoom

Fig. 49.Examples of advanced decision and planning roamejats (Source: http://e-
world.unisa.edu.au)

Together with techniques developed in the fieldadfficial intelligence, this
approach will lead to a parameter driven, self-mpnfng decision support envi-
ronments.
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Fig. 50. Active content feeding into decision support eoniment (Source: (Quirchmayr
2001))

With the core of the application being the decisgupport module, future
knowledge (management and access) networks (fowlkdge management in
electronic government see (Wimmer and Traunmu20&3a), and (Wimmer and
Traunmueller 2003a) and (Wimmer 2004)) will be gelatowards providing ex-
actly the information needed for making a decislorthe case of a lawyer the ap-
proach might be slightly different in that in céntasituations the goal to be
achieved is clear and the argumentation being thit pvhere support must be
brought in (e.g. defense and prosecution). Fonanaew of artificial intelligence
and law and legal expert systems the reader isregféo (Ashley 1988), (Fiedler/
Traunmdaller 1986), (Fiedler/ Traunmuller 1989), stand 1990), (Schweighofer
and Winiwarter 1993), (Susskind 1987).

6.12. Selected best practice examples

The use of the Internet by law courts and law exgforent agencies has become
standard practice. There is an abundance of regetae examples, some of the
best being the European Court of Human Rights a&&Upreme Court.
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Fig. 51. Websites of the European Court of Human Rights AerdSupreme Court of the
United States

Public prosecution and police have for a long tinsed the WWW to offer
valuable information and have used Internet teaggl mainly e-mail, to offer
one more way of communication, as the website @fTtbxas Department of Pub-
lic Safety shows.
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One of the best-received Internet-based legal

[ | [e mtemet

nmédion systems inside the

European Union is the Austrian Rechtsinformatiogtay (RIS). It offers access
to a wide range of information from legislationdourt decisions and new legisla-

tion being proposed.
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Another ambitious and very successful website imgleted by the Austrian
government is geared towards guiding citizens thinoprocedures in different
“life situations”, which applying for a birth cefitate, a passport or a driver li-
cense are very typical examples for. This sitanithe interest of citizens as well
as government officials, because it prevents cizBom wasting time on both
sides by not having the necessary documentatiatyydallowing the wrong pro-
cedure or approaching the wrong government ingiiutt is obvious that this site
has quickly become very popular and has been pbiotas a leading example to
be followed by several experts in the field.
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Fig. 54.www.help.gv.at

One of the specialties of this site is the provisid basic information in several
different languages, mainly those of neighbor coeast

The necessity of offering these types of websie®t¢ognized worldwide and
regional and state governments also use them imtdynsespecially where com-
munication with remote areas could otherwise p@es®ss problems. Offering a
one-stop shop is the obvious goal pursued by taisHs.
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Again residents searching for information and aglii@ave 24x365 access to
this first contact point. The most important aspedhat information offered via
the SA Central website is not limited to traditibgavernmental information. This
website is instead a real central hub for providirfgrmation about South Austra-
lia with government information being only one bktstreams. The direct link
with Service SA (http://www.service.sa.gov.au), thee-stop shop government
services website on one side and the tourism ame widustry on the other,
shows the close cooperation between governmenthanprivate sector.
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As successful as these websites are, they leath&iatial intra-organisational
changes. In (Gordon 2004), (Lenk and Traunmullé¥9)9most of the significant
trends and issues in electronic government areistsd.
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The public perception of the profession of praaticiawyers on the Internet
mainly consists of online directories of legal $eeg available and of who offers
them. It is hardly noticed to which extent the commication with law courts and
government agencies do already rely on electrowiit amd different types of file
transfer. Today the communication is mostly handledctly from traditional of-
fice software installed on the desktop or laptop.

6.13. Conclusion

As in other professions, the Internet and espgcibé WWW and electronic mail
have become pervasive tools in the workplace. Mosguipment, be it networked
laptops, personal digital assistants or smart ph@ma other hybrid technology
have already started to influence the way in wHedal procedures are carried
out. Citizen interaction has also changed substiyntince WWW-support was
introduced for government agencies.

The most profound change however is yet to come&eG@uvanced workplace
concepts, which “live spaces” are a first indicataf, are implemented, the perva-
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siveness of technology will start to influence etle@ way in which court sessions
are held. The Internet has been and still is alu¢iemary technology without
which it would be hard if not impossible to copetwihe workload the legal pro-
fession is faced with today.






7. Artificial Intelligence in the Real Legal
Workplace

Marc Lauritsen

7.1. Nature and artifice

Very little — other than the people and potted fdanin a contemporary law office
is natural. Those who spend time working in such a placesareounded by arti-
facts of human ingenuity. The environment they bihis almost entirely “built.”

It consists of desks, chairs, tables, books, teleph, pads, pencils, paper clips,
staplers, copy machines, tiled floors, plasteretsyglass doors, synthetic rugs,
filing cabinets, ...

Many of these objects and instruments are so ad@miliar as tdeel natural.
They mix with thousands of other unnatural formstele for granted and intui-
tively weave into our everyday work lives. Over tlast several decades, com-
puters and related information devices have takenesidence in this landscape,
gradually fading into the background.

The predominant artificiality of the legal workp&ae or any office for that
matter — has been true for centuries. Lawyers imaBéthan England may have
contented themselves with rougher furniture — dachsier forms of pen, ink, pa-
per, and case books — but they occupied an alreadgtural information system
instantly recognizable by 2Eentury lawyers.

Law itself has always been highly “artifactual,” artificial, like human lan-
guage and its other cultural outgrowths. Such thiogcupy a midplace between
the born and the made, between the naturally egadwel the humanly contrived.
Law is a societal technology, one grand hybrid of asifand evolution. It's not
coincidental that law, genetics, and software eacgblve “code” as a core instru-
ment.

We tend to think of legal “technology” as co-exteaswith modern informa-
tion and communications technology, even thoughnelogy goes back to earli-
est days of law, and reaches into its innermos¢.c(Bomething very similar is
true of music — its electronic dimensions barelybgak a century, but sophisti-
cated technology has been involved in musical umsémts since at least the Ren-
aissance.) Nonethelesscentlegal technology certainly is dominated by comput-
ing and telecommunications.

Our era is witnessing especially rapid change i bfalance between the
amount of working knowledge that is encoded inihenan mind and that which
is encoded in artificial devices. The rise of ndoldigical intelligence is likely to
be the defining feature of the 2&entury. Maybe even in the legal sector.

We're already accustomed to artificial light, aci&l sweeteners, synthetic
telephone receptionists, plastic ferns, and fakeid.&/uitton handbags. Increas-
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ingly we're surprised when thingse natural. So what'’s the big deal about artifi-
cial intelligenc& Are we just starting to feel that our intelled¢tuaiqueness is
threatened?

This chapter aims to supply an informal, practigalv of Al's role in the con-
temporary real-world law office technology sceney ibal is to provide a frame-
work within which you can place some of the manteiiesting ideas, facts, and
opportunities.

7.2. Three kinds of knowledge technology

| find it useful to distinguish three kinds of knladge tools:

» Tools that store and distribute knowledge
» Tools that extend the human mind
» Tools that perform autonomous knowledge work

This admittedly arbitrary division can be explaingyg giving examples of re-
lated technologies in both the material world aralihformation world.

7.2.1.Storage and transport

Table 5. Storage and transport

The material world The information world

boats, trains, planes writing and print

ice houses, refrigeration e-mail

pickling, canning, mummification video conferencing

electric batteries document management

flywheels the contemporary Web, intranets, extra-
nets

In the material world examples above, some formmatter or energy is being
moved from one place or time to another, withditbr no intentional change. In
the information world exampl&s humanly expressed knowledge is being moved
from person to person, place to place, or timente £ again, with little or no in-
tentional change. Technology serves as a passidgumeor conduit succeeding
most when it changes least what it carries.

36 No connection is meant to be implied between exaspn the same line in the left and
right columns
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7.2.2.Extending humans

Table 6. Extending humans

The material world

The information world

hammer word processing

saw text retrieval

chisel spreadsheets

plow outliners

lever visualization

chainsaw groupware

telescope handwriting recognition
microscope merge text/macros

power saw spell & grammar check
X-ray imaging document comparison tools

In the material world examples here, some physgicakiple is exploited to mul-
tiply human muscular or sensory powers. In therimfation world examples, in-
tellectual energy is multiplied. Technology serasgever, succeeding only to the
extent it amplifies its inputs. It performs itsedh the “hand” of some human.

7.2.3.Independent work

Table 7.Independent work

The material world The information world

clock expert systems

windmill document assembly

steam engine rule-based calendaring

internal combustion engine spiders and knowbots

electric motor data mining, rule induction

industrial robots auto categorization and summarization

In the material world examples, matter has beeangad into a device that per-
forms useful work, largely on its own. In the infumtion world examples, intel-
lectual labor is performed semi-autonomously. Tetbgy serves as substitute
for or supplemento human effort. It is typically set in motion layhuman, and
performs at that person’s behest, but does noineegantinuous contact or super-
vision to accomplish useful work. Indeed, technglag this category begins to
seem more of an “agent” than “tool.”
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7.2.4.Law office knowledge tool examples

Just a few examples from the contemporary law effiechnology marketplace
should suffice to round out this scheme. Note that practice itself is conven-
tionally divided into contexts that focus ditigation and those that focus on
transactions These of course often overlap. In each of theetlwategories below,
applications from both sides are mentioned.

Table 8. Type 1 knowledge technology (storage/distribution)

Litigation practice oriented CaseShare, LextraNét— services that provide
online repositories of pleadings, decisions, exhib-
its, transcripts, and other materials involved in
pending cases.

Transactional practice oriented iManage, Hummirgybi¥Vorldox — document
management systems widely used in law offices

Both Online legal research databases, and speéific n
products like West KNF and LexisNexis Total
Searck®

Table 9. Type 2 knowledge technology (mind extender)

Litigation practice oriented CaseMaff — a spreadsheet-like tool for organiz-
ing the people, issues, events, evidence, and other
components involved in a case

Transactional practice oriented “Deal calculatoie”’ figuring capitalizations in
equity finance, other kinds of calculators
Both Case and matter management systems

37 www.caseshare.conmww.lextranet.coml apologize in advance for not providing fuller
descriptions and citations for many of the prodactd companies mentioned. Given the
rapid change in the legal technology industry, msebh information quickly becomes
obsolete.

38 west.thomson.com/westkm

39 www.lexisnexis.com/totalsearch

40 www.casesoft.com
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Table 10.Type 3 knowledge technology (autonomous knowlegigek)

Litigation practice oriented Attenex Patterrf, Valord?, DolphinSearch — ad-
vanced tools for classifying and characterizing
documents in the discovery process.

Transactional practice oriented  GhostFill, HotDocs, Rapidots— document as-
sembly engines; DealPrdéf— advanced proof-
reading tool; Recommiriél

7.3. Al more specifically

When asked to define artificial intelligence fornaspecialists, | tend to use the
following definition:

“Al is the study of what we know, how we think, ahdw we might get machines to do
some of our knowing and thinking for us.”

| point out that there is no precise definitionuersally agreed upon, but that
Al applications typically involve

« Advanced programming techniques, and
« Explicit knowledge representation

Another point often made, with both humor and aei®ss, is that Al is
“whatever computers can’t do yet.” Once programnfigngre out how to accom-
plish some hitherto mysterious cognitive task, ldqgical character recognition,
the task seems to lose its allure. To use an Amweriicotball analogy, every time
the team gets a first down, the referees move daémpsts further away.

Ironically, some Al work seems driven by its ownmryw@rogress, resulting in a
kind of arms race between people and machinesinstance, web sites need to
use increasingly sophisticated techniques to ptelsalk submission of HTML
forms (e.g., by those creating email accounts framth to unleash spam). They
sometimes present a difficult to read image thadedo be transcribed into char-

41 www.attenex.comAttenex Patterns is document mapping softwarehvhiaims at least
10 times (“at 10 x") productivity improvement foleetronic document discovery using
natural language processing, computational lingisistatent semantic analysis and in-
formation visualization techniques

42 www.valoratech.com

43 www.ghostfill.com www.hotdocs.comwww.rapidocs.com

44 from Expert Ease Software, Insvww.dealproof.com

45 www.recommind.comRecommind develops text management systems thamate
tasks related to finding, organizing, and distiiibgttext-based information — documents,
emails, presentations, contracts, etc. Recommin@dyets combine retrieval, categori-
zation, and entity extraction technologies, usiatepted algorithms based on probabilis-
tic latent semantics and other statistical metttodsutomatically determine concepts in
text.
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acters and numbers, maybe with randomly varyingsriike “only enter the green
numbers,” or the upper case letters, or the oddbeusy in the hope that, so far,
only humans can handle such tasks effectively.

7.3.1.What does it mean to be “smart”?

One challenge in talking about Al arises from oncertainty about what consti-
tutes intelligence. What does it mean to be “sn?afibing lots of dumb stuff fast?
Is it sometimes (always?) just the cumulative dffafclots of unintelligent little
parts?

In what different ways can intelligence be achié¥&lch behavior (sensory-
motor activity accompanied by emotional experiengedated genuine intelli-
gence in our evolution; why should we expect ifgethce from things that exhibit
no rich behavior? Or is intelligence more like filgi— which airplanes turned out
to accomplish through totally different historiesdameans than insects and birds
employ?

Al can be like an exquisite glass flower — justaesare amazed when an artist
creates something so true to nature, we have & s#rswe when machines ex-
hibit something so seemingly unique to humans.

7.3.2.Some distinctions

Some distinctions can usefully be made.

First is the perennial legal/nonlegal distinctiovhich is hardly a bright line.
While | think we should fairly include as “legalctenology” all kinds of applica-
tions used by anybody, anywhere, to accomplishl legak, this chapter focuses
on lawyers and other professionals rather thansifthelpers. And attention is
mostly on settings describable as law offices —thérein private firm, corporate,
not-for-profit, or governmental settings — whereple are doing legal work as
part of their jobs, rather than other contexts moh law-related activities are oc-
casionally undertaken.

Second is the important difference between therpiaiéy useful and the actu-
ally used (delivered, successfully deployed). Thaee many places in law where
smart applicationsould be useful, but aren’t now, or may never be, fosoes
extrinsic to their innate utility.

And third is the distinction between engines, ohélts,” and application-
specific content. Some tools come with intelligeloceknowledge, others are de-
signed to be filled by someone. Typically theresisne knowledge and intelli-
gence — law-specific or otherwise — embedded dt lzokls.
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7.4. Al in law

As a self-appointed ambassador between the ladigjlyint worlds of Al research
and applied technology, I've come to define appigces with certain characteris-
tics as the “Holy Grail,” namely those that

1. seem undeniably intelligent,

. involve non-trivial Al techniques,

. embody distinctively legal knowledge,

. are in actual, regular, non-experimental use, and

. are interestint§ for a general audience — or, better yet, make lpegp“Wow!”

b wiN

Needless to say, this quest continues. Two seasumsetvers began a recent
article with an alarming statement;

As long-time enthusiasts for the great potentiabdfficial intelligence techniques to
transform the practice of law, we are frustratetitodoe able to citany fully unqualified
examples of “true Al” that have been successfudipldyed in the “real world” of law prac-
tice. There is as yet no obvious poster child far field. (Oskamp and Lauritsen 2003)
[Emphasis added.]

Why and how can that can be is discussed in theseetion. But first, let's re-
view what practical applications thenavebeen.

7.4.1.Legal uses of non-legal Al

To the extent that Al-related applications are enésn the law office, they are
mostly “non-legal” in nature. By that | mean th&ey involve techniques and
knowledge content that are not distinctive to legatk.

General Al topics include the following:

» Logic programming

* Rule-based expert systems

* Roboaotics

« Speech recognition

« Natural language understanding
+ Atrtificial vision

* Neural networks

* Machine learning

* Planning

* Fuzzy logic

Some of these generic categories play out in legatexts. (There are not
many lawyer robots, yet. Except for the carbon-Oasees.) For example,

46 What's useful and what’s interesting, or course, loa largely orthogonal dimensions
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» Optical character recognition

» Natural language interfaces to online researchodats

e Speech recognition

« Handwriting recognition, as seen in pen-based caimgpwn the new genera-
tion of Tablet PCs

» Language translation

» Automatic categorization

» Expertise profiling

» E-discovery products mentioned above (Attenex, k&la.)

There is in fact quite a bit of unlabeled Al at wan the legal sector.

West Publishing’s WIN (“West is Natural”) naturalnguage search tool (Tur-
tle, 1995), and comparable offerings from LexisNelave put some Al-related
technologies in the hands of average lawyers. Twoeat products from these
publishers are particularly interesting:

e “More Like This Headnote” is a feature that helpsxisNexis users seek
analogous cases by converting headnotes into hatunguage queries. The
system is specifically adapted to handle long eserand contains selected
elements of term normalization that extend the ditfteaf the search beyond
the surface structure of the headnote's text. Targgults are identified
through ranking procedures that help select amongpeting portions of text
to return optimum results in a format that can hsilg reviewed by the re-
searcher. A customized digest of matching headriateor best paragraphs)
is compiled and displayed in real time.

» West has introduced a new document classificagamhrtology, called CaRE
(for Classification and Routing Engine), both asedtiitorial aide and as an
aide to online searching. It can be used to supmphtranalytical materials,
West's knowledge management suite (West km), andtiig's document
recommendation service, ResultsPlus. CaRE invoiwahiple voting algo-
rithms, several rounds of machine learning, anohitrg against West's for-
midable corpus of a century of legal materialseadly marked up against a
category space consisting of several hundred tmolisaynotes.

7.4.2.Legal uses of legal Al

Al topics with more specialized relevance to thgalevorld include:

e Conceptual retrieval
» Legal expert systems
» Argumentation

» Deontic logic

» Case-based reasoning
* Intelligent tutoring

e Document modeling
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« Ontologies

These all involve activities seen as among the pooéessional tasks of law-
yers, and belong to the second and third knowléeigfenology categories laid out
above.

Commercial law-oriented applications related teéhAl topics include:

« Inferencing systems and rule engines — e.g. IJhéhmartRules

* Practice system engines and associated productg).— @APS, Lawgic,
SmartWords, JURICAS

« Document assembly — e.g. HotDocs, GhostFill, RaqggdDealBuilder

« “Document disassembly” tools for breaking text®intauses or other mean-
ingful chunks, for purposes of analysis or retrlevasee for instance Qshift
by Ixio*®

e Markup tools for turning document models into audbed drafting systems —
this is an approach taken for instance in connectiith DealBuilder by
Business Integrity

Most of the above can fairly be regarded as knogéedlased, “smart” soft-
ware.

Several large international law firms have begudédploy self-help, web-based
applications for their clients. These include Londmsed Linklaters, with its
“Blue Flag” system for derivative transactions ghttivww.blueflag.com), New
York-based Davis Polk & Wardwell's “Global Collaté¢iProject,” Blake Dawson
Waldron (Sydney), with its “Virtual Lawyer,” and ibrd Chance’s “NextLaw”.
(Branting 2001, Mountain 2001)

Significant Al-based systems, not surveyed herge Hzen deployed in gov-
ernment social security and welfare contexts intflia, Europe, and the U.S.

Consumer-oriented systems also deserve mention. pfeparation software
such as TurboTax is very popular in the United &tahs are estate planning and
contract drafting programs. “Quicken Family Lawydry Parsons Technology,
and WillMaker, by Nolo Press, are two examples.ofiline expert system for the
formation  of  Australian  companies is  commercially vaidable
(www.incorporator.com.au)

7.5. Obstacles and opportunities

Al as a discipline is at least fifty years old, adépending upon how you count,
legal Al is at about thirty years old. Why do wevdao few applications to show
for all the work that has been done? Is it reatlyligle? What cultural and eco-

47 www.jnana.com
48 WwW.ixio.com

49 www.business-integrity.com
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nomic dynamics have held back adoption? What tremesafoot? What develop-
ments can be predicted? Here are some reflections.

7.5.1.Theory and practice

The world of Al research is characterized by

» Veryrich literature

» Long traditions

e Many international centers of research and academigry
e Good journals and conferences

The world of applied Al, on the other hand, seemisitolve

» Scattered pockets of activity
» Occasional commercial outbursts
» Little coordination or cross-fertilization with thesearch world

The results of Al research and development arenditghly useful but so far
little used. Many experimental applications of Al legal practice have shown
promise. But they rarely mature into full-scale kdgment. There is very little
“industrial” research and development in the leggdtor. And few institutions of
any kind — commercial or academic — are dedicatqutdctical applications.

There are presumably Al-related tools at work iw lirms and departments
that are kept out of public view for reasons of petitive advantage. And there
are quite a few examples of products getting aloédde market. High end docu-
ment assembly systems like CAPS and WorkForm,rfstance, boasted features
in the early 1990s that still aren’'t matched by lmapions with present commer-
cial viability.

7.5.2.The legal industry

The legal industry, estimated at over $150 billjer year in the United States
alone, is a surprisingly fragmented, undercapialjzand inefficient sector. Law
firms are organized as partnerships, which cantiotaly accept capital invest-
ments from non-lawyers. Work is still predominantlyarged for by the hour, re-
sulting in serious disincentives for labor-saviaghnologies.

Law firms and legal departments have made big tnvests in information
technology, and continue to incur large IT opegtéxpenses. But, for all the
money that has been and is being spent on legaklatively little has been ad-
dressed to systemizing core professional taskschwhiill eventually yield the
greatest return on investment. There is still dadfural, psychological, and struc-
tural resistance to investing in that kind of systtion.
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Some dynamics of the current legal industry norletiseseem to be preparing

the way for greater receptivity to Al-like applicats:

Many firms continue to grow in size, often througdnsolidation, requiring
better systems for effective operation.

Sophisticated clients are paying more attentiothéoaggressive use of tech-
nology.

The Web has brought some advanced tools, suchlia® @uvice and docu-
mentation systems, closer to clients than everrbefo

The gradual adoption of flat fees and other forisadue billing is yielding
greater price transparency and heating up the defeaiimproved productiv-
ity.

Some firms are actually billing clients for usekoiowledge systems. We are
beginning to see innovations such as system desedopeceiving billable
hour credit for useful work performed by their dieas in the hands of other
practitioners.

There is a high level of lawyer dissatisfaction anability, and the software
environment is increasingly a factor in work sattgfon.

Many firms face a staffing crunch for good non-lawpersonnel. There are
high turnover rates for IT and knowledge managerstif. Legal knowledge
system specialists do not generally find law fircamigenial places in which
to make a career. At the same time, there is duwgigd talent looking to do
legal knowledge engineering. New kinds of orgamizet may emerge at
which advanced applications for use in law practiae be profitably devel-
oped, in turn making them easier and less expeffisifems to adopt..

There is an increasing knowledge intensity in legatk. Both the amount of
relevant information needing to be processed aeddocity of change need-
ing to be accommodated are increasing.

Both established and emerging economies are headked direction of more
legal work needing to be done. If our optimistigpegtations of new democ-
racies, committed to the rule of law, are justifiedtelligent technologies
could be critical to their success. Globalizatitself is a force that tends, at
least in the short term, toward increasing quarditgd complexity of legal
work.

7.5.3.Signs of change

People who claim that we’ve progressed little frima days of WordPerfect 5.1
and MS-DOS are largely correct, in terms of howectagal work is done. We
now have multi-tasking and graphical user interfaceire. The Internet is ubiqui-
tous and email has become the centerpiece of mafiggsional lives. Most firms
have fancy document management systems and soplstilitigation support
tools. Some have portals and other knowledge shagnhnologies. But apart
from the “unlabeled,” non-law-specific applicationstlined above, and the few
law-specific examples, Al remains little in evidenc
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There is, however, a growing use of mass marketwladge-encoding tools
like HotDocs. Vendors now are less hesitant to petmAl themes. At a recent
major legal technology conference, several sessarertificial intelligence drew
a gratifyingly substantial audience. Together witie general dynamics just re-
viewed, things seem to be picking up. | don’'t seé@ping point just around the
corner, but my optimistic sense is that legal Abiisan upswing.

7.6. Room for improvement

Much current legal work is embarrassingly, absuraigasteful. Al-related tech-
nology offers great promise to improve that sitiatiBut we haven't yet seen
much genuine encounter between inventors and gshola the one side, and
business people and users, on the other.

What percentage of legal work thaduld be cost-effectively performed by in-
telligent softwares so being performed? My instinct is that the ansisex very
small percentage, certainly in the single digitser® is a vast potential market for
good quality, reasonably priced knowledge systemassarvices.

Lawyers need to consider where intelligent toolkenlbusiness sense. Only in
value-billing? How will practice be different inveorld of “things that think”?

Knowledge technologists and researchers shouldidemsiow the fruits of
their labor can be ripened by enlisting practitioimput.

Law is important, maybe critical, for the futuregibbal justice and prosperity.
Knowledge technology, appropriately managed, isoirtgnt, maybe critical, for
the future of law. Those of us who know and careualboth things need to exert
disciplined and energetic effort if we expect pgsithange.
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