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ABSTRACT

WORKING MEMORY CAPACITY AND L2 SPEECH PRODUCTION: AN
EXPLORATORY STUDY

MAILCE BORGES MOTA FORTKAMP

UNIVERSIDADE FEDERAL DE SANTA CATARINA
2000

Supervising Professor: Dr. Barbara Oughton Baptista

This study investigated whether there was a relationship between working
memory capacity and L2 speech production and whether this relationship was task-
specific or domain-free. The_ pafticipants were 13 advanced learners of English as a
second language at the University of Minnesota. Participanis’ w;rking memory capacity -
was assessed by mééns of the speaking span test (Daneman, 1991) and the operation-
word span test (Turﬁer and Engle, 1989), both designed in the L2. L2 speech production
was elicited by means of a picture description task and av narratiye_ task. Four aspects of
speech production were assessed: fluency, accuracy, complexity, and'weighted lexical
density. ‘Statistical analyses revealed that, in both tasks, working memory capacity, as
measured by the speaking span test, correlates positively with fluency, accuracy, and
complexity, as predicted, and negatively with weighted lexical density, contrary to
predictions. The analyses also revealed that the speaking span test is a significant

predictor of fluency, accuracy, and complexity in L2 speech and that it partially accounts

for variation in L2 oral performance. The analyses further indicate a tendency for an
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interaction between pauses and hesitations, and between fluency, accuracy, complexity,
and weighted lexical density. Fine.lly, the analyses indicated that the operation-word span
test suffered a methodological error and yielded inadequate data to discuss whether the

relationship between working memory capacity and L2 speech production is task-specific

or domain free. To explain the relationship between working memory capacity, as .
measured by the speaking span test, and the measures of L2 speech product10n, 1t is

proposed that L.2 grammatical encoding is a complex subtask of- LZ speech production

that requires the control and regulation of attention. - . '7 L
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RESUMO

CAPACIDADE DA MEMORIA OPERACIONAL E PRODUCAO ORAL EM L2: UM
ESTUDO EXPLORATORIO

MAILCE BORGES MOTA FORTKAMP

UNIVERSIDADE FDERAL DE SANTA CATARINA

2000
Professor Orientador: Dra. Barbara Oughton Baptista

- Este estudo investiga se ha relagdo entre a capacidade da meméria operacional e
produgdo oral em L2 e se esta relagdo € especifica a tarefa de producdo da fala ou de
natureza geral, independente da tarefa que estd sendo desempenhada. Os‘participantes'
deste estudo foram 13 alunos de inglés como segunda lingua na Universidade de
Minnesota. A capacidade de memoria operacional foi medida através do speaking‘ span
test (Danéman, 1991) e do operation-word span test (Tumner & Engle, 1989), ambos
aplicados em inglés. Duas tarefas foram usadas para elicitar a produgdo oral em L2:
descri¢do de uma gravura e narrativa. Quatro aspectos da produgdo oral foram medidos:
fluéncia, precisdo, complexidade e densidade lexical. Analises estatisticas mostram que a
capacidade de memoria operacional, quando medida pelo speaking span test, se
correlaciona de forma positiva com fluéncia, precisdo e complexidade e, de forma

negativa, com a densidade lexical, em ambas as tarefas. As analises revelam, também,



que o speaking span test pode prever o desempenho oral em L2 nos aspectos de fluéncia,
precisdo e complexidade gramatical, explicando parcialmente diferengas de desempenho
nestes aspectos. As analises revelam, ainda, que ha uma tendéncia para uma 'intefac;io
entre pausas e hesitacdes, e entre fluéncia, precisao, complekidade e densidade lexical
duranté a produc;io oral em L2. Por fim, és analises mostram que o operation-word span
test sofreu um erro metodolégico na sua aplicagdo, comprometendo, assim, os dados
gerados pelo teste. Consequentemente, este estudo ndo apresenta dados adequados para
determinar se a relagdo entre a éapacidade de memoria operacionél e produgdo oral em
L2¢é espéciﬁca a tarefa em questdo ou se é de carater geral. Para explicar a relagdo entre
a capacidade de memoéria, quando medida pelo speaking span test, e produgdo oral em
L2, propée-se que a codificagio gramatical € uma sub-tarefa complexa no processo

hierarquico de produg@o da fala que exige o controle e regulagdo da atengio.
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CHAPTER 1

INTRODUCTION

1.1 Preliminaries

As an L2 learner and inétructorlv, I have always been intrigued by the fact that
speaking is seen, by most learners and teachers, as a hard skill to deal with. Over the
years, I have heard comments, by botH students and instructors, that underscore the
complexities of L2 speech production. On the part of learners, typical comments include
“I know the rules, and can read and write well, but when I havé to speak...”, and, on the
part of teachers, “I’d like to make them speak faster, with fewer mistakes, the right
vocabulary and intonation...” or X speaks really well, s/he’s really gifted for
languages”. Although this anecdotal evidence is, in great part, related to L2 learners and
teachers’ beliefs about speaking in an L2, it reveals, nevertheless, the feeling that those
involved in the L2 learning process seem to have: that speech production in the L2 is, to a
great extent and in many ways, Beyond our power. Thus, intellectually motivated by my
perceptions of classmates’ and colleagues’ attitudcs towards L2 speaking, and by a
personal interest in human cognition, I decided to pursue further thev intricacies of L2 oral
production.

Being able to convey thoughts and ideas into overt speech in a second or foreign
language (L2) is the objec_tive of most L2 learners around the world (Guillot, 1999,

Hieke, 1985; Lucena, Fortkamp, Braga, & Almeida, 2000, Wiese, 1984). Speaking is the

! In the present study, both second and foreign language will be referred to as L2. Where necessary, a
distinction will be made as to whether the context is that of second or foreign language.



primary objective of most L2 instructional programs and stands as one of the major (if
not the major) factor in the evaluation of L2 compétence (Lennon, 1990; Riggenbach,
1989, 1991). Yet, little is currently known about L2 oral production. Although the study
of L2 speech perférmance has gained increased attention over the past two decades,
researchers in the field of L2 acquisition and use have not reached consensus on the. best
ways to approach L2 speaking as an object of study, or at least in a way that yields results
that prove relevant from both a theoretical and pedagogical perspective. In general, L2
speech production is poorly understood, poorly taught, poorly learned, and poorly tested.
The reason for the lack of systematic research on L2 speech production is part of
a more general phenomenon stemrhing from research in the area of ﬁrst. language (L1)
acquisition and use. Speaking, a core human skill that, for its uniciueness, 1s taken as a
gift from evolution to mankind (Levelt, 1995), has not been the main focus of attention
within the research program of first language processing, with studies on comprehension
being far more numerous than studies on production (Bock, 1996; Crookes, 1991; Levelt,
1989). This imbalance is well jusﬁﬁed on the grounds that, in general,‘ compréhension
can be more easily assessed than production. It seems simpler to design and apply tasks
that measure comprehension processes than production processes because, for the former,
the experimentér’s level of control over the input is much greater. In other words, it is
easier to manipulate material that will be processed for comprehension than material that
will be processed for language production (Bock, 1996; Christiansen, 1999, personal
communicafion; Engle, 1999, personal communication;, Just, 1999, personal

communication; Ratner & Menn, 2000; Richardson, 1999, personal communication).
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The field of L2 acquisition and use tends to reproduce the overall pattern found _in
the L1 literature (Crookes, 1989). Thus, studies of L2 speech performance are scattered
around several areas, including sociolinguistics (Butler—Wall, 1986; Ejzenberg, 1992;
Olynyk, Sankoff, & d’Anglejan, 1983; Riggenbach, 1989, 1991), psycholinguistics (De
Bot, 1992; Dechert, 1984 and elsewhere; Poulisse, 1999; Poulisse & Bongaerts, 1994;
Raupach, 1984), testing (O’Loughlin, 1995; Shohamy, 1988, 1994), and, within the field
of task-based approaches, pretask planning time (Crookes, 1989; Ellis, 1987; Foster &
Skehan, .1996; Mehnert, 1998; Ortega, 1999). Due largely to differences in focus and
scope, these studies have investigated different aspects of L2 speech production, from
temporai variables through task structure to the effects of various planning times on oral
performance. These studies have shown, among other lthings, that compared to L1, L2
speech presents a greater number of pauses, greater pause time, increased hesitation
phenomena, and decreased speech rate (Deschamps, 1980; Olynyk, Sankoff, &
d’Anglejan, 1983; Raupach, 1980); that speech perfofmance is sensitive to context, task
Structure, and to the levél of coghitive difﬁculty of the task (Ejzenberg, 1992; Foster &
Skehan, 1996); and that pretask planning time improves speech performance (Fdster &
Skehan, 1996; Mehnert, 1998; Ortegé, 1999; Skehan, 1998).

One 'of the perspectives from which to approach L2 speech performance is the
information processing theory, the theory which guides much of the work Aeveloped in’
contemporary cognitive psychology. Information processing theory conceptualizes
human beings as autonomous, active, and limited-capacity processors (McLaughlin &
Héredia, 1996; McLaughlin, Rossman, & McLeod, 1983) who possess a multicomponent

memory system (Ashcraft, 1994) consisting of at least three standard systems: sensory



memory, short-term: memory, and long-term memory (e.g. Atkinson & Shiffrin, 1968).
An impressive amount of research carried out over the past three decades has greatly
refined each of these systems and one outcome has been the proposal that human beings
possess a working memory system, é limited-resource memory system in charge of the
online processing (the work) and temporary maintenance (the memory) of infonnation in
the performance of complex fasks such as problem solving, reading, writing, and
speaking (Baddeley, 1981, 1990, 1992a, 19v92b, 1992¢, 1999; Baddeley & Hitch, 1974,
Carpenter & Just, 1989; Carpenter, Miyake, & Just, 1994; Daneman, 1991; Daneman &
Carpenter, 1980, 1983; Just & Carpenter, 1992; Engle, Cantor, & Carullo, 1992; Shah &
Miyake, 1999, among many others).

Working memory is at the heart of the human cognitive system. It is a
computational arena in which our mental processes take place (Harrington, 1992;- Just &
Carpenter, 1989, 1992). These processes involve the manipulation of information as well
as the temporary storage of the partial products of this manipulation for subsequent
integration and completion of a goal in the performance of complex tasks, that is, of tasks
that involve various sequences of goals (Mchughlin, 1987, 1998). The mental processes
involved in the performance of complex tasks compete for the limited capacity of
working memory, which has to be shared among the various processes.and the storage of
intermediate products. The limit in working memory capacity refers to how much work
can be done and how much material can be temporarily maintained at a time (Ashcraft,
1994).

Researchers nave consistently shown that the limited capacity of working memery

differs among individuals. Thus, evidence accumulates demonstrating that individual



differences in working memory capacity are related to sex)eral aspects of L1 reading
comprehension (Daneman & Carpenter, 1980, 1983; Daneman & Green, 1986; Masson &
Miller, 1983; Miyake, Just, & Carpenter, 1994; Tomitch, 1995, among many others), L1
writing (Benton, Kraft, Glover, & Pale, 1984), complex learning (Shute, 1991), .Ieaming
to spell (Ormrod & Cochran, 1988), expert i)erfonnance (Ericsson & Delane).l., 1998,
1999), and L1 speech production (Daneman, 1991). The interpretation of these findings
has been that individuals with a higher working memory capacity tend to demonstrate
better performance on the complex tasks thaﬁ individuals with a lower working memory
capacity. Although there is a massive body of research investigating the role of working
memory in first language processing, this reseafch has been limited, to the best of my
knowledge, to language comprehgnsion, with only one published study, Daneman (1991),
dealing entirely with speech production.

Although there seems to be a consensus on the fact that individual differences in
working memory capacity can account for variation in performance in complex tasks,
researchérs do not agrée on whether this capacity is specific to thé task to which it is
being correlated or a general ¢apacity tha'.c‘ remains the same across several tasks.
Presently, ;chere is evidence in favor of both views (Cantor & Engle, 1993; Daneman,
1991; Daneman & Carpenter, 1980, 1983; Daneman & Green, 1986; Engle & Oransky,
1999; Kylonnen & Christal, 1990; Tirre & Pena, 1992; Turner & Engle, 1989).

In the area of L2 acquisition and use, research focusing on the role of working
memory is scarce, but the field is starting to acknowledge that a better understanding of
the relationshiﬁ between working memory éapacity and L2 performance might help

explain the wide range of individual differences in the level of L2 proficiency attained by



adult learners’ (Miyake & Friedman, 1998). Thus, research is starting to be develéped
which investigates the relationship Between working memory capacity and the acquisition
of native-like sensitivity to L2 linguistic cues (Miyakev & Friedman, 1998), reading
comprehension (Harrington & Sawyer, 1992; Berquist, 1998; Torres, 1998), and speech
production (Fortkamp, 1998, 1999). The ﬁndihgs in the L2 area tend to reproduce those
of L1, with i;ldividuals with a higher working memory capacity performing better in the
tasks to which working memory capacity is correlated. The present research project
(Iirawlsb on existing research on both working memory and speech production, in L1 and '
| L2, to advance the proposal that one 6f the factors driving L2 speech performance is
working memory capacity. |

The main assumption of the present study is that to gain insights on the
complexities éf L2 oral performance, it is necessary to conceptualize L2 speaking as a
cognitive activity that has to be carried out wifhin the cpnsfraints of a limited-capacity
cognitive system. In this sense, the concepts of working memory and of individual
_ diﬁ’erénces in working memory capacity serve as a window through which to inspect L2

speaking as a cognitive action.
1.2 Statement of purpose
The objective of the present study is to investigate whether there is a relationship

between working memory capacity and L2 speech production and whether this

relationship is task-specific or domain-free. Following mainstream research, working

% In the present study, proficiency in the L2 means “the degree of skill with which a person can use a
- langunage” (Richards, Platt, & Platt, 1993, p. 204).



memory capacity is defined as the capacity to process and store information during the
performance of complex cognitive tasks (Daneman, 1991; Daneman & Carpenter, 1980,
1983; Shah & Miyake, 1999). Working memory capacity was assessed by meaﬂs of the
speaking span test,‘ developed by Daneman and Green (1986) and Daneman (1991), and
by the operation-word span test, developed by Turner and Engle (1989), both'. adapted to
Englishas a second language. L2 speech performance was elicited by means of a picture
description task and a narrative task and four aspects were assessed: fluency, accuracy,
complexity, and lexical density. In the present study, speaking is defined as the ability to
perform orally a picture deééription task and a narrative task (Bachman & Palmer, 1996).
The study was carried out with 13 speakers of English as a second language, within the

psychometric correlational approach.
1.3 Significance of the study

The present study contributes to existing research on individual differences in
working mémory capacity and on L2 speech performance in three major ways. First,
except for Fortkamp (1998, 1999), no studies either in the field of working memory or L2
reseafch have investigated the relationship between working memory capacity and L2
speech performance. Second, in the area of L2 working memory research, the present
study is the first to address the debate over whether working memory capacity is task-
specific or domain-free. Third, in the area of L2 speech performance, the present study is
the first to address L2 speech production from an individual difference perspective. Thus,

the results obtained in the present study might shed light on the discussion of how a



central cognitive system, working memory, and individual variation in the capacity of
this system relate to an important cogniti\}e task, L2 speaking. The present study might
also contribute to theories of L2 speech production in that it specifies the cognitive
mechanisms constrained by the capacity of working memory. Finally,>the present study
might provide methodological suggestions as to hbw to best assess working memory

capacity and L2 speech performance.
1.4 Organization of the thesis

In addition to the introduction (Chapter 1), the thesis consists of 6 chapters. In
Chapter 2, the literature on working memory is reviewed. It starts with the historical
background to the distinction between short-term and long-term memory leading to
Baddéleydgl-ﬁtch’s (1974) seminal work that gave rise to the notion of workingAnllemory
as presently conceptﬁalized. The Chapter tﬁen focuses on the research on individual
differences in working memory capacity, the discussion on the nature ot; this capacity,
and the studies caﬁied out in the L2 area.

In Chapter 3, the literature on L2 speech production is re\)iewed. The Chapter first
focuses on models of speech production then on the studies judged relevant for the
present study, both from a theoretical and empirical poiht of view.

In Chapter 4, the method used to assess working memory capacity and L2 speech
production and the statistical techniques used to analyze the data are presented. This
Chapter also poses the research questions and specific hypotheses investigated in the

present study.



In Chapter 5, the results of the descriptive and inferential statistical analyses are
presented. -

In Chapter 6, fhe results of the present study are discussed in relation to the research
questions and hypotheses posed in the method section and in light of existing research.

Finally, in Chapter 7, the main findings of the study are summarized and a final
reflection on the relationship between working memory capacify and the aspests of L2
speech production investigated in the present research project is made. The Chapter also
presénts the limitations of the study, outlines suggestions for further research and
qoncludes with the pedagogical inlplications that can be inferred from the results .(.)btained v

and that can provide some answers as to why L2 speech production may, at times, seem

beyond our power.



CHAPTER 2

Review of the Literature on Working Memory

The human memory system has been studied for over one hundred years now
(Just & éu'penter, 1992; Ericsson & Kintsch, 1995) and the idea that it consists of an
alliance of complex systems working together is one of the oldest .in contempofary
cognitivé psycholdgy_ (Baddeley, 1999).. The ﬁagmentation of human memory into two
major systems--long-term memory and short-term memory--has now become, as Engle &
Oransky (1999) suggest, parc. of our cultural knowledge. Thé impressive amount of
research conducted on human memory has yielded a great number of .cognitive models,
including the working memory model. |

The focus of this éhapter is on the empirical and theor_etical work on working
- merhory. Thé chapter is divided into five sections. The first section offers the Background
to the distinction made by most models (Cantor & Engle, 1993) between lohg-term
memory and short-term memory, along with an overview of the research on these two
systems, outlining how research on short-term memory led to the development of the
construct of working memory. The second section focuses on the seminal work of
Baddeley Qgc\h}{i'cch (1974), which is a precursor of the concept of working‘ memory as
presently understood. Section three foéuses on working memory from an individual
differences perspective and reviews studies found relevant to the present research project.
Section four bresents an overview of the debate over Whether wdrking memory capacity

limitations are task-specific or domain-free. Finally, section five reviews the few studies

carried out on the relationship between working memory capacity and L2 acquisition/use.
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2.1 Long-term memory and short-term memory: background and overview

Evidence for the existence of distinct memory systems was first presented by
Brown (1958, cited in Baddeley, 1990) and Peterson and Peterson (1959, cited in
Baddeley, 1990), who showed that information is forgotten within seconds if rehearsal is
pfevented. This finding stimulated a great deal of further research, including the
development of the short-term forgetting paradigm, based on the Brown-Peterson
distractor technique (Baddeley, 1999, 1990) and on the assumption that certain kinds of
task reflect the work of a short-term mémory with limited capacity, somewhat distinct
from the system responsible for long-term learning-(Broadbent, 1958, cited in Baddeley,
| 1990; Baddeley, 1999, 1990).

Evidence for this major distl:inction comes from a variety of sources. First, there
are the classic studies carried out under the free-récall paradigm, in which participants
were preserited with lis’cs~ of unrelated words and asked to recall as many words as
possible in any order. When recall was immediate, these studies consistently showed a
recency effect’. Wheh recall was delayed, the recency effect disappeared, which led
researchers fo suggest that for immediate recall, items were maintained in a kind of
temporary sfofage, while for delayed recall, items wer; retrieved from a long-term store.
Second, there are the experiﬁents in coding during immediate and delayed recall
(Baddeley, 1992). Conrad and Hull (1964), for instance, showed that acoustic similarity
of the material to be learned severely interfered with immediate recall, whereas Baddeley

(1966a) showed that this interference seemed to decrease if material was similar in

meaning. Baddeley (1966b) also showed that under delayed recall conditions, similarity

- According to Baddeley (1990:31), recency effect refers to the enhanced recall of the most recently
presented items. :
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in meaning becomes a cfucial factor affecting performance. Thirdly, early
neuropsychological research (e.g., Baddeley & Warrington, 1970) showed that patients
suffering from classic amnesia with severe long-term learning deficits demonstrated no
impairment in short-term learning. This research showed that the reverse may occur as
well: Shallice and Warrington (1970) for example, described patients with defective
short-term memory, but normal long-te'rm learning.

‘It was with the work of Atkinson and Shiffrin (1968), however, that the
distinction between long-term memory and short-term memory became classical and
consequently a major feature of information-processing theories (Cantor & Engle, 1993;
Ericssonv& Kintsch, 1995; Harrington, 1992). Technically speaking, long-term memory
is the term used by experimental psychologist-s to refe;r to previously learned knowledge
that is stored for considerable periods of time (Baddeley, 1999) and can be retrieved
during performance (Ashcraft, 1994; Baddeley, 1990 and elsewhere; Cantof & Engle,
1993; Haberlandt, 1994; Searleman & Herrmann, 1994,. among many others). Overvthe
past 30 years, an enormous amount of research has been developed on the ways long-
term memory can be conceptualized, but there are currently three main approaches to the
study of the system responsible for long-term retcntion of information.

In the first approach, long-term memory is dichotomized into episodic memory
and semantic memory, a dist-inction introduced by Tulving (1972, 1983, and 1985).
Semantic memory is our storage of generic information about the world and contains our
knowledge about facts of nature, things we have learned at school, and our mental models
of the world. Episodic memory, on the other hand, stores the information we acquire
through personal events and is thus the store of our autobiographical data.

In the second approach, long-term memory is subdivided into declarative memory

and procedural memory. The declarative-procedural distinction was based on the work of
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the philosopher Ryle (1949, cited in Ellis, 1993), who first noted that our knowledge may
be distinguished in terms of “knowing about” and “knowing how”. Withiﬁ modern
experimental psychology, these terms were widely adopted after the work of Anderson
(1983, 1995). Declarative memory is a sfatic fact-like kind of memory, generally
characterized as dealing with knowledge that can be acquired explicitly, is accessible to
consciousness, and is most times verbalizable (Haberlandt, 1994; Séarlemah &
Herrmann, 1994; Stillings, Feinstein, Garfield, Rissland, Rosenbauﬁg Weisler, & Baker-
Ward, 1987).

In contrast, procedural memory consists of our knowledge of how to do things,
that is, the operations involved in carrying out activities, including mental processes. As a
rule, procedural knowledge is not available to consciousness and thus can not be
verbalized. Declarative and procedural memory are also distinct in terms of the speed
with which we use them. Procedures are retrieved and used much faster thanv declarative
memory, as shown by studies in recognition and sentence verification. For instance, it
takes about 1/10 of a second for us to recognize a letter and over 1 second to verify
whether a sentence like “a canary is a bird’ is trué or false (Haberlandt, 1994).

Finally, the third approach to long-term memory conceptualizes the system in
terms of explicit and irﬁplicit memory and originated in neuropsychological' research (e.g.
Graf & Schacter, 1985, 198'-/). Explicit memory consists of knowledge that can be
consciousiy recollected (Graf & Schacter, 1985, p. 501), whereas implicit memory
consists of knowledge that, when used, does not allow a conscious experience of
knowing, perceiving, or remembering this knowledge (Schacter, 1987).

The second major human memory system--short-term memory--has also be.en the
subject of extensive research, developed mainly in the 1960s and early 1970s, as pointed

out by Engle and Oransky (1999), Logie (1996), and Richardson (1996a). Among a
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number of short-term store models that emerged to explain the nature of forgetting,
Atkinson and Shiffrin’s (1968) came to be the most influential one, according to many
researchers (e.g., Baddeley, 1986, 1990 and 1999; Cowan, 1988@; Engle & Oransky,
1999; Harrington, 1992; Richardson, 1996a; Shah & Miyake, 1999, among many others).
This was, in fact, a general model of memory and included a sensory memory, a
short-term store, and a long-term store. Atkinson and Shiffrin’s three-stage model
assumed that incoming information first entered sensory memory, then proceeded to the
short-term store, and ﬁnall&z reé.ched long-term memory. The most important component
of the model was the short-term store, which was conceptualized as a unitary system of
limited capacity and a necessary step in both the acquisition and use of information. In
their proposal, short-term memory .could maintain information by a control process
consisting of rehearsing th§: last few items presented. In Atkinson and Shiffrin’s view, the
capacity of the short-term store had‘ to be shared between a variety of other control
processes besides rehearsing, and these included codfng procedures and search strategies.
Thus, for Atkinson and Shiffrin (1971), short-term memory, equated wi_th

consciousness, was the arena of control processes:

Because consciousness is equated with the short-term store and because control
processes are centred in and act through it, the short-term store is considered a
working memory: A system in which decisions are made, problems are solved and
information flow is directed. (Atkinson & Shiffrin, 1971, p. 83)

Among the control processes claimed to take place within the short-term store,
rehearsal was the most focused on. In their view, the probability of an item being
transferred to long-term memory was greater if this item was kept longer in the short-

term store by means of rehearsal. Although aware of the existence and relevance of the
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semantic aspects of the material to be maintained, Atkinson and Shiffrin (1968) were
concerned mainly with rote rehearsal. |
Although able to account for a variety of data, the Atkinson and Shiffrin model
(1968) was particularly deficient in dealing with the evidence from patients with short-
term memory problems who hed long-term store unimpaired and could thus lead a
normal life. In addition, the assumption made that the longer an item is maintained in
short-term memory the greater its possibility of being transferred to long—term memory
seemed to be falsified by a number of studies showing that previous rote repetitions did
not necessarily bring about learning (e.g., Tulving; 1966; Craik & Watkins, 1973).
Noticing that current multi-store model§ did not account for neuropsychological
evidence from patients with short-term impairments who could nevertheless perform
‘complex cognitive ac’_tivities, Baddeley and Hitch (1974) decided to investigate the issue
by using the concurrent task, a dual—task technique in which participants were asked to
remember a digit string of up to six items while performing a cognitively demanding
task. According to Atkihson and Shiffrin (1968), performing the digit task would occupy
most of the participants’ system capacity, leading to great impairment in the performance
of the cognitively demanding task. Baddeley- and Hitch found, in fact, that the concurrent
digit span task did interfere in the cognitive task. However, as Baddeley (1992) puts it,
“the degree of disruption was» far from being catastrophic” (p. 284). By means of the
concurrent task, Baddeley and Hitch hypothesized that if performance on one task did not
interfere with the other, then the tasks relied on different components of the cognitive
system. In contrast, if one task did interfere with the other, then the same cognitive pool
was being used. They thus decided to propose a multicomponent model of short-term

store, which they termed working memory, abandoning then the idea of a unitary short-

term memory system.
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2.2 Working memory

Any discussion of the concept of working memory must start with Baddeley and
Hitch’s (1974) model. Although, as Richardson (1993, 1996a) and Shah and Miyake
(1999) note, the term can bve found in early work developed by Miller, Galanter, and
Pribram (1960), the connotation with which the phrase “working memory” is used
nowadays was first introduced by the multicomponent model proposed by Baddeley and
Hitch (1974).

Baddeley and Hitch’s (1974) original model consists of a central executive, which
functions as a limited capacity attentional controller, and two subcomponents--also
originally called “slave systems” (Baddeley, 1990, 1992a, 1992b, 1992¢, 1996, 1999;
Baddeley & Logie, 1999)--the phonological loop, responsible for storing and
manipulating speech-based vinformation,. and the visuospatial sketchpad, which controls
visual and/or spatial material (Baddeley & Logie, 1999:29).

The central executive is responsible for (1) controlling and coordinating the two
subsystems, (2) fpcusing attention, (3) switching attention, (4) activating reépresentations
in long-term memory, gnd (5) controlling and integrating actions and activities
(Baddeley, 1996; Baddeley & Logie, 1999). Baddeley (1990 and elsewhefe) and
Baddeley and Logie (1999) sustain that the central executive is the least studied of the
three components, with research in the model concentrating on the subsidiary systems,
which, in their view, deal with more tractable problems.

In discussing the central executive, Baddeley (1990) suggested that this construct
is similar to the model proposed by Norman and Shallice (1986), the supervisory
attentional system (SAS), which offers an account of the control of actioﬁ. Briefly,

Norman and Shallice (1986) assume that actions are carried out through the activation of
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schemas. In the case of well-learned actions, schema activation will take place
automatically and will initiate a sequence of actions. Several schemas can be activated
simultanedusly (e.g., talking and driQing at the same time), but there may be occasions in
which two concurrent activities will conflict with one another and priority will have to be
given to one over the other. To control the activation of schemas and resolve conflicts,
Norman and Shallice propose that action goals can enhance activation of some schemas
and inhibit activation of others. This process is relatively automatic. The SAS is a limited
capacity attentional system that aids in the selection of the most appropriate schemas for
action, thus interrupting behavior when activated schemas are incompatible with current
goals. The activities performed by the SAS--planning, initiating activities, monitoring the
selection of schemas, controlling conflicts between action goals, and controlling the
activation of well-learned schemas--are also taken to be performed by the central
executive (Baddeley, 1990; Smyth, Collins, Morris, & Levy, 1994).

Since its original formulation, the central efcecutive--the most important
‘component of the model--has undergone several changes. In their first proposal,
Baddeley and Hitch (1974) assumed that some of the limited pfocessing capacity of the
central execuﬁve could be shared with temporary stofage of information (Baddeley,
1981). In a recent publication, however, Baddeley and Logie (1999) state that any storage
beyond that performed by tﬁe phonological loop and the visuospatial sketchpad is
possible only via accessing long-term memory or other (unknown) subsystems.

The phonological loop is assumed to comprise two components--a phonological
store, which holds speech-based information that decays with time, and an active
rehearsal process (Baddeley & Logie, 1999), which recycles the decaying information in
the phonological store. Baddeley (1990, 1992a, 1992b, 1992c) argues that auditory

spoken information has automatic and obligatory access to the phonological store.
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The phonological loop has been able to account for a varety of laboratory
findings. Thus, for instance, the phonological similarity effect, in which memory span is |
affected by the similarity in articulatory or sound features of the material being presented,
is interpreted as strong evidence that the phonological loop is based on a phonological,
. rather than semantic, code (Baddeley, 1990). Similarly, as shown by Salamé & Baddeley
(1982), the unattended speech effect seems to disrupt immediate recall. This effect is
obtained by presenting participants with material to be immediately recalled acoompanied
by irrelevant speech, which gains‘ access to the phonological store, thus affecting
performance. |

Although there is sound evidence for the existence of a system within working
memory that deals specifically with speech-based material, it is not clear what use the
phonological loop might have in the acquisition, comprehension, or production of
language. S:ome theorists (e.g., Ashcraft, 1994) tend to equate the phonological loop to
the view of the short-_term store depicted in classical memory span tasks--a passive
system for the storage of information. Baddeley and colleagues, however, have attributed
greater importance to this component since it seems to play a principal role in vocabulary
learning in first language (Baddeley, Papagno, & Vallar, 1988; Gathercole & Baddeley,
1989, 1990), in a foreign language (Papagno, Valentine, & Baddeley, 1991), and in the
comprehension of discourse (Baddeley & Wilson, 1988). With regard to native and
foreign language vocabulary learning at the practical level, however, Baddeley, Papagno,
and Vallar (1988) and Papagno, Valentine, and Baddeley (1991) are careful to say that
the phonological loop seems to have no relevant participation in the establishment of
semantic values, and that individuals are likely to compensate for short-term
phonological constraints by making use of the semontic aspects of the material to be

learned.
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The other subsidiary system, the visuospatial sketchpad, is in charge of
maintaining and manipulating visual and/or spatial information. The amount of evidence
for this particulark system has been far less than for the phonological loop. The
visuospatial sketchpad has recently been subdivided by Logie (1995) into a passive visual
cache, which retains visual patterns, and a spatially based system, the inner scﬁbe, which
retains sequences of movements. Evidence for fhis fractionation comes from studies
demonstrating a disruptive effect of concurrent movements on the storage .of spé.tial
patterns (e.g. Logie, Zucco, & Baddeley, 1990) and of concurrent irrelevant visual
material on the storage of visual information (e.g. Logie, 1986).

The Baddeley and Hitch (1974) model is clearly a more complex and elaborate
proposal than that of earlier unitary models. Contrasting it to Atkinsbn and Shiffrin’s
(1968) influential model, the crucial difference is that Baddeley and Hitch emphasize a
multicomponent system consisting of at least three components, each of fhese being
further subdivided. In addition, and most importantly, they also emphasize the efficiency
of the system, which is able to deal with a multitude of .different types of information
from the environment, thus adding a dynamic feature to the model.

After Baddeley and Hitch’s proposal, a new paradigm of research on human
memory was established. Short-term memory, as it has been described in current
cognitive psychology, is no& assumed to be a fragment of a more powerful system
responsible for on-line cognition (Baddeley & Logie, 1999), for the coordination of
moment-to-moment processing, for our mental work: working memory. In one of their
latest publications, Baddeley and Logie (1999, pp. 28-29) offer 'the following definition

of working memory:
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Our own definition of working memory is that it comprises those functional
components of cognition that allow humans to comprehend and mentally
represent their immediate environment, to retain information about their
immediate past experience, to support the acquisition of new knowledge, to solve
problems, and to formulate, relate, and act on current goals.

Two decades after the seminal work of Baddeley and Hitch (1974), working
memory has become, as Miyake and Shah state (1999, p. xiii), “one of the hottést topics
in cognitive psychology and cognitive neuroscience”. Two decades of research resulted
in a number of models and interpretations of the construct “working memory”. For
instance, one can find in Miyake and Shah (1999) a discussion of 10 different models of
working memory, representing diverse approaches to the study of the system and thus
varying in theoretical écope and emphasis. The 10 models presented in Miyake and Shah
also differ in their conceptualization of the nature, structure, and functions of working
memory.

These diverse approaches to working memory, ';il'ghough positive to the growth of
research, many times reﬂéct conflicting viéws. | For instance, although researchers
generally agree that working memory refe-rs‘-to the system--or mechanism--responsible
for the temporary storage and p'rof:essing of information required for the performance of
everyday cognitive tasks such és learning, language comprehension, language production,
reasoning, thiﬁking, problém solving, and decision making (e.g., Baddeley, 1900 and
elsewhere; Cantor & Engle, 1993; Carpenter & Just, 1999; Carpenter, Miyake, & Just,
1994; Cowan, 1999; Daneman, 1991; Daneman & Carpenter, 1980, 1983; Engle, Canto}r
& Carullo, 1992; Just & Carpenter, 1992, 1996, Masson & Miller, 1983; Miyake & Shah,
1999; Richardson, 1996a, 1996b, 1993; Tirre & Pefia, 1992; Towse & Hitch, 1995;
Turner & Engle, 1989, among many others), there seems to be no agreement as to

whether working memory consists of various components or is a unitary system and



21

whether the capacity of the system varies as a function of the task being performed or is a
stable factor. In reading the existing litérature, a researcher interested in working memory
will encountér a number of metaphors trying to represent the concept, some of which
being “the interface between memory and cognition” (Baddeley 1992a), “a mental
workspa‘ce” (Stoltzfus, Hasher, & Zacks, 1996), “an arena of computation” (Baddeley &
Hitch, 1974; Just, Carpenter, & Hemphill, 1996), “the hub of cognition” (Haberlandt,
1994), “the blackboard of the mind” (Just & Carpenter in Goldman-Rakic, 1992). In all
these, it seems to be clear that working memory is taken as the center where cognitive
action takes place.

In spite of the various senses in which the notion of working memory has been
used, it is possible to distinguish between two different but complementary approaches to
the construct (Baddeley 1992a, 1992c). Both approaches make use of the dual-task
m\éthodologyvz.. The first, uses the dual-task methodology and neuropsslchological
evidence from brain-damaged patients to verify the structure of working memory. This is
the approach taken by Baddeley. The other approach, the psychometric correlational,
emphasizes the correlation between individuals’ working memory capacity and thei.r
performance on corhplex cognitive skills. The methodology of the latter approach
consists of correlating perfdrrnance on dual tasks with performance on demanding
cognitive tasks such as readiﬁg comprehension. Results of studies of this type have
consistently shown that individual differences in working memory capacity predict
performance on complex cognitive tasks. |

While Baddeley and those following the dual-task and neuropsychological

approach focus on the structure of the working memory system, emphasizing its

% The dual-task methodology consists, of asking participants to hold sequences of numbers while also
performing a reasoning, learning, or comprehension task (Baddeley, 1990, p.95).
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subcomponents, researchers working within the psychometric correlational approach are
mainly concerned with the central executive--the system in charge of the coordination of
mental resources applied to the processing and integration of information--rarely making
any explicit reference to subsidiary systems (see, for instance, Just & Carpenter, 1992).
The present sfudy has been carried out under the psychometric correlational approach.
The remainder of this chapter, thus, focuses on the literature on working merﬁory from an

individual differences perspective.
2.3 Individual differences in Working Memory

As already pointed out, there is a consensus among theoreticians that working
memory is involved in the performance of a number of cognitive ‘tasks (e.g., Carpenter &
Just, 1999; Engle, 1996, Engle & Conway, 1998; Gilhooly, 1998; Just &. Carpenter,
1992; Jurden, 1995, among many others). Recall from section 2.2 that working memory
is a limited capacity system in nature. However, the psychometric correlational approach
postuiateé that this limited capacity is different among individuals and that these
differences are good predictors of performance on important cognitive tasks, individuals
with largér working memory capacity performing better on these tasks than individuals
with smaller capacity.

The research on individual differences in working memory capacity has been
most extensively devzéloped in the area of first language reading comprehension,
according to Baddeley (1999). In the area of first language, Daneman (1991), reviewed
below in this chapter, is to my knowledge the only study investigating the relationship

between working memory capacity and production.
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As Engle and Oransky (1999) claim, research on individual differences in
wbrking memory capacity originates from studies showing that, differently from
traditional shoi‘t-term ‘m‘emory measures such as the digit span or the word span,
measures of working memory span correlate with performance on complex cognitive
tasks. As a rule, tasks assessing working memory span require an individual to hold a !
small amount of information in mind while concurrently carrying out other operations
that generally require, in turn, manipulation of information (Swanson, 1993). In contrast,
tasks assessing short-term memory span require a person to hold passively a small
amount of information and then .reproduce it without further manipulation orl
'pransformation.

In thé field of 'ﬁrst language comprehension, many researchers (e.g., Kintsch &
van Dijk, 1978; Perfetti & Lesgold, 1977, cited in Daneman & Merikle, 1996) believed
that the source of individual variation in reading performance was short-terfn memory

“capacity (measured by means of digit or word span tests). However, they successively
failed to find a correlation between these measures of short-term memory and
performance in reading comprehension. Daneman and Carpenter (1980) showed that the
problem was in the measure used, which reflected passive storage. In their view, reading
required both storage and processing of information, two functions Baddeley and Hitch
(1974) had attributed to the céntral executive. They then showed that a test that could
asses's these two functions during reading comprehension was a better predictor of
reading performance than a test that assessed only passive storage. This test was the
reading sp;m test. |

In its original design, the reading span test (Daneman & Carpenter, 1980) requires
a person to use bo_th functions of working memory during reading comprehension: the

processing component is sentence comprehension while the storage component is
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maintaining and retrieving the final word of each sentence of a presented set. A pefsén’s
reading span is the maximum number of sentence-final words recalled in the order they
were presented and is taken as index of his/her working memory capacity. In Daneman
and Carpenter’s view, the prdcessing and storage functions of working memory compete
for its limited capacity. The more an individual uses his/her available resources for
processing, the less he/she will have available for storage. Thus, the hypothesis
underlying the reading span test is that an individual’s higher reading span is due to
his/her more efficient reading comprehension processes, which enable him/her to leave a
greater amount of their resources free for storé.ge of sentence-ending words. In fact, they
were able to find a significant correlation between the reading span test and performance
on a global test of language compréhension, the Verbal Scholastic Aptitude Test
(VSAT), as well as two components of reading coﬁlprehension--fact retrieval and
pronominal reference--which made the reading span test a good predictor of feading and
led researchers to abandon the digit, letter, and word span tests as predictors of individual
variation in reading performance.

Reading‘is an activity that drawé heavily on working memory. Roughly speaking,
readers will need both functions of the system to compute semantic and syntactic
information from successive words, phrases, and sentences while also holding the
intermediate products of this domputation for subsequent integration and construction of
a coherent repfesentation 6f a passage (Just & Carpenter, 1992; Daneman & Carpenter,
1980, 193; Daneman & Merikle, 1996). During reading, the limited capacity_of the
sy§tem needs to be shared bet§veen the work -and the meméry (Daneman & Merikle, |
1996) and the reading span test is assumed to capture how individuals coordinate these

two activities.
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The reading span test has been the basis for mést of the research on individual
differences in working memory capacity and réading comprehension, being extensively
used as a predictor of performance in various reading skills, including (a) the ability to
detegt inconsistencies in sentences with homonyms (Daneman & Carpenter, 1983), (b)
the ability to make inferences of ideas not explicitly mentioned in the text (Masson &
Miller, 1983), (c) the ability to make use of contextual cues to infer the meaning of new
words in the text (Daneman & Green, 1986), (d) the resolution of lexical ambiguity in
reading (Miyake, Just, & Carpenter, 1994), and (e) the perception of text structure
(Tomitch, 1995). Various researchers (e.g., Tumer & Engle, 1989; Masson & Miller,
1983) have also found strong correlations between the reading span test and standardized
measures of reading ability such as the Verbal Scholastic Aptitude Test (VSAT) and the
Nelson-Denny reading test. | |

However, the correlation between working memory capacity and Higher-level
cognitive tasks has also been consistently shown in other skills. As pointed out by Engle
(1996), individual differences in working memory capacity have been shown to be
significantly related to learning to spell (Ormrod & Cochran, 1988), following directions
(Englg, Carullo, & Collins, 1991), vocabulary learning (Daneman & Green, 1986),
notetaking (Kiewra & Benton, 1988), writing (Benton, Kraft, Glover, & Plake, 1984 ),
and complex learning (Shute, 1991). These studies have used either the reading span test
or adaptations following the principle of a good working memory span test: simultaneous
processing and storage of information.

Of particular relevance to the present study are two studies _carried out by

-Daneman & Green (1986) and Daneman (1991), which investigated whether individual
differences in working memory could account for variation in speech production.

Daneman (1991) was based on an earlier study, Daneman and Green (1986), which
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showed that individuals vary in the speed with which they can retrieve appropriate words
to convey their ideas. In that study, Daneman and Green (1986) argued that speaking is a
cognitively demanding task involving complex coordination of processing and storage of
information. Among the processes required in speech production, selection of context-
appropriate words from our mental lexicon is seen by the authors as a fundamental one.

Based on the work of Goldman-Eisler (1968), Clark and Clark (1977), and
Tannembaum, Williams, and Hillier, (1965); Daneman and Green (1986) argued that
pauses during speech prqduction occur more frequently before the first content word of a
phrase or sentence and indicate that speai(ers start the execution of speech before
finishing planning. In Daneman and Green’s (1986) view, it is during the planning stage
that words are accessed and selected. They, thus, suggest that accessing words in real
time during speech production is related to a speaker’s ability to coordinate planning and
execution of speech and that this coordination taxes working memory. To measure
working memory during speech production, Daneman and Green (1986) proposed the
speaking span test, which, like the reading span test, involved simultaneous storage and
processing of material.

The speaking span test focuses on sentence level speech production processes.
Daneman and Green (1986) presented 34 participants with increasingly longer sets of
unrelated wbrds, which they had to read silently. Each word was seven letters in length
and was individually presented for 1 second on a computer video screen. Words were
organized in five sets each of two, three, four, and five words, with intervals of 10
milliseconds between the words of each set. At the end of the set, when words were no

“longer visible on the screen, participants were required to produce aloud a sentence for
each individual word presented. There were no restrictions on the length of the sentences

or the position of the word within the sentences, but they had to be grammatical as
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regards syntax and semantics. In addition, there were no restrictions on the time
participants took to generate the sentences. Speaking span, which is assumed to measure
working memory capacity, was operationalized in terms of “maximum set size” and
“total performance”. The maximum set size measure consisted of the highest set size in
which a participant was correct on three out of the five sets. The total capacity measure
consisted of the totél number of sentences participants were able to make. In addition to
| the Speaking Span Test, Daneman and Green (1986) also applied the reading span test,
following the same procedures of previous studies by Daneman and Carpenter (1980.
1983).

Daneman and Green (1986) correlated the results of the speaking span test to the
participants’ performance on a contextual vocabulary task, consisting of completing a
sentence fragment with an appropriate word under time pressure. The authors report that
small speaking span participants were less fluent (slower) in generating (acéessing and
retrieving) a context-appropriate word. They also found a significant correlation between
the speaking span test and the reading span test, which led them to suggest that the two
tests tap similar systems, with the speaking span test being a better predictor of word
production.

Following Daneman and Green (1986), Daneman (1991) investigated the
relationship between the speaking span test and first language speech production at the
discourse level and articulatory level. Claiming that speaking is a complex cognitive task
that requires coordination of storage and processing of information in the various stages
of the speech production process, Daneman hypothesized that individuals with a larger
working memory capacity--the capacity to store and process information in real time-;
would perform better on three tasks measuring what Daneman calls fluency in speech

production, viz. a speech generation task, an oral reading task, and an oral slip task. In
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addition, Daneman hypothesized that the reading span test would correlate with the oral
reading task, but not as strongly as the speaking span test. The study was carried out with
29 English L1 uﬁiversity students. Participants were given a set of experiments assessing
-both working memory capacity--the speaking span test and the rea&ing span test--and
language production. |

The speaking span test was constructed like the one used in the 1986 study, but
this time it consisted of 100 words organized in increasingly longer sets of two to six
words. Speakiﬁg span was operationalized in terms of total capacity, that is, the total
number of words for which a sentence was produced. This total capacity was expressed
in two speaking span scores: speaking span strict, counting only those sentences with the
exact form of the word presented, and speaking span lenient, counting also sentences
containing the word in a different form. The reading span test was also constructed with

. 100 sentences and organized in sets of two to six séntences. A participant’s reading span
score was his/her total performance on the test.

Speech production was assessed in terms of a speech ‘generation task, an oral
reading task, and an oral slip task. The speech generation task was used as a general
measure of fluency in first language production and consisted of a picture description.
Participants were instructed to speak about the picture for 1 minute, as fluently and
continuously as possible. The measure of fluency in this task was number of words
completely articulated. Participants’ speech samples were also evaluated in terms of
richness. and originality of content by independent raters.

The oral reading task required participants to read aloud a 320-word passage
taken from The Great Gatsby. Participants were explicitly instructed to read the passage

as fast as they could, their reading times measured in seconds with a stopwatch. In
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addition to reading time, the main measure, emphasis was also given to accuracy in the
articulation of words.

Finallly, the oral slip task consisted of eliciting spoonerisms’ in the laﬁoratory.
Based on Motley and Baars’ (1976) SLIP technique, Daneman devised a list of 309 pairs
of words, which were presented one by one on a computer video screen, for 900
milliseconds each pair. The interval between one pair and the next was 100 milliseconds.
From the 309 word pairs, 69 were cued via a beep. Participants were instructed to attend
to all pairs and to say each cued pair as soon as they heard the beep, which was sounded
500 milliseconds after the removal of the pair, thus entering 400 milliseconds into the
presentation of the next pair. The other non-cued pairs were read silently. From the 69
cued word pairs, 39 were filler pairs aimed at disguising 30 target pairs aimed at eliciting
spoonerisms. Each of the 30 target word pairs was immediately preceded by three
phonolbgical interference word pairs, aimed at inducing the spoonen'sm‘ error. The
interference word pairs were phonologically similar to the spoonerism error participants
were expected to make. The 39 filler pairs were preceded by a different number of word
pairs without the phonological interference feature.

Daneman (1991) reports finding similar means between scores of the speaking
span test and the reading span test, which she interprets as evidence that the two tasks tap
a common limited systeﬁ. HoWever, she does not report testing for correlation between
the two measures. She also reports that the two span tasks differed in their power of
predicting performance in language production. The speaking span test correlated
significantly with the three speech production tasks, whereas the reading span task

correlated significantly only with the oral reading task. Furthermore, the strict and the

A type of speech error in which the position of sounds, words, or sentences is reversed: e.g., queer dean
for dear queen (Richards, Platt & Platt, 1992; Daneman, 1991).
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' lenient scores of the speaking span test differed in the aspects of fluency they could
predict. Speaking spban strict correlated better with the oral reading task and the oral slip
task, whereas speaking span lenient correlated significantly with the two measures of the
speech generation task--words per miﬁute and subjective ratings. The findings Daneman
obtained are consistent with Daneman and Green’s (1986) previous finding that working
memdry capacity is involved in speech production and stands as an important source of
individual differences in the ease of acéess and storage of the information necessary in
each of the stages of the process.

After Daneman and Green (1986) and Daneman (1991), the speaking span test is
claimed to be a complex measure of working memory span for language production,
which taxes both the storage and procéssing functions of this limited capacity system
dﬁring speech production. While the storage component of the test is to recall the words
presented, the processing component consists of generating gra;Ilrhaticai sentences
containing these words. Bpth functions compete for the limited capacity of the system.
Daneman (1991) argues that the ability with which an individual coordinates storage and
processing in this task is related to his/her ability to produce fluent speech, which also
requires efficient coordination of storage and processing of information.

The speaking span test and the reading Span test are recall tests devised to
measure working memory éapacity under language production or comprehension
processing demands. As claimed by Daneman and Carpenter (1980,' ~1983), good readers
have a larger Working memory capacity for storing products of the reading
comprehension process--such as facts, pronoun referents, and propositions (Turner &
Engle, 1989)--because their processing during reading comprehension is efficient, thus
leaving more of their working memory capacity available for storage. On the other hand,

less skilled readers have a smaller working memory capacity, as measured by the reading
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span test, because they devote more capacity to processing, which results in less capacity
for storage of data. By the same token, Daneman (1991) argues that more fluent L1
speakers have a larger working memory capécity as measured by the speaking span test
because their speech production processes are more efficient, leaving greater resources
available for the storage of intermediate products of this processing. These claims reflect
the procéssing efficiency view of working memory capacity.

At this point, two observations need to be made.‘ The first one is that, compared to
reading comprehension, it seems moré complex to determine what is processed and what
is stored during speech production. Thus, Daneman (1991) does not specify what the
intermediate products referred to abox}e might be. The second observation is that the
speaking span and reading span tests do not measure processing efficiency per se; rather,
they are assumed to reflect the storage capacity an individuél has left as a result of his/her
processing efficiency while producing or comprehending language. As claimed by
Daneman and Green (1986) and Daneman (1991), working memory capacity is task
specific and varies as a function of how efficient a person is at the task in which working
memory is involved (Daneman & Green, 1986).

It is a controversial issue, in studies on working memory, whether the relationship
between the limited capacity of the system and performance on complex cognitive tasks
is a task-specific factor that varies as a function of the individual’s processing efficiency
or a general, domain free factor stable across tasks. The next section reviews the recent
literature on cﬁrrent theorizing on the nature of the relationship between Working memory

capacity and higher-order cognition.
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2.4 The relationship between working memory capacity and higher-order cognition:

task-specific or domain free?

As indicated above, the task-specific view of working memory capacity stems
from the work of Daneman and Carpenter (1980), who first showed that individual
differences in this system’s capacity is related to réading comprehension. They argued
that the limited resources of working memory have to be shared between processing and
storage demands during reading compreﬁension. In their view, individuals differ in their
" ability to coordinate processing and storage demands during reading comprehension.
Efficient readers have a higher span, as measured by the reading span test, because they
éah allocate more of their available resources to storing ihe to-be remembered items and
less to the processes themselves (Daneman & Merikle, 1996). Daneman and Carpenter
also argued that the capacity of working memory is functional and varies according to the
individual’s processing efficiency in a given task. The implication of the task-specific
view is that the processing component of the span test must require the same procgsses
present in the cognitive task whose performance is being predicted.

Further elaboration of the task-specific view led Daneman and Tardiff (1987) to
argue that individual differences in working memory capacity can be measured through
processing efficiency alone, without including a simultaneous storage component in the
task. They examined the relationship between three span tasks (verbal span, math span,
and spatial span) and comprehension. The span tasks had both a processing and a storage
component. The verbal ‘and math span tasks correlated with verbal abilities, whereas the
spatial span task did not. This finding was interpreted as evidence that there are at least
two major systems--one for representing and processing verbal and symbolic information

and one for representing and processing spatial information. However, to show that the
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crucial variable in individual differences in working memory is processing efficiency
(and not storége), Daneman and Tardiff added three sforage—free span tasks in which only
processing was tested. They also found a correlation between tﬁese tasks ‘and
comprehension, which led them to feinforce the claim that it is individual differences in
processing efficiency that explain differences in language abilities.

Nevertheless, Turner and Engle (1989) disputed the view that working memory
capacity was functional and offered an altemaﬁve hypothesis for the relationship between
working memory capacity and reading comprehension. For them, good readers have a
larger working memory capacity in general, independent of the. task to which working
memory is being applied. To test this hypothesis, Turner and Engle devised a working
memory span task, which they termed operation-word span task. In this task, the
processing component was a math operation such as “(4/2)-1=17” (Engle, Cantor, &
Carullo, 1992, p. 975) and the storage component was a word (e.g., “snow’"),f which was
written just beside the operation. They measured participants’ working memory capacity
by presenting them with increasingly longer sets of operation-word strings, asking them
to verify whether the result of the operation was correct, and then asking them to read the
word following the oper_ation. Participants’ memory span was the number of words
recalled.

Turner and Engle (1989) found that thevnun.xber of words recalled correlated
significantly with measures of reading 'comprehension. That is, the processing con;ponent
of the memory span task does not need to be reading-related, as Daneman and Carpenfer
(1980, 1983) had argued, to correlate with language comprehension. In addition, Turner
and Engle showed that the operat.ion—word span task and the reading span task explained -
similar amounts of variance in reading comprehension. They interpreted thése findings as

evidence for the general capacity hypothesis, which sees working memory capacity as a
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single, unitary resource independentv of the néture of the task. According to the general
capacity hypothesis, limitations in working memory capacity reflect a common factor and
are domain free (Engle & Oransky, 1999; Engle, Kane, & Tuholski, 1999).

| Engle and his group have been pursuing the question of whether working memory
capacity is task-specific or domain free over the past decade and have consistently
replicated the finding that the operation-word span test is a predictor of reading
comprehension (e.g., Cantor & Engle, 1993; Eﬁgle, Cantor, & Carullo, 1992; Conway &
Engle, '1996;. Engie & Conway, 1998; Engle, Nations, & Cantor, 1990; La Pointe &
Engle, 1990), thus accumulating evidence for the general capacity view of working
memory. Likewise, the reading span test, which reflects the task-specific view, has been
validated through numerous studies replicating Daneman and Carpenter’s (1980, 1983)
findings (e.g., Daneman, 1991, Daneman & Tardiff, 1987, Masson & Miller, 1983;
Miyake, Just, & Carpenter, 1994; Tomitch, 1995). The present research project hopes to
contribute to this debate by examining whether there is a significant relationship between
working memory cap‘acity and L2 speech performance and whether this relationship is
task-specific or domain-free. The next section reviews the literature on working memory

and L2 skills.
2.5 Working memory and L2 skills

As mentioned earlier, research on individual differences in working memory has
focused heavily on first language reading comprehension. Recent studies, however, have
addressed the relationship between working memory capacity and L2 skills. These
studies have focusgd on reading comprehension, syntactic acquisition and

comprehension, and speech production.
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Harrington (1991) investigated the extent to which vocabulary and grammatical
knowledge affects the relationship between L2 working memory capacity and L2 reading
measures. He obtained measures of vocabulary knowledge, grammatical knowledge, L2
reading comprehension, and working memory span (measured by means of reading span
tests in the L2) from 55 Japanese learners of English as a foreign language. He found a
significant correlation between working memory capacity and scores on L2 vocabulary,
grammar, and L2 reading measures. However, and mostv importantly, the correlation
between working memory capacity and L2 reading comprehension measures was
maintained even after the contributions of vocabulary and grammatical knowledge were
.partialled out. Harrington interprets these results as evidence that the L2 reading span test
assesses more than lexical and grammatical knowledge, thus being an important index of
reading comprehension in the L2. In addition, the results also replicate the findings of
studies in L1 reading comprehension showing that the reading span test tapS processes
other than vocabulary knowledge (e.g. Dixon, LeFevre, & Twilley, 1988; Engle, Nations,
& Cantor, 1990).

Harrington and Sawyer (1992) investigated the relationship between working
memory capacity and L2 reading comprehension. They applied working memory span
tests in both L1 and L2 to 32 advanced Japanese students of English as a foreign.
language, and compared perfdrmance in the span tests to performance in the Grammar
and Reading sections of the Test of English as a Foreign Languaée (TOEFL). L2
proficiency was controlled by means of participants’ overall scores on the TOEFL, which
had to be at least 500. The memory span tests consisted of a reading span test based on
Daneman and Carpénter (1980, 1983), a digit span test and a word span test. To avoid
floor effects, Harrington and Sawyer devised their reading span test with 42 sentences

smaller and syntactically simpler than those of Daneman and Carpenter’s original tests.
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The results showed that the mean scores for the digit and word span tests in the
participants’ first language were significantly higher than in the L2, English. Howevef,
the researchers report that there was no significant difference between L1 and L2 reading
span, between which a moderate correlation was found. No significant correlation was
found between L2 digit or word span and L2 reading comprehension measures, as in the
L1 research. The most important finding of the study was that there was a‘ significant
~ correlation between the L2 reading span--which reflects L2 working memory capacity--
and the results on the TOEFL Grammar and Reading sections, thus replicating in the L2
the findings of L1 reading comprehension studies. |

Berquist (1998) investigated the relationship between L1 working memory, L2
working memory, and L2 proficiency. -Pafticipants were 60 French learners of English as
a foreign language. Berquist administered two memory tests: a word span test and a
reading span test, each one in French and in English. L2 preﬁciency was measured by
means of the listening and reading sections of the Test of English for International
Communication (TOEIC). To conirol for processing of L2 sentences in the reading span
~ test, Berquist introduced a cloze in which participants had to fill in rhissing words of
randomly chosen sentences from the test. Results showed that memory span in the
participants’ L1, French, was greater than in the L2, for both the simple word span and
the reading span tests, a ﬁnding similar to that obtained b& Harrington and Sawyer
(1992). Befquist found significant correlations between L1 and L2 word spans, L1 and
L2 reading spans, and between all memory spans and L2 proficiency, as measured by the
TOEIC, with the best correlations being those between L2 memory spans and L2
'proﬁciency. Interestingly, he reports that L2 word span correlated more strongly with
TOEIC than did the L2 reading span. However, the most important finding of the study

was that the highest correlation obtained was that between the L2 cloze test, a
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submeasure 6f the L2 reading span test, and L2 proficiency. Berquist interprets these
results as evidence that L2 working memory is a good predictor of L2 pfoﬁciency and is
a function of processing efficiency in the L2, rather than a fixed or reduced capacity. In
addition, in his view the results also show that L2 working memory does not seem to be
superior to L2 short-term memory in predicting L2 level, contrary to the view ip L1
studies that working memory, and not short-term memory, predicts performance in
complex cognitive tasks.

Miyake and Friedman (1998) inveStigated the relationship between working
memory capacity and the analysis and comprehension of complex sentence structures in
L2. Participants were 59 Japanese advanced learners of English a; a foreign language.
Miyake and Friedman applied a listening span test in the participants" Ll and L2, an L2
syntactic comprehension task, and an L2 agent identification task aimed at determining to
what extent participants’ linguistic cue preferences (e.g. word order, animacy,vagreement,
or case markirig) for understanding syntax were similar to those of native speakers of
English, who rely heé.vily on word order.

Using a sophisticated statistical technique to go beyond correlational .and
regression techniques--path analysis--Miyake and Friedman were able to show that L1
working memory capacity determines L2 working memory, L2 working memory
contributes to syntactic compfehension, and L2 working memory determines linguistic
cue preferences. In the researchers’ view, these results indicate that, at least for advanced
learners, L1 and L2 working memory share the same péol of resources and that those
with a larger working memory span are more efficient at comprehending language.
Specifically, those with a larger working memory span are more efficient at selecting

linguistic cues that aid in the comprehension of L2 complex sentences.
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F' Still in the area of L2 skills, Mota (1995, published as Fortkamp, 1999), based on
Daneman (1991), examined whether working memory ca;}acity correlated with L2 speech
rate and articulatioxi. Adapting Daneman’s methodology, she administered a set> of seven
experiments to 16 advanced speakers of English as a foreign language. Working melﬁory
was assessed by means of the speaking span test (Daneman & Green, 1986; Daneman,
1991) and the reading span test (Daneman & Carpenter, 1980 and 1983; Harrington &
Sawyer, 1992) in the participants’ L1, Portuguese, and in the L2, English. Speech

. produétion was assessed by means of a picture‘ description task, an oral reading task, and
the Oral Slip Task (Motley & Baérs, 1976). The variables of speech production used were
speech rate--total number of words per minute--oral reading rate, and number o'f.
articulation errors.

Results shoWed that L1 and L2 working‘memory correlate significantly when
measured by the reading span tests--thus confirming Harrington & Sawyer‘(1992) and
Berquist (1998); but not when measured by the speaking span tests. In addition, L2
wdrking memory for épeaking does not correlate with L2 working memory for reading.
L2 working memory capacity, as measured byA the speaking span .test, correlates
significantly with speech rate and articulation errors, two direct measures of speech
production. That is, those with a larger wquing memory capacity spoke faster and were
less prone to articulation errors in the L2. However, working rhemory capacity, as
measured by the L2 speaking span test, did not correlate with oral reading rate, an
indirect measure of speech production. Working memory capacity, as measured by the
reading span tests in English and in Portuguese, correlated significantly with oral reading
rate. Thése results were interpreted as evidence that working memory capacity is specific

to the task to which it is applied.
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As already pointed out, research on the human cognitive system in charge of the
temporary storage and processing of information--working memory--has consistently
shown that the system is involved in fundamental ways in the performance of everyday
cognitively complex taéks, such as understanding language, producing language, solving
problems, and learning complex tasks. Working memory has been conceptualized in
'many different ways, but all liﬁes of research agree on the dynamic nature of the system
as well as on its relevance to the understanding of human performancé. Whereas most
research on working memory capacity has been developed in the area of language
processing, comprehension is the aspect of processing that has achieved most attention.
Although there has been some initiative towards investigating the .réle of working
 memory capacity in language production, much more systematic research is needed so
that we can understand better how this central cognitive system relates to speech
production. The next Chapter reviews the literature on L2 speech production found

relevant to the present study.



CHAPTER 3
Review of the Literature on L2 Speech Production

In a recent paper, Levelt (199.5).remarks that despite playing a major role in the
survival and development of human society, speaking has been a neglected subject of
research in psychology. Although production is considered one of the three core topics in
the psychology of _language (Bock, 1996; Dell, 1996), it was not until the early 1960s that
the systematig study of the skill of speaking was undertaken and given a psychological
perspective (Levelt, 1995). Nevertheless, the general emphasis psychology researchers
have given to-ianguage comprehensién and the lack of studies on language producﬁon
have both had their effects on L2 acquisition and use research.

Studies on L2 speech prodl'lction are fairly limited in number and the field still
lacks consensus on the constructs underlying L2 speech performance as well as on the
most effective ways to approach oral performance, either from a fheoretical or from a
pedagogical perspective. Most studies of L2 speech production are scattered around
se\;eral areas, including  psycholinguistics,  sociolinguistics, = pragmatics,
iﬁstruction/pedagogy, or any combiriatibn of these. Using a variety of methods, these
studies have been principally concerned with the concept of fluency in L2 speech
production from different perspectives (e.g. Butler-Wall, 1986; Ejzenberg, 1992,
VRiggenbach, 1989, 1990, Freed, 1995, among others). A few studies have focused on
other aspects of L2 speech production, besides fluency (e.g., Foster & Skehan, 1996;
Mehnert, 1998; Ortega, 1999). This chapter presents an overview of research on L2
' - speech production that was judged relevant for the present study. It is divided into»three
main sections. In the first' section, two influential monolingual models of speech

production are reviewed--Dell (1986) and Levelt (1989). The reason these two models
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were chosen to be reviewed is that they are the basis of bilingual models of speech
production, specifically of those proposed by De Bot (1992), Green (1986), and Poulisse
& Bongaerts (1994), which are reviewed in section two. Finally, section three reviews

empirical studies on L2 épeech production.

3.1 Speech production in L1

The first épeech production model to be reviewed here is the one proposed by
Dell (1986). Dell’s model is proposéd within the activation theoretical paradigm in
cognitive psychology and is based on assumptions from linguistic theory--dealing with
units and structures of language--and the mechanism of Spreading activation. Because of
the relevance of the mechanism of spreading activation, Dell’s model can be classified as
a spreading-activation theory of speech production.

In Dell’s view, the idea that behavior is ordered can be equally applied to speech
production. Thus, he suggests that speaking requires the construction of internal
representations 6f planned behavior prior to overt. behavior. In the case of speech
production, representations and behavior entail both linguistic competence ‘anvd cognitive
processing. | |

Among the linguistic assumptions underlyiﬁg the theory, | one is of central
importance, viz. that a speaker’s knowledge of his/her language is separated into at least
four levels: the semantic, syntaétic, morphological, and phonological. Of these, Dell’s
theory deals with the three latter levels. Each of these levels--syntactic, morphological,
and-phonological--is associated with a set of generative rules that establish the possible
combinations of units at that level in the language. In other words, the set of generative

rules determines whether a given combination of units is a well-formed sequence in the
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language. Units can be syntactic (e.g., noun and verbs), morphological (stem, prefix,
suffix) and phonological (vowel, consonants; initial stops, etc.). The set of rules
determining the combinatorial possibilities of units at a given level interacts witﬁ the
lexicon. ,.

In Dells’ theory, the lexicon is a network of stored knowledge that contains nodes
for the linguistic units. Thus, there are nodes for concepts, words, morphemes, phonemes,
and phonemic features. These nodes are connected in a somewhat hierarchical way:
conceptual nodes connect to words, words to morphemes, morphemes.to phonemes, and
these to phonemic features. In order to describe the interaction between the set of
generative rules at a given level and the lexicon, Dell proposes that the rules generate
frames with categorized slots.

Thus, for instance, in the sentence “This cow eats grass” (1986, p 286), the
syntactic rules would produce a frame with slots.for Determiner, Nbun, present tense
Verb, and Noun. The morphological rules, at the morphological level, would génerate a
fréme with slots for word stems and affixes. The phonological rulesv would, according to
the theory, produce a frame with slots for consonants and vowels, for example. Thus, the
linguistic aspect of the model proposes that (a) sets of rules produce frames with slots, (b)
the slots are filled in with uﬁits, (c) units are stored in the lexicon, represented as a
network with connections between nodes. In addition, linguistic units are labeled as to the
category they belong to. Dell terms the process of specifying units with category

information “insertion rules” (1986, pp. 286-287). The insertion rules make it possible for

the appropriate units to be inserted into the slots.
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The most important cognitive processing assumption of Dell’s model is that each
level of encoding--syntactic, morphological, and phonological--requires the construction
of a mental representation of the utterance. Thus, according to Dell, a planned utterance
will have various simultaneous representations--one at each level. The syntaqtic,
morphological, and phonological representations consist of “ordered sets of various
words, morphemes, and phonemes” (1986, p. 287). Dell suggests these representatiéns
could be thought of as a set of order tags which, aftached to nodes in the lexicon,
determine the contents of the representation as well as their order. The construction of
representations takes place in a hierarchical fashion. The tégged nodes of a higher
representation--say, syntactic--activate the nodes of the next lower representation--say,
morphological. The mechanism that allows information from one level to trigger the
tagged nodes of the next level is the retrieval mechanism of spreading activation.

Spreading activation takes place in two ways at the same time: from the higher
level to the lower level and back. In addition, various nodes get activated at the same time
to fulfill one slot in the frame built at a particular level. Level of activation will determine
which node is selected for the slot, the most activated node being the one selected. After
being selected, its level of activation drops towards zero. The set of nodes selected to fill
in the slots at a given level coﬁstitutes the representation for that level.

The evidence for the two principal mechanisms of Dell’s model, viz. the frame-
and-slot mechanism and the spreading activation mechanism, comes mainly from speech
errors. The model is powerful in that it accounts for a great deal of current speech error

data (Dell, 1986; Poulisse, 1999), in both explaining and predicting the several types of
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slips of the tongue. However, the model is based on a number of assumptions that still
need to be empirically studied.

‘A much more comprehensive and ambitious model of monolingual speech
production is the éne advanced by Levelt (1989), who labels it “a blueprint for the
speaker” (1989, p. 8). Arguing that “the speaker is a highly complex information
processor who can, in some still rather mysterious way, transform intentions, thoughts,
and feelings into fluently articulated speech (1989. p. 1), Levelt proposes that both
conceptual and linguistic processes take place in the construction of a message.

According to Levelt (1989), in order to speak, the individual has to go through a
number of steps. First, s/he has to apply conceptual processes such as making an initial
choice of purpose or conceiving an intention to speak. Conceptual processes, Levelt
argues, depend on the speaker’s state of motivation, the amount of knowledge shared
with the interlocutor, and the discourse being created by the speaker and other
participants in a given context. In addition to the conceptual processes, there are
specifically linguistic processes the speaker needs to carry out to convey a message. After
having in >mind the, concepts to be expressed, the speaker has to access words that map
onto these concepts, retrieve syntactic forms that correspond to these words, and build a
grammatical structure. The grémmatical structure has to be given a phonetic plan that
will, in turn, activate the processes of the articulatory system and finally be executed in
terms of words, phrases, and sentences.

The processes involved in the conception of the message and in its development
into a phonetic plan are assumed to constitute a general planning stage. The delivery of

the message in actual sounds, as overt speech, is the general execution stage. Planning
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and execution processes do not take place in a linear way. Levelf (1989) argues that mést |
sub-processes of planning and execution occur in parallel and execution may begin at any
moment of the planning stage In other words, when speaking, the individual starts
executing one piece of the message while still planning the following piece, carrying out
planning and exeqution éoncurrently.

Levelt (1989) distinguishes foﬁr major components in his model of speech
production: a conceptualizer, a formulator, an articulator, and a speech—cdmprehension
system. Each of these components is autonomous and is responsible for specific
processes. The notion of autonomy is fundamental to the functioning of the model.
According to Leveit, each component operates independgntly and does not interact with
~ the other components. In other words, there is no information sharing between the
components and each works as if ‘unaware’ of what is taking place in the other
components at a given moment during speech production. In order to produce fluent L1
speech, the components work in parallel. This is possible because each component
contains a number of procedures, which are part of the speaker’s procedural knowledge.
These procedures act on the speaker’s declarative knowledge, which is stored in his/her
long;tenn memory as factual knowledge.

It s in the conceptuaiizer that message generation takes place. Generating a
- message involves selecting and ordering relevant information in terms of concepts.
Message generation takes place through macroplanning and microplanning.
Macroplanning consists of planning the content of the message by the elaboration of
communicative goals and the retrieval of the information necessary to realize these goals.

Microplanning, on the other hand, consists of planning the form of the message and



involves making decisions about the appropriate speech act;-for'instance, a question, an
assertion, a suggestion--determining what is “‘given” and what is “new”, and assigning
topic and focus. Levelt assumes that' it is not necessary to finish macroplanning for
microplanning to begin. The output of microplanning, and thus of the conceptualizer, is
the prevérbal message, which is also the input for the next component, the formulator.

It is in the formulator that the preverbal message is developed into a phonetic plan
through the selection of the appropriate lexical units and the application of grammatical
and phonological rules. The translation of the prevefbal message into a linguistic
structure takes place in two stages: grammatical encoding and phonological encoding.
For grammatical and phonological encoding to take place, the formulator first has to
access the mental lexicon, where lexical units are stored in the form of declarative
knowledge. By accessing the mental lexicon, the formulator makes it possible for the
lexical units that match the concepts of the preverbal message to be selected.

The lexical units of the mental lexicon contain information about their meanings
as well as théir syntactic, morphological, and phonological specifications. According to
Levelt (1989), lexical units consist of two parts: the lemma and the lexeme. The lemma is
that part of the lexical unit that carries semantic and syntactic informativon. The lexeme is
the part that carries morphological and phonological information. Grammatical encoding
consists of accessing lemmas and of building syntactic constructions such as noun
phrases or verb phrases. The building of syntactic constructions takes place by means of
procedural knowledge. Thus, .the concepts of the preverbal message trigger the
appropriate lexical units in the formulator which, in turn, trigger the syntactic information

‘about these units, which trigger the syntactic procedures necessary to build a surface
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structure of thé message. The surface structure is the output of grammatical encoding and
Ais necessary for phonological encoding to take place.

Phonological encoding consists of building a phonetic plan for each lemma and
for the utterance. The construction of this plan is carried out through the information
contained in the lexeme: the information about the word’s morphology and phonology.
The output of the formulator, the phonetic blan or internal spegch, is the input for the
articulator, the next processing component. In the articulator, internal speech is converted
into actual overt speech. According to Levelt (1989), articulation requires the
coordination of a set of muscles and is‘ highly procedural. The product of the articulator is
what Levelt calls overt speech.

Finally, Levelt proposes that the speech-comprehension system is the component
that allows the speaker to monitor bdth overt and internal speech. Monitoriﬁg may take
place at all phases of the speech production process, and it allows the speaker to compare
what was intended to what was linguistically planned.

As Poulisse (1999) points out, Dell’s (1986) and Levelt’s (1989) models of
sﬁeech production have undergone several changes since they were first proposed. For
instance, Dell, Juliano, & Govindjee (1993) suggest that the frame—and-slét mechanism
proposed in Dell (1986) can bé replaced by mechanisms of parallel distributed processing
(PDP), which does not assume linguistic structures, frames and rules and claims, instead,
that rule-like behavior results from the strengthening of the connections through practice.
However, Dell et al. are careful to say that éo far thevpossibility of replacing the frame-
and-slot mechanism by PDP mechanisms applies only to a limited number of

phonological phenomena.
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As for the changes in Levelt’s (1989) original model, these resulted from the
construction of a computational model called WEAVER + (Levelt 1995; Levelt,
Roelofs, Ardi, & Meyér, 1999) and several experimental studies investigating reaction
times on lexical decision tasks and word-naming tasks. For instance, Levelt (1995) and
Levelt et al. (1999) have adopted the network view of the mental lexicon as in Dell
(1986)_, with spreading activation as the major mechanism o.f retrieval of information
from the lexicon, and have thus made the process of grammatical encoding in the
formulator more explicit. As already mentioned, Dell’s (1986) and Levelt’s (1989)
Doriginai models are the basis for several bilingual models of speech production, three of

which reviewed in the next section.

3.2 Bilingual models of speech production

Although researchers in the L2 area have been increasingly concerned about the
psycholinguistic aspects of acquiring and using an L2 since the 1960s (Poulisse, 1997,
1999), it was not untilv very recently that explicit attempts were made at describing the
processes involved in L2 speech production. Poulis»se (1999) claims that one additional
' factor' influencing L2 speech production model building is the need to account for how
L2 speakers manage to mix and separate two (or more)‘ languages, either willfully or
accidentally. There are currently three main models aiming at accounting for L2 speech
production: Green (1986), De Bot (1992), and Poulisse & Bongaerts (1994).

Green (1986) proposed a model of bilingual speech production for explaining
how normal as well as brain-damaged patients perform in an L2. Based on evidence
showing that bilingual brain-damaged patients may lose command of one language-bbut

not the other, Green claims that a speaker’s L1 and L2 are organized in separate
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subsystems. In order to account for the fact that L2 speakers can choose in which
language to speak, Green proposes the mechanism of activation. The language selected to
be used will be the most activated. The nonselected language, however, can still be
active, but its level of activation falls as a result of the degree of activation of the selected
language, as well as of mechanisms of inhibition of the nonselected language.

Green proposes that the words of a particular language possess “tags> (1986, p.
216), which allow the speaker to identify _the words and thus activate them. He also |
proposes a device, the specifier, to account for language switches and translation during
L2 speech production. The specifier determines how the levels of activation must be
controlled iﬁ order for the output to be in L1 and L2. In the case of code-switching, the
specifier determines that the output is free to vary and the word used--in L1 or L2--will
be the one that reaches the required threshold level of activation first. In fhe case of
translation, the regulation of the system is more complex. More specifically, Green
suggests that both languages will be active, but the output of one of them will have to be
suppressed.

Green is particularly concerned with the resources consumed in controlling
activation levels during speaking. He describes these resources as energy (1986, p. 211)
and claims that, because they-are limited, production may be impaired and' errors will
result if there is no time for the resources to -get replenished (Poulisse, 1997) and inhibit
activation éf the nonselected language. |

The advantage of Green’s (1986) model is that it also postulates the mechanism of
activation as part of L2 speech prodﬁction processes. In addition, as Poulisse (1997,

1999) points out, he addresses the issue of limited resources as a possible cause of
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disruptions in L2 speech production. However, the model fails to give detailed accounts
.of message generation and syntactic, morphological, and phonological processes in L2
speech production.

A more’ comprehensive model of L2 speech production is that proposed by De
Bot (1992), who based his proposal on Levelt (1989). Due to the enormous explanatory
power of Levelt’s model, De Bot made only those changes that were necessary to account
for L2 speeéh behavior.

The first aspect De Bot (1992) deals with is related to the decision the speaker has‘
to make as to which language to use. This takes place in the cbnceptualizer, since it is this
component that deals with _iriformati.on about the participants and the situation in which
speaking will take place. Deciding which language to use would take place during the
macroplanning stage of the preverbal message. During microplanning, the spéaker would
thus use language-specific information to trigger the appropriate lexical units in the

formulator. |

With regard to the formulator, De Bot’s (1992) proposal is that it is language-
specivﬁc, thus suggesting that grammatical and phonological encoding of L1 and L2 takes

- place through diﬂ‘érent procedures. De Bot also suggests that L2 speakers produce two
speech plans concurrently. Folléwing Green (1986), he hypothesizes that L2 speakers
produce speech for the selected language--the one being used to speak at a given
moment--and for the active language, which is nof being used but is regularly used.
Simultaneous encoding of two languages allows code switching to happen. |

In order to explain how the mental lexicon of an L2 speaker is organized, De Bot

(1992) follows Paradis (1985, 1987). Based on neurolinguistic research, Paradis (e.g.
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1985) claims that bilinguals have one conceptual store and two distinct semantic stores
that are differentially connected to the conceptual store. This store, which corresponds to
our experiential and conceptual information, contains mental representations of things,
events, properties and qualities of objects, and our knowledge of the world. The lexical
items représenting these concepts are stored separately for each language. In his Subset
Hypothesis (1987), Paradis proposes that the conceptual store is language-independent
and that L1 and L2 lexical items are organized in different subsets. Having separate
lexical stores implies applying different procedures to carry out grammatical and
phonological encoding. De Bot suggests that, during L2 speech production; the L2 lexical
subset gets more activated than the L1 subset. |

In De Bot’s (1992) proposal, the articulator is assumed to be one for both
languages ‘and‘to store a large set of sounds and pitch patterns, encompassing the two
languages. By proposing one articulator where sounds and pitch patterns are stored
together, De Bot is able to explain L1 phonological interference in the L2.

As Poulisse (1999, p. 61) suggests, De Bot’s (1992) model of L2 speech
production explains the following aspects of L2 oral performance: (a) lexicalization, (b)
gramrﬁatical encoding, (c) code-switches, and (d) phonological interference. waever, in
Poulisse and Bongaerts’ (1994) view, the model is particularly problematic in explaining
how the speaker is able to carry out two speech plans concurrently. Thus, Poulisse and
Bongaerts (1994) propose a model of L2 speech production, also based on Levelt (1989),
that is aimed at ovércoming this problem in Levelt’s model. |

Poulisse & Bongaerts (1994) follow De Bot (1992) in assuming that choice of the

language to be used is made in the conceptualizer, during the construction of the
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preverbal message. However, Poulisse and Bongaerts propose that L1 and L2 lexical
| units are stored in a single network, arid for this reason they need to contain information
specifying to which language they‘belong. In Poulisse and Bongaerts’ view, then, lexical -
units are tagged with a language label, an idea they adopted from Green (1986). In
addition, they also propose that concepts have a distributed form. That is, concepts
contain different meaning elements in the form of conceptual primitives (also_features).

Thus, according to Poulisse & Bongaerts (1994), lexical selectién occurs via the
mechanism of spreading activation. During L2 speech production, L2 lexical units--
lemmas and lexemes--receive more activation than thoée of the L1. This process gets
started in the preverbal message, which contains the feature [+ L2]. For instance, the
selection of the word “boy” will .ﬁrst fequire‘ access to information, at the conceptual
level, about the features [+ human, + male, - adult]. At this point, several lenimas can be
activated to different extents, including L1 lemmas, but it is the degree of activation of
the lemma “boy” that determines its selection. Selection of the lemma allows access to
the lexeme, thus allowing grammatical encoding and»subseciuent ph_onological. encoding.
In the whole, grammatical and phonological encoding takes place the same way as
proposed by De Bot (1992).

According to Poulisse 7(199.7, 1999) the advantage of the Poulisse & Bongaerts
(1994) model is that it does not postulate the-elaboration of two concurrent speech plans,
since the lexicon is accessed through activation of individual lexical items and not
through the activatioﬁ of entire subsets as proposed by De Bot (1992).

The models of monolingual speech production (Dell, 1986; Levelt, 1989) and

- bilingual speech production (Green, 1986; De Bot, 1992; Poulisse & Bongaerts, 1994)
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reviewed here are useful in that they make explicit the main processes involved in the
production of speech. These models will be mentioned again in the discussion of the
results obtained in the present study (Chapter 6). The next section reviews empirical

studies on L2 speech performance.

3.3 Empirical studies on L2 speech produétion

As noted by Crookes (1989), a great deal of the work developed on L2 speech
production has been in the psycholinguistic area and is put together in D.echert &
Raupach (1980) and Dechert, Mohle, & Raupach (1984). Early studies of L2 speech
production carried out by Dechert and his group at Kassel University in the éarly 1980s
focused on the study of temporal variables and speecﬁ errors and adopted a research
strategy that they termed “contrastivé psycholinguistics” (Dechert, 1987, -Déchert &
Raupach, 1980). In this type of research, participants wére asked to perform the same oral
tasks both in their L1 and L2 and their speech samples were analyzed in terfns of the
similarities and differences in the speech productidn processes of the two languages.

The studies published by The Kassel Research Group utilized data from the
i(assel Corpus, collected from 1979 to 1982, from L2 learners of English, French, or
German telling stories or describing pictures both in their L1 and L2 (Dechert, Mohle, &
Raupach, 1984). However, the collection of papers published in Dechert & Raupach
(1980) and Dechert, Mohle, & Raupach (1984) do not all report empirical studies--some
of them are theoretical discussions of specific aspects of L2 speech production. Thus,
only three papers reporting results of empirical studies were found of interest for the

t

present study, and these are reviewed below.
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Mohle (1984) set out to examine differences and similarities in the foreign
language planning processes of ad{/anced learners of different foreign languages--French
and German--who had different native languages--also French and German. The study
was carried out with participants--3 French speakers studying German as an L2 and 6
German speakers studying French as their L2. L2 speech production was elicited by
means of two tasks. The French participants were asked to describe a series of cartoons, o
first in their native language, then in their L2. They were ‘also asked to answer two
questions related to their experiences living in Germany on a study-abroad program. In
this “free discourse task”, as Mohle (1984, p. 29) calls it, the questions were first
answered in their L1 and then in their L2. The procedures with the German students
were slightly different. Of the 6 German students learning French, 3 were asked to
describe the cartoon series and 3 were asked to mSWer the questions. BAothvtasks were
performed first in the speakers’ first larulguage and then in their L2,

Mohle a.ﬁalyzed participants’ speech samples in terms of (a) tempbral variables,
which included speech rate, articulation rate, length of speech units, number of pauses per
100 syllables, and length of pauses in seconds, (b) linguistic variables, which consisted of
complexity and variation in syntactic sfmcture, morpho-syntactic grammaticality and
acceptability, lexical reﬁnemeﬁt, idiomatic acceptability, co;nm‘unicative effectiveness,
and degree of L1 influence, and (c) the strétegies participants used to solve L2 problems.

Mohle found that the cartoon description task yielded slower speech rates than the
question-answer task for the two groups of learners, but that the learners of French as an
L2 tended to have a (faster speeéh rate than their counterparts in the same task. In terms of

the linguistic variables investigated, Mdhle reports that, although more disfluent, the



learners of L2 Geﬁnan produced more complex language than the learners of L2 French.
The lack of fluency demonstrated by the learners of German is probably related to the
fact that German, compared to French, in Mohle’s view, imposes heavier prbcessing
demands that interfere in the planning and execution processes of speech. Mohle also
relates this finding to the type of L2 language education the participants received in their
country, ‘claiming that French spéakers of L2 German tend to prioritize grammatical
accuracy whereas German speakers of L2 French prioritized content. This, in hér view,
resulted in “an acoustically smoother flow of speech” by the learners of L2 French
(Mohle, 1984, p. 37). Finally, Mohle found no significant differences between the two
groups in the strategies used to solve L2 speech production problems.

Lennon (1984) examined temporal variables and hesitation phenomena in the -
retelling of a story by 12 advanced learners of English as an L2. Lennon cdmpared the
argumentative and temporal structures of the learners’ speech samples to a recording of
the story. made by a native speaker. In terms of temporal variables and hesitation
phenomena, Lennon focused on the time taken to retell the story, speech rate, speech-
pause time ratio, distn'bution of pauses, use of final intoﬁation falls, repetitions, and self-
corrections. Lennon’s hypothesis was that there should be harmony between the
syntactic,‘narrative, and tempo.ral structures and that this harmony should be close to that
produced by the native speaker.

Lennon reports that participants vtended to keep véry close to the narrative
structure found in the native speaker’s recording. In addition, participants tended to
perform the task in about the same time as the native speaker, but they presented a slower

speech rate, higher pausing time, more repetitions, and more self-corrections than the
. o be ,
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native speaker. The greatest difference between participants’ speech samples and the
native speaker’s was in the distribution of pauses. Lennon explains this variation in terms
of the narrators® individual styles.

In Lennon’s view, learners’ speech samples sound less fluent than the native
speake;’s because they tend to segment speech in ghorter units. He suggests that, whereas
the native speaker paused after final intonation falls, which mark the end of a segment,
and used this pausing time to plan the next segment, nonnative speakers probably found
the pausing time after intonation fglls insufficient for planning, thus ﬁnding extra time to
plan by building shorter units of speech.

Raupach (1984) investigated the role of formulae--prefabricated routines—in ‘the
speech production of 2 German learners of French as an L2. His hypothesis was that
formulae work as planning units in L2 speech p_roduction. By investigating.changes in
temporal variables, such as silent pauses, and in hesitation phenomena, such as repeats,
self-corrections, false starts, and drawls (lengthening of syllables) in the participants’
speech sample after one semest;r on a study-abroad program, Raupach found that the
main changes in the participaﬁts’ speech production were in the distribution of hesitation
phenoména and not in the type of prefabricated routines used. For instance, before their
semester abroad, participants t‘ended to segment prefabricated routines into smaller units
and to present a greater number of silent pauses: In Raupach’s view, speech planning
processes would take place during these unfilled pauses. After a semester abroad,
participants tended to produce longer prefabricated routines, unimpeded by silgnt pauses,
and to use drawls followed by shorter silent pauses as their strategy to carry out their

planning processes.
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Dechert (1983) examined temporal variables and hesitation phenomena as
indicators of speech planning processes in the narrative of an advanced L2 speaker of
English. Dechert noticed that the spéech produéed could be classified into two types--one
marked by hesitations, repetitions, corrections, false starts, and silent pauses, and the
other By fofmulaic, ready-made expressions of varying length and syhtactic complexity,

which Dechert termed “islands of reliability” (p.183). In Dechert’s view, the production

of fluent L2 speech is largely based on these islands, which function as anchoring points |

for planning and executién processes, and thus, as time-buying devices.

In their various publications, the researchers of the Kassel Group dealt with L2
-speech production by comparing native to nonnative oral production in description and
nafrative tasks and by comparing nonnative oral producﬁon of the same speakers before
and after their experience living in the country where the L2 was spoken 4as a native
language. Their general assessment of L2 speech production was quantitative, through
the measurement of temporal variables--speech rate, articulation rate, silent i)auses, aﬁd
mean length Qf run--and hésitation phenomena—-ﬁlléd pauses, repetitions, self-
corrections, and drawls (Wiese, 1984). These researchers’ general assumption was that
temporal variables and hesitation phenome;r_la indicate planniﬁg and execution activities,
being thus importaﬁt in the investigation of L2 speech production. In evaluating‘ L2
speech production, the Kassel Group usually referred to the notion of ‘fluency’, this
being used in a broad sense to express the degree to which learners’ speech samples
approached native oral production. In spite of the lack of adaitional studies on L2 oral

production and the lack of a powerful model of speech production such as Levelt’s
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(1989) on which they could base their findings, the Kassel researchers helped establish a
tradition in the examination of L2 speech production.

: Re_cently, Towell, Hawkins, & Bazergui (1996) investigated the development of
fluency in the L2 speech production of 12 advanced learners of French. Towell et al.
asked paﬁicipants to retell the story of a film both in their first language English, and in
the L2. Data were collected before participants went on a study program in France and,
again, a year later, when they returned. Towell et al. assessed L2 speech production by
- means of four temporal variables--speech rate, phonation time ratio, articulation rate, and
mean length of runs. Their hypothesis was that increase in oral fluency would be mainly
due to the proceduralization of knowledge of syntax and lexical phrases in the L2. This
increase in fluency would be reflected in the learners’ use of temporal variables.

Their analysis consisted of comparing each learner’s speech sample Vbefore and -
after residence in France, in addition to comparing each learner’bs performance in L1 and
L2. Towell et al. found that there was an increase inAspeech rate, articulation rate, and
mean length of run from the first to the second recording. In addition, participants™
phonation time ratio, “the percentage of time spent speaking as a percentage proportion
of time taken to produce the speech sample” (Towell et al., 1996, p. 91), did not fall and
their average length of pausé did nof increase. They also found, however, that the
increase in speech rate, articulation rate, and mean length of run did not bring their
speech to levels comparable to those of their speech in their native language. Towell et al.
interpret these results as evidenc.e that after a period of residence abroad, increase in oral
fluency is mainly due to changes in the formulator, the component in Levelt’s (1989)

model of speech production responsible for the processing of lexicogrammatical
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information, rather than to changes in the way participants conceptualized the message in
the L2 or the way they articulated speech in the L2. In the qualitative analysis of the
speech samples of 2 participants, Towell et al. were able to show that vthere was an
increase in the length and complexity of linguistic units between pauses, which shows
that access to lexicogrammatical knowledge was faster and probably proceduralized.
It is important to note that Towell et al. were primarily concerned with fluency in
L2 speech production. Although not offering a working definition of the term, they
seemed to interpret fluency as a primarily temporal phenomenon. Taking the same view
of fluency, Temple (1997) examined a number of temporal variables in the speech of
learners of French and compared these to the recordings of twenty native speakers.
| Temple analyzed speech rate, pause time ratio, mean length of run, hesitation rate,
and repair rate. Eleven learners of French as an L2 at the intermediate an& advanced
levels were asked to pérform an interview task at the beginning and end of a semester.
Comparing the two sets of speech samples, Temple reports that there were no statistically
significant gairis ‘in oral fluency during the semester. Temple also compared learners’
speech samples to the recordings of native speakers performing an interview task, taken
from a commercial cassette. The comparison between nonnative and native speakers’
speech samples revealed statistically significant differences in speech rate, hesitation rate,
and repair rate. Temple interprets these results as evidence that while native speakers’
speech production processes occur, to a large extent, in parallel, nonnative speakers’
processes take place serially, since a great deal of their knowledge of the L2 is declarative
and .stored as explicit memory. Following Towell et. al (1996), Temple relates her

findings to Levelt’s (1989) model of speech production and suggests that nonnative
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speakers’ processing difficulties take place mainly in the formulator, where grammatical
and lexical information is dealt with. In her view, lack of fluency in L2 speech production
is due to insufficient knowledge of the L2 or, alternatively, to the use of explicit
knowledge through controlled processes, ‘which can>on]y take place in serial fashion, thus
overloading working memory.

The studies reviewed so far have examined the ‘fluency’ dimension of LZ speech
production through the use of temporal variables and hesitation phenomena, from a
psycholinguistic perspective. Several other studies have also used temporal variables and
hesitation phenomena to study L2 speech production, but aiming at specifying the notion
of ﬂuéncy and describing the profile of fluent and nonﬂugnt L2 speakers.

For instance, Lennon (1990) attempted to quantify the components of fluency. His
method consisted of analyzing speech samples of a group of four adult Gerrﬁan learners
of English as a foreign language recorded.before and after a period of residence abroad.
Lennon devised a wide range of measures of fluency, which encompassed temporal
variables and what he calls ‘dysfluency markers’. He assessed 8 temporal variables
(unpruned and pruned words per minute, total unfilled and filled pause time, mean length
of runs, T-units followed by pauses, total and mean pause time at T-unit boundaries)’,
and 4 dysfluency markers (repetitions, self-corrections, filled pauses, percentage of
repeated and self-corrected wbrds). Participants’ speech samples were also submitted to
the evaluation of native-speaker teachers of the L2, who were asked to judge learners’

fluency on a subjective and holistic basis.

! According to Lennon (1990, p. 406), the category “unpruned words per minute” includes all words produced in the
speech sample, whereas “ pruned words per minute” consist of all words except self-corrected words, repeated words
(except when for rhetorical reasons), words related to comments on the task, and words addressed to the experimenter.
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Comﬁaring ‘each learner’s first and second narratives, Lennon found that the
improvements in their oral fluency were mainly due to an increase in speech rate and a
decrease in the number of filled pauses. The comparison also showed that learners tended
to have fewer repetitions and filled pauses per T-Unit in the second sample,. but their
number of self-corrections did not decrease. In addition, their unfilled pause time
decreased and their méan length of runs increased. Lennon’s general interpretation of
findings is that there are ét least two key components of the dimension ‘ﬂuenc?’ in L2
- speech production: a temporal component, revealed in terms of speech/pause
relationships, and a dysfluency marker component, revealed in terms of repetitions, self-
corrections, and filled pauses.

Furthermore, the three variables that were found to increase significantly were
pruned words per minute, filled pauses per T-Unit, and T-Units followed 5y a pause,
which, Lennon argues, should be considered as constituting the core of any set of

measures of fluency.

Whereas Lennon attempted to describe a set of variables that function as
indicators of the fluency dimension of L2 speech production and identified changes in
learners’ speech after exposuré to the L2, Riggenbach (1989, 1990) analyzed the speech
of 6 Chinese learners of English as a second language, three rated as very fluent, and
three as very nonfluent. Her primary goal was to identify which features of the speech of

highly fluent nonnative speakers differed from those of highly nonfluent speakers.

Following Hunt (1974) and Vorster (1980), Lennon deﬁnes a T-unit as ‘one main clause and all its subordmate clauses
and nonclausal units™ (1990, p. 406).
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Riggenbach asked participants to record a dialogue with a native speaker on any
topic. Participants’ speech samples_wére first rated for fluency by native speaker teacheré
of English as an L2. Riggenbach selected 5-minute excerpts of each participant’s
~ dialogue and analyzed them in whafc she terms fluency-related features--hesitation
phenomena such as filled and unfilled pauses, repair phenomena, such as repetitions and
restarts, and rate and amount of speech. Riggenbach’s analyses of participants’ speech
Samples also inéluded an analysis of interactive phenomena--such as backchannels, echo,
questions, and laughter particles--and interactive features such as latches, overlaps, gaps,
and collaborative completion. ‘

Riggenbach reports that the quantitative analysis showed few statistically
significant differences in features between fluent and nonfluent subjects. However, she
was able to verify that fluent and nonfluent nonnative speakers differed in terms of
speech rate and number of filled pauses, which supports Lennon’s (1990) findings.
Riggenbach also reports that type of hesitation phenomena, in addition to the speech rate
and repair phenomena, anélyzed quantitatively, were t_he most salient features
distinguishing highly fluent from highly nonfluent nonnative speakers. The qualitative
analysis showed that the fluent L2 speakers tended to produce lexical filled pauses (e.g.
“y’know”), whereas the nonfluent speakers tended to produce nonlexical filled pauses
(‘uhm’) and silent pauses.vAlso, fluent L2 speakers tended to produce pauses that Were
considered nativelike because they occurred at junctures and in isolation, in contrast to
the nonfluent participants, whose pauses occurred at places other than junctures and in
proximity with other disfluencies, which contributed to the effect of choppiness of

speech. As for the interactive phenomena and interactive features, Riggenbach suggests
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that fluent L2 speakers show the ability to initiate topic changes, to cany on the
conversation through demonstrations of comprehension, to show anticipation of ends-of-
turn, and to balance their amount of speech in relation to the interlocutor’s.

Riggenbach was one of the first studies to use conversational data and to include
interactive features in the examination of L2 speech production, more specifically,
fluency. Her study is basically deiscriptive in that it attempts to identify components of
fluency, like Lennon’s (1990) reviewed above. Two other. studies have used
conversational data to examine L2 speech production.

Olynak, d’Anglejan, and Sankoff (1990) investigated several hesitation
phenomena in L1 and L2 speech production. Participants were 10 French-speaking
learners of English judged by the researchers to be high-fluency and low-fluency
speakers. Participants were required to tape record a conversation in three situations:
English planned, French unplanned, and English unplanned. In the first situation,
partioipants were required to teach a skill or present new information to a peer in the L2,
English. In the second and third situations, they were interviewed by a native speaker in
thetr first and second languages.

kOIynak et al. assessed first and second language oral fluency in the recorded
" conversations by means of hesitation phenomena, which they termed speech markers:
cut-offs (a glottal or other stop), repeats, repairs, ‘uhs’ (filled nonlexical pauses), and
transitions (turn changes). Their hypothesis was that frequency of occurrence of these
speech markers would be an important component of oral fluency. Quantitative analyses
of the speech samples--which lasted from 25 seconds to 2 minutes--revealed that,

contrary to what was expected, the high-fluency speakers used more speech markers than
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the low—ﬂueﬁcy speakers in general, but this difference was not statistically significant.
The markers produced by the high-fluency speakers tended to occur at the end of a
speech unit, a transitionally relevant place, which led the researchers to conclude that it is
not the frequency of speech markers that is important, but their function in: speéch
production.

Olynak et al. also fouﬁd that the situation, or context, in which L2 speech was
| produced affected the production of speech markers by Both high- and low-fluency
speakers. The researchers report that the lowest number of speech markers occurred in
the French unplanned situation, whereas the highest number occurred in the English
unplanned situation, with English planned lying in between. Finally, comparing
participants” L1 and L2 speech samples, Olynak et al. found that the types of speech
markers used were the same for each individual in his/hér L1 and L2, which shows, in the
researchers’ interpretation, that L2 speakers transfer their pattern of hesitation
phenomena from their L1 to their L2. |

Ejzenberg (1992, 1995) also focused on the fluency dimension of L2 speech
production and investigated the effects of the nature of the task--dialogues versus
monologues--on oral ﬂuency in the L2. Ejzenberg assessed fluency through subjective
ratings, as well as four quantitative variables which she calls fluency markers: amount of
speech, speech rate, talk unit length, and fluent unit length. In addition, she verified
whether there were quantitative and qualitative differences in the speech produced by
high-fluency and low-fluency L2 speakers relative to the task being performed.
Participants were 50 Brazilian learners of English as a foreign language at the

intermediate and advanced levels.
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By manipulating the structure of the tasks--two rﬁonologues versus two dialogues-
-and the amount of external support to the tasks (i.e;, external information), Ejzenberg
was able to \show that interactivity and external support are important variables affecting
nonnative speakers’ display of fluency (1995, p. 17). V&;ith _regard to interactivity,
participants. were more fluent in dialogues than in Iﬁonologues. With regard to amount of
external support, participants’ fluency decreased when they had to perform tasks without
external support. Their fluency increased in tasks with a high amount of external support
and interactivity, since in one of the dialogue tasks in which they were required to deliver
a presentation following a set of rules, their fluency increased.

Ejzenberg reports that the four fluency markers discriminate well ‘between high-
fluency and low-fluency nonnative speakers, with rate of speech as the most salient
indicator in the four tasks. In addition, high-fluency speakers, as subjectively judged by
four raters and as shown by the fluency markers, also made useiof strategies that helped
them maintain “an air of fluency” (Ejzenberg, 1995, p. -38). For instance, Ejzenberg
reports thét high-fluency speakers optimized their use of time by trying to say more,
competing for the floor with the interlocutor, in the case of the dialogue tasks, and
showing willingness and eagerness to accomplish the tasks. In contrast, low-fluency
speakers were reluctant to speak, acknowledged difficulty to accbmplish the tasks, and
showed concern with making thémselves understood, which affected their fluency ratings
and measures. -

Both Ejzenberg (1992, 1995) and Olynak et al. (1990) made use of a number of

different variables and tasks to address the notion of fluency in L2 speech production

elicited by means of conversational data. Whereas Dechert (1983), Lennon (1984), Mohle
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(1984), Towell et al. (1997), and Raupach (1984) were intereéted in L2 speech production
from a psycholinguistic perspective and claimed that temporal variables and. hesitation
phenomena reflected mental processes during speech production, Ejzenberg, (1992,
1995) and Olynak et al. (1990), examined fluency from a sociolinguistic perspective and
introduced the idea that oral fluency in nonnative speech is context-dependent and varies
across tasks.
Freed (1995) has recently addressed the fluency dimension of L2 speech
production. More specifically, she investigated whether global perceptions of fluency by
native speaker judges would distinguish between two groups of L2 learners--one with
experience in studying for one semester in the country of the target language, France--and
the other with formal classroom instruction only. Freed also - attempted to describe
features of fluency that would distinguish the two groups. The speech samples of 30
participants were first subjectiveiy analyzed by a grbup of 6 native speaker judges on a 7-
point scale.
Speech was elicited by means of the Oral Proficiency Interview (OPI), a widely
used speaking test, in the beginning and end o‘f the semester. Linguistic analyses of a
subset of the speech samples were also performed in order to identify attributes of
fluency that would help determine those learners who had been abroad from those who
had not. For this linguistic analysis, Freed chose mainly temporél variables and what she
calls ;‘dysﬂuency markers” (1995, p. 129), including amount of speech (total number of
non-repeated words), rate of speech (number of non-repeated words per minute), total

" number of filled and unfilled pauses, mean length of runs and several variables of repair
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phenomena (repetitions, reformulation, false starts, érammatical repairs, and clusters of
dysfluencies).

Freed’s (1995) results showed that the subjectivé ratings of fluency by the nvative
speakers rgvealed a small difference in the perceived global fluency between the two
groups, with slightly higher ratings, unexpectedly, for the less advanced learners. Freed
notes that the judges were influenced by factors other than the temporal variables she
assessed, including notions such as accuracy of grammar, richness of vocabulary, accent,
fhythfn, tone of voice, and confidence ih speech. She concludes, however, that living
abroad did have an effect on the learners’ speech performance, as shown by the linguistic
analyses: subjects who had lived abroad tended to speak more and fa;ster, with fewer
silent and nonlexical filled pauses, longer speech runs, and a greater number of
reformulations and false starts. |

There have been only a few attempts, to the best of my knowledgé, to address
instructional issues rélated to L2 speech production development. Two studies were
located in the literature on L2 speech production--one theoretical (Gatbonton &
: Segalowitz, 1988) and one empirical (Arevart & Nation, 1991). -

Assuming that formulaic speech is an ifnportant characteristic of fluent spéech,
Gatbonton & Segalowitz (1988) proposed a theory of ‘creative automatization’ to be
applied in L2 classroom settings. In this theory, fluency in speech is related to two broad
aspects of language. One aspect reflects speakers’ general communicative ability to
convey their message, which involves knowing what to say, when, where, and how, and

attending to complex sociolinguistic and intercultural factors. The other aspect reflects
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the ease with which the mental processes invélve_d in the actual production of utterances
take place, thus emphasiiing fhe cognitive and linguistic aspect of speaking.

According to Gatbonton & Segalowitz, in the L2 it might be the lack of linguistic
knowledge--that is, lexical, syntactic, and phonological knowledge--that causes nonfluent
speech. The search for this kind of information, in these researchers’ view, demands a
great deal of the speaker’s attentional resources, resulting in discontinuous speech, full of
hesitations. They suggest, then, that one way of developing fluency in L2 learners’
speech is to provide them with formulaic speech, “speéch forms produced as unanalyzed
wholes, prepatterned expressions, or routinized utterances” (Gatbonton & Segalowitz,
1988, p. 473), within the communicative framework.

The creative automatization theory proposes that the automatization of specific
utterances or sentence frames reflecting various language functions (e.g. requesting,
directing, describing past activities) can be developed in the L2 classroom By means of
activities in which the learner is given extensive practice in using these items while
conveying messages. |

Arevart & Nation (1991) examined the effect of a pedagogical technique aimed at
developing L2 learners’ rapidity in speaking. The 4/3/2 technique consists of requiring
learners to deliver a 4-minute talk on a familiar topic to a partner, then the same talk in 3
minutes to a different partner, and finally in 2 minutes to a new partner. The idea of the
technique is to make learners deliver the same talk with less and less time available, each
time to a new interlo;:utor. Arevart. & Nation wanted to test the idea that repetition, a
changing audience, and decreasing time would contribute to improvement in L2 oral

fluency. Participants were 20 learners of English as a second language. Oral fluency was
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assessed by means of speech rate in words per minute and hesitation phenomena;-ﬁlled
nonlexical pauses, repairs, sentence incompletion, repetition, self-correction, and throat
clearings and sighs.

Arevart & Nation report that there were significant improvements in speech rate
and number of hesitations from the first to the third delivery (Gatbonton & Segalowitz,
1991, pp. 88-89). In their view, repetition allowed learners to focus on the message and
free their attentional resources from having to cope with lexical and syntactical problems.
The researchers suggest that oral fluency is a trainable skill and improvement achieved
through training will carry over to other tasks sharing the same language resources.

The studies reviewed so far all have attempted to investigate L2 speech
production by using primarily the term “fluency” in their assessment of L2 speech. In
most of these studies, fluency is used as an umbrella term, in its broad sense, as Lennon
(1990) puts it, to refer to the speakers’ general L2 oral competence or proficiency. In
other studies researchers, implicitly or more explicitly, relate the idea of fluency to
speech rapidity, to the flow of speech without this being unimpeded by hesitations.

Several conclusions can be drawn from this review of empirical and theoretical
studies. In terms of L2 speech production, these studies show that:
a) Nonnative speakers tend to transfer their individual pause profiles from their native
language to their L2 (Chafe, 1980, Olynak et al., 1990).
b) Compared to L2 speech, nonnative speech shows a greater number of pauses, greater
pause time, increased hesitation phenomena, and decreased speech rate (Deschamps,

1980; Raupach, 1980).
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c) Nonnative speech production is sensitive to corrtext (Ejzenberg, 1992, 1995; Olynak et
al., 1990; Riggenbach, 1989, 1990) and task srmcture (Ejzenberg, 1992, 1995).
d) Individual differences ir1 fluency play an important role: nonnative fluent speakers
share a great number of fluency features, whereas nonfluent speakers will be nonfluent in
idiosyncratic ways. That is, what characterizes one speaker as nonfluent may be present
in the speech of other nonfluent speakers, but may not be as relevant (Ejzenberg, 1992,
‘1995; Freed, 1995; Olynak et al., 1990; Riggenbach, 1989, 1990).
e) Frequency of hesitation phenomena is related to the proriuetion of new utterances and
to the level of cognitive difficulty of the task, whereas a higher speech rate is observeri
when the speaker is being repetitive (Goldman-Eisler, 1968). |
In terms of methods and concepts, the review shows that:
(a)Flueney is an ill-defined concept in the L2 speech production literature, probably
encompassing a multitude of interactive factors—linguistic, psyct_lolinguistic, and
sociolin_guistic in nature (Freed, 1995). |
b) L2 speech production has been elicited by means of monologues (descriptions and

| narratives) and dialogues (conversations and interviews).
c) L2 speech production has been measured by means of temporal variables and
hesitation phenomena, both categories being composed of several sub-measures, many
times interrelated and referred to by different labels (e.g. disﬂuency markers, speech
markers, fluency markers, repair phenomena).

In spite of a certain lack of cross-referencing among researchers focusing on L2
speech production,v the field has made important methodological progress with the

publication of recent groundbreaking studies examining the effect of planning time on the
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production of L2 speech in the context of the task-bésed approach as ﬁut forward by
Skehan (19962, 1998). Although not directly related to the present research project, three
of these studies will be reviewed here because they provided a sound methodological
apparatus on which to base my r:hoices as to how to best assess L2 speech performance.
Before going on to review these studies, though, the background to Skehan’s proposal for
a task-based approach to L2 insfruction will be presented below.

In a series of recem publications, Skehan (1992, 1996a, 1996b, 1998) has
advanced a framework for the implementation of task-based L2 insfruction based on
current developments in cognitive psychology, more specifically, on information-
processing theoriesT The task-based approach movement emerged in the mid-1980s as an
alternative to the traditional approach to L2 instruction known as PPP--presentation,
practice, and production (Skehan, 1996a). Criticism to the effectiveness of the PPP model
was raised on the basis of research showing that levels of attainment in L2 learning,
provided through the use of this model, were poor and that most learners did not reach
satisfactory levels of proficiency (e.g. Carroll, 1975; Skehan, 1989; Stern, 1983). Further
research (e.g. Brumfit & Johnson, 1979; Ellis, 1985) also chailenged the view, inherent in
the PPP model, that focrxs on specific language forms leads to learning and subsequent
use. |

Thus, convinced that instruction is a relevant component of L2 learning, but
unsure of how best to deal .with it in the classroom for communicative purposes,
researchers started to examine classroom interaction and the ways it affected learning
(e.g. Doughty & Pica, 1986; Duff, 1986; Gass & Varonis, 1985). The new research in

classroom interaction coincided with L2 teachers’ attempts to design and apply



72

communicative activities in the classroom, focusing on the “meaning” aspect of these
activities. Investigatiéns into the validity of these activities from the classroom
interaction perspective led researchers to propose a task-based approach to L2 instruction
(e.g. Crookes & Gass, 19935, 1993b; Long & Crookes, 1991; Nunan, 1989; Prabhu,
1987).

Skehan (1998, p. 95) defines a task, in the context of task-based instruction, as an
activity in which (1) meaning is the primary focus, (2) there is some tYpe of
communication problem to solve, (3) there is a relationship to real-world activities, (4)
completion is important, and (5) assessment of outcome is important. However, given its
broad scope, its concern with focus on meaning to the detriment of form, and growing
- evidence from research on L2 acquisition that some focus on form is necessary to fovster
acquisitional processes, Skehan (1996a, 1996b, 1998) claims that the task—base& approach
should work along with some principles aimed at guiding the uSe of tasks, if these are to
benefit L2 learning and use. Thus; he proposes that one way to implement the task-based
approach is to set goals as to what is expected from performance in the L2. One general
goal of L2 learning, in his .view, is that of becoming more ﬁative—like in performance.
Witﬁiﬁ this general goal, it is possible to organize learners’ goals, from a pedagogic
perspective, info three main categories of L2 pérformance: fluency, accuracy, and
complexity (Skehan, 1996b). |

This three-way distinction makes it possible to assess L2 performance within
realistic parameters by allowing the combination of feasible pedagogical goals with a
well-defined set of dimensions of L2 performance on which researchers can draw. Thus,

by fluency, Skehan (1996b, 1998) means “the capacity to mobilize one’s linguistic
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resources in the service of real-time co'mmuniéation, 1.e. to produce (and cbmprehend)
speech at relatively normal rates, approaching (but not necessarily identical to) one’s own |
native-language speech rates” (1996b, p. 48). Skehan states that to examine fluency,
accérding to this definition, would require determining features such as speech rate,
pausing, reformulation, hesitation, and redundancy. Accuracy and complexity both
concern form, with a difference in degree. Accuracy is related to “ﬁeedom from error,
based on whatever lahguage is used” (Foster & Skehén, 1996, p. 304), being thus also
- related to the norms of language and to learners’ beliefs in these ﬁonns (Skehan, 1996b).
Complexity concerns the organization and internal elaboration and structuring of what is
said, reflected in the variety of syntactic patterning the learner uses (Foster & Skehan,
1996; Skehan 1996b). | |

One line of research within task-based approaches to L2 learning and use includes
sfudies examining the effects of planning time on L2 speech production, three of which
are of particular relevance to the present study because of the way researchers assessed
L2 speech production. The major focus of the first study, Foster & Skehan (1996), was to
examine the effects of different types of task design on the variables of fluency,
complexity, and accurécy on L2 speech production under three conditions for each task--
unplanned, planned without detail, detailed planning. Participants were 32
preintermediate-level learners of English as a foreign language, from a wide variety of L1
backgrounds. Fluency was operationalized as continued performance and as repair
avoidance. The measures used to reflect this view were reformulations (phrases or
clauses repeated with some modification), replacements, false starts, repetitions,

hesitations (initial phoneme or syllables uttered more than once before complete
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pronunciation of the word), pauses (silences of 1 secbﬁd or longer), and silence total (the
sum of pauses). Complexity was measured by number of clauses and syntactic variety.
Accuracy was assessed by means of number of error-free clauses.

Participants were divided into three groups and all groups were required to
perform a personal information exchange task, a narration, and a decision-making task.
Group one had no planning time. Group two was given planning time but no guidance as
to how to use the time, and group three was given time as well as guidance as to how to
use the available to time to plan what to say in each task. Results showed that there was a
straightforward effect for planning on the fluency and complexity aspects of L2 speech
performance on the three tasks. However, effects of planning on accuracy were only
significant for group two--undetailed planners.

Fosterv and Skehan (1996) explain these results by claiming that ‘attention is
limited in capacity and learners have to choose what to pn'oritize when performing orally:
allocating attentional resources to fluency and complexity penalized accuracy for group
three (detailed planners), which also had to follow the suggestions given as to what to
focus on when ;.)erforming‘the tasks.

Similar results were obtained by Mehnert (1998), who investigated the effects of
planning time on the speech performance of 31 intermediate learners of German as a\
foreign language. Participants were divided into four groups and all were required to
perform two narrative tasks. Group one was given no planning time, whereas groups two, -
three, and four were given 1, 5, and 10 minutes planning time, respectively.

Following Skehan (1996b), Mehnert (1998) assessed L2 speech production in

terms of fluency, accuracy, and complexity. Fluency was assessed by number of pauses,
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total pausing time, mean length of run, and speech rate. Accuracy was measured by the
percentage of error-free clauses and number of errors per 100 words. Com[-Jlexity was
measured by number of dependent clauses per communication unit (a unit used in the
analysis of spoken interaction that takes into account ellipsis as well as utterances such as.
hello and fill tomorrow). In addition, she included a ﬁxfther dimension of L2 speech
production, lexical density, measured in terms of weighted lexical density (see Chapter 4,
section 4.2.4.4 for details).

Results showed that planning time had an effect on all measures of L2 speech
production, with 10-minute planners producing more fluent, more accurate, more
complex and denser speech than nohplanners. However, Mehnert (1998) points out that
effects of planning time were not the same across the four dimensions investigated. For
instance, fluency increased across time, but the degree of improvement diminished with
time. Accuracy improved only in the 1-minute condition. Complexity increased only in
the 10-minute condition. Density seems to have been the only measure to improve
regularly across the four coﬁditions. Mehnert explains these results by.claiming that there
is a competition for attentional resources between the goals of fluency, accuracy and
complexity, with gains in the three ﬁeasures not being achieved simultaneously.

The third study investigating L2 speech performance using the framework
proposed by Skehan (1996a, 1996b, and 1998) was conducted by Ortega (1999) with 32
dyads of advanced learners of Spanish as a foreign language. Each’ member of the pairs
was assigned the role of speaker or listener.

Also focusing on the effects of planning time on L2 speech performance, Ortega

asked participants to perform a story-retelling task under two conditions: planned (with



76

10 nﬁinutes for planning) and unplanned. LZ speech performance was assessed in terms
of fluency, é.ccuracy, lexical range, and syntactic complexity. Fluency was measured by
pruned speech rate. Accuracy was measured by analysis of native-like use of noun-
modifier agreement and use of the Spanish article syste.m. Lexical range was measﬁred by
dividing the number of different words by the total number of words produced. Finally,
syntactic complexity was measured by number of words per utterance, defined as the
stream of speech produced under one intonation contour between pauses (Ortega, 1999:
124).

- Results showed greater fluency and complexity in the planned condition, but there
was no difference in lexibal range. In .addition, effects of planning time on accﬁracy were
significant in terms of noun-modifier agreement but not in terms of use of fche Spanish
- article system. Ortega interprets her r’esults as corroborating previous studies on the
effects of planning on L2 oral production, in that planning time favors fluency and
complexity in speech. She also argues that limited attentional resdurces do not ailow L2
speakers to focus simultaneously on all dimensions of L2 speech production, which
penalizes accuracy. Ortega also claims that the lack of significant effects of planning time
on lexical range may be due to methodological problems in the way lexical range was
assessed.

At this point, the conclusion we can draw from the three studies reviewed above
is that fluency, accuracy, complexity, and lexical density in L2 speech production interact
in nonlinear ways when planning time prior to performance is controlled. These studies
are relevant to the area of task-based instruction, in general, and to the construct of

planning, in particular. Since the main variable under investigation is planning time, the



77

central results of these studies--that is, the effects of planning time--are of no direct
felevance to the present research project. However, more important than the effects of
planning time on L2 oral performance is the way L2 speech was assessed in these studies.
Fluency, accuracy, complexity, and lexical density seem to be reasonable dimen'sions of
L2 speech production that can be operationalized by means of relatively straightforward
variables, thus making it possible to approach coherently an otherwise overly complex
skill (Bygate, 1998).'

The review of the literature presented in Chapter 2 and in this Chapter makes it
apparent that speech production, in general, is a neglected area in the research agenda of
the working memory community. It also indicates that L2 skills are not an issue in this
agenda, despite the importance of these skills in the real world. Similarly, L2 researchers
have shown only slight interest in the working memory construct and have, as a rule,
overlooked the importance of investigating more systematically the nature of L2 épeech
performance. The pfesent study aims at bringing these two areas together. The next
chapter outlines the method used for examining thé relationship between working

memory capacity and L2 speech performance.



CHAPTER 4

METHOD

In ord.er to address the research questions and hypotheses presented in the
Introduction, an experiment assessing individual’s working memory capacity and their
L2 speech production was carried out. The experiment was carried out at the University
of Minnesota, where this researcher was completing her third year of dodorﬂ studies as a
visiting graduate student on a grant from CAPES.

In order to maximize the stay at the University of Minnesota and géther as much
data as possible to implement future research projects on the relationship between
working memory capacity and L2 speech production from a developmental perspective,
data were collected from the same set of participants on two occasions--in the beginning

“and again at the end of the winter term of 1999. However, to examine the questions and
hypotheses motivating the present study, oniy the déta collected in the beginning of the
term are relevant. This chapter describes the methods for appilying the experiment and for
analyzing the data collected for the present study. First, it describes the participants,
instruments, design, and data collection procedures. Then, it presents the method for
establishing reliability of the measures used. Finally, it outlines data transcription

procedurés and the data analysis method.

4.1 Participants
Participants for this study were 13 advanced learners of English as a second
language (ESL) at the Minnesota English Center (MEC), at the University of Minnesota.

All participants were enrolled in ESL classes at the MEC and all had 20 hours of ESL
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classes a week covering speaking, listening, reading, and Writing, in addition to grammar
and pronunciatién. All participants were from the same “Advanced Speaking Skills”
class. This class had a total of 14 students, 13 of which were selected to participate in this’
study on a volunteer basis. The fourteenth student started the course the week in which
the experiment was cam'ed out--the third week after the beginning of the winter term--
. vand thus was not selected to panicipaté in the study due to the difference in the number of
hours of formal instruction at the MEC in comparison to the rest of the group. |

Participants’ ages ranged from 18 to 41 years, with a mean of 282, thus a
predominantly adult population. Except for one participant, who would resume college in
the fall quarter of the same year, all participants held a university degree from their
countﬁes, and their areas of work included electrical engineering, chemistry, business,
| journalism, psychology, and education. At the time of data collection, all participants
were preparing to pursue a graduate degree at the University of Minnésota. Participants’
length of residence in the United Stétes, prior to data collection, varied from one to three
weeks, but three of them had visited the country before.

Ofthe 13 participaﬁts, 8 were female and 5 were rhale. There were 4 Brazilians, 1
German, 2 Koreans, 2 Japanese, 1 Chinese, 1 Israeli, 1 Indonesian, and 1 Turk. All
participants reported having studied English in their countries during their school years.
Number of years of formal instruction in English varied from 8 to 13 years, with a mean
~ of 10.46 years. However, participant_s’ level of proficiency in English could not be
riéorously controlled in the present study. Apart from their reported number of years
studying English in formal settings, the only other information about their proficiency
level was an in-house placement test subjects had to take, to which this researcher was

denied access.
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Assuming that the 13 participants had. similar scores on the placement tést, and
based on their educational background as well as on their reported numBer of years
studying English, it was thought that they would form a relatively homogeneous group
both in terms of educational history and level of proficiency in English, and would thus

be suitable participants for the present study.

4.2 Instruments
4.2.1 Materials and équipment

The experiment consisted of four tasks: two tasks aimed at measuring working
memory capacity and two tasks aimed at eliciting speech pfoduction in the L2. The
working memory tasks were condhcted. using an IBM ThinkPad Laptop Computer with a
VGA monitor. Participants’ responses in all four tasks were recorded on magnetic tape
using a SONY Voice Operated Recording tape recorder. A separate tape Was used for
each paﬂicipzint. Participants’ performance on the first speech production task--the
description task--was timed through the use of a SPORTLINE Model 220 stopwatch to

signal the beginning and end of the time allotted for the task (2 minutes).

422 Assessment and measures of working memory capacity

Participants’ working memory capacity was assessed by means of the speaking
span tesf (Daneman, 1991) and the operation-word span test (Turner & Engle, 1989). The
versions used in the present study were those used in Fortkamp (1998, 1999), designed to

measure working memory capacity in English as a foreign language.



81

42.2.1The Speaking span test

Based on Daneman (1991), the speaking span v.test was constructed with 60 -
unrelated one-syllable words, organized in three sets each of two, three, four, five, and |
six words (see Appendix A, item I). Each word was presented on the middle line of the
computer video screen for 1 second and was accompanied by a beep. Participants were
required to read the word silently. Ten millfseconds _g;ﬁer the word had been removed, the
next word in the set would appear beside the place the prevvious word had been presented,
on the same line. This procedure was followed, each word slightly to the right of the
previous word, until a blank screen signaled that a set had ended. Participants were then
required to produce orally a sentence for each word in the set, in the order they had
appeared and in the exact form they weré presented. For instance, after being presented
with the following set of three words:-

club Spring knife
a subject produced the sentences:

“I went to the club yesterdéy’ ’

“The spring is a béautiful season”

“That knife is very dangerous”

Participants were told that there were no restrictions as to the length of the
sentences, but they were required to be syntactically and semantically acceptable. After
each subject finished generating the sentences for a given set, the next set would be;
presented, and this procedure was followed until all sets had been presented. A two-word
set was presented first, followed by a three-word set, and so on, ending the sequence with

a six-word set. The same sequence was repeated two more times until the 60 words had
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been presented. Participants were given practice trials and the actual span test would
begin only when the subject reported being comfortable with the test.

Following Daneman (1991) and Daneman & Green (1986), the measure applied
to a subject’s speaking span in English as an L2 was his/her total performance on the test,
that is, the total number of words for which a syntactically and semantically acceptable
sentence was produced--in this case, the maximum being 60. To be scored as acceptable,
the sentence should contain the Werd in its original order within the set, be in its original
form of presentation, and should not present deviations from grammatical English. In
addition, the sentence should be semantically viable, ir-the sense that it could be

understood without much contextual information.

4.2.2.2 The operation-word span test:

Following Turner & Engle (1989), the operation-word span test was constructed
with 60 operation strings and 60 English words. Each operatien string was accoinpanied
by a one-syllable word to the right of it and presented one at a time on the middle line of
the computer video screen. For each subject the pool ef 60 operations was randomly
paired with the pool of 60 words, to minimize test difficulty effects. The 60 combinations
of operation plus word in English were arranged in three sets each of two, three, four,
five, and six. Participants were required to pace themselves through the operation string,
.evaluate whether the result presented for the operation was true or false, then press the
letter T orf on the keyboard, while retaining the word accompanying the operation for
subsequent recall. After solving the operation, checking if the result presented was true or

false, and retaining the word for subsequent recall, participants would press “enter” and
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the next operation-word pa1r would appear, as shown in the example of a two-pair set
below:
9X3)+2=4 DANCE
7/ +6=12 FILE

This procedure was followed until a blank screen followed by a beep signaled that.
a set had ended. Participants were then required to recall the words accompanying each
operation in the order they had appeared and in the exact form presented. Contrary to the
speaking span test, in this test the number of oﬁeration-wbrd pairs presented before recall
was also randomized to prevent participants from being able to predict the number of
words they would have to recall. The operation strings (see Appendix B, item I) were
taken from Cantor & Engle (1993) and the words (see Appendix B, item I) from Cantor
& Engle (1993) and La Pointe & Engle (1990). As in the speaking span test, practice
trials were given to each subject and the actuzﬂ span task would begin onlvy when the
~ subject felt comfortable enough with the test. As in Engle, Cantor, & Carullo (1992), a
participant’s’ operation-word span was his/her total performance on the test, that is, the
total number of words correctly recalled--in this case, the maximum being 60.

As already said, the two different working memory span tests used in the present
study reflect two different vigws of working memory capacity (Cantor & Engle, 1993,
Conway & Engle, 1996; Engle, Cantor, & Carullo, 1992; Daneman & Merikle, 1996;
Turner & Engle, 1989). The operation-word span test was first devised by Turner &
Engle (1989) to test the hypothesis that working memory capacity is general in nature and
not specific to the cognitively complex language-related task being performed. Thus, the
general capacity hypothesis (Cantor, Engle, & Hamilton, 1991; Conway & Engle, 1996,

Engle, Cantor, & Carullo, 1992) would predict significant correlations not only between
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the speaking span test and measures of L2 speech production, but also between the
operation-word span test and the several measures of L2 speech production used in the
present study. The speaking span test, however, reflects the task specific hypothesis
(Coﬁway & Engle, 1996; Cantor & Engle, 1993; Daneman, 1991; Daneman & Carpénter,
1980 and 1983; Engle, Cantor, & Carullo, 1992), which posits that working memory
capacity is functional and dependent on the complex task being performed. The task
specific hypo'_chésis would predict that only the speaking span test, but not thé operation-

word span test, correlates significantly with the measures of L2 speech production.

4.2.3 Assessment of L2 speech production

Participants’ L2 speech production was elicited by means of a description task
and a narrative task. The picture‘description task and the narrative task were chosen for
this study because both tasks are traditionally used in the elicitation of L1 and L2 speech
production and because they can be manipulated.so as to be monologic rather than
interactive tasks (Ortega, 1999). Several researchers have suggested that L2 speech
elicited through interactive tasks (e.g. dialogues an& interviews) may be a learner’s least
fluent variety of interlanguage (Freed, 1995, p. 143; Lennon, 1990, p. 397; Olyn_yk,
d’Anglejan, & Sankoff, 1990, p. 153), which would make them‘probably inadequate
tasks to obtain speech for detailed analysis of temporal variables, as is the case in the

present study.

4.2.3.1 Picture description task
Participants were presented with a colorful picture taken from a popular magazine

(see Appendix H). The picture, an ad for a TV channel, portrays two different moments
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of the history of the human race. On the left-hand side of the picture, an Egyptian
scenario is presented with half of a statue of an Egyptian sphinx. On the right-hand side
of the picture, completing the other haif of the statue, an astronaut in space is portrayéd.
At the top of the page, the name of the TV channel is shown, followed by the phrase “The
official network of every millennium”.

Palticipahts were required to describe the picture and express their opinion about
the message, if any, conveyed by it. They were given 2 minutes to perform this speaking
task, measured with a stopwatch. Participants were eXplicitly instructed to give as much
information as possible. There were given time to analyze the picture and were told that,
if they thought it necessary, they could plan what they Wo_uld say (see Appendix D, Item |
I1I for instructions). In planning, they were allowed to make notes of words and sentences
they wanted to use in their description. They were also free to check any vocabulary
difficulties they had before the beginning of the task and to use their ﬂotes, while
speaking, for the specific words and sentences planned. However, they were not allowed
~ to speak as if they were reading their notes.

It was thought that allowing participants to analyze the picture, plan what to say,
and check vocabulary difficulties prior to pérformance would optimize their use of time
and. encourage them to produce speech that was more fluent, accurate, complex, and
lexically dense by prior activation of the linguistic resources necessary to complete the

task. The task would begin when participants signaled they were ready.

4.2.3.2 Narrative task
This task was intended to elicit speech in a more natural situation. There were no

time constraints on the performance of this task. Participants were required to retell a
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movie théy had seen that they had liked or disliked. Again, participants were explicitly
instructed to give as much information as possible. As in the descriptive task, participants
were freé to plan what they would say and to check any vocabulary difficulties they had.
They could also check their notes while speaking, but were not allowed to speak as if
reading them (see Appendix D, item IV for instructions). Participants were also instructed
to talk as much as possible. As in the description task, it was thought that allowing
participants to plan what to tell and check Vocabulary difficulties would contribute to
their producing speech that was more fluent, accurate,i complex, and lexically dense by
prior activation of information.

Although there were no time constraints on the performance of the narrative task,
only the first two minutes of talk of all participants were selected for analysis in this .
study. This cut-off poiﬁt was chosen for two reasons: First, the principal reason for not
setting time constraints on the performance of this task was to counterbalance the
description task and minimize the emergence of a faster speech rate due to time pressure
and anxiety. Second, of the 13 participants, only 5 participants actually spoke more than
2 minutes, thus showing that the general tendency of the group was to accomplish the
narrative task within the first two minu:ces.

Thus, the 13 participants of this study provided 2 speech samples each, a picture
description and a narrative, resulting in a total of 26 samples. All participants’ speech

samples were tape-recorded and later transcribed (see section 4.4 for transcription

procedures).



87

424 Measures of L2 speech production

Partiéipants’ speech production in English as an L2 was measured in terms of
fluency, accuracy, cémplexity, and weighted lexical density in the picture description
task and the narrative task (described in sections 4.2.3.1 and 4.2.3.2, respectively) . These
measures were adapted from the framework proposed by Skehan (1996; 1998) in the area
of task-based instruction and have been extensively used in research on the effects of
planning time on L2 speech production (Foster & Skehan, 1996, Mehnert, 1998; Ortega,
1999).. Examining L2 speech production through these four aspects seems to give us a
global view of L2 speech performance since they are intended to capture complementary

aspects of this multidimensional process.

4.2.4.1 Fluency -

Following Skehan (1996; 1998) and Foster & Skehan (1996), in this’ study the
notion of fluency was operationalized so as to reflect continued performance in real time.
Four_ temporal variables were assumed to reﬂept this ﬁotion of fluency in L2 speech
production. The selection of these variables was based on the findings of previous studies
showing that they are salient features in the display of continuous L2 speech (Ejzenberg,

1992; Freed, 1995; Lennon, 1990; Riggenbach, 1989, and Temple, 1992):

(1) Speech rate in two versions: Unpruned and pruned (Lennon, 1990; Ortega, 1999).
Speech rate unpruned was calculated by dividing the total number of semantic units
produced, including repetitions, by the total time--including pause time and expressed in
seconds--the subject took to complete the speech production task. The resulting figure

was then multiplied by 60 to express number of semantic units per minute. Semantic
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units consisted of complete words and partial words (Ejzenberg, vl992; Riggenbach,
1989; Freed, 1995). Partial words consisted of at least a consonant and a vowel that could

be recognizable as a syllable. Speech rate pruned was calculated the same way as speech

rate unpruned, but all 'semantic units that were repeated (excluding repetitions for
rhetorical effect and including only immediate repetitions) or that §vere abandoned before
completion were excluded from the count. In both measures, contractions were counted
as one word. Speech rate unpruned is a more general measure that is assumed to reflect

the relationship of articulation to silence. §peech rate pruned is a more specific measure

 that reflects a more straightfoirwam expression of ideas and unimpeded articulation of

words.

(2) Number of silent pauses per minute: As already discussed, there seems to be no
agreement on the cut-off point to be used in determining silent pauses iﬁ L2 speech
production (Towell, Hawkins, & Bazergui, 1996). Foster & Skehan (1996) and Mehnert
(1998) used 1 second as a cut-off point for silent pauses; Freed (1995) used .4 seconds or
longer; Grosjean & Deschamps (1972, 1973, 1975) and Raupach (1987) used .25
secon&s; Lerwl_non‘(1990). used .2 seconds a.nd Riggenbach (1989) established a threefold
distinction between micropauses (silence of .2 seconds or less), hesitations (3 to 4
seconds), and unfilled pausés (.5 seconds to 3 seconds). In the present study, a breé.k in
the speech flow equal to or larger than .5 seconds was considered a silent pause. This
cut-off point was chosen because, as Deese (1980), Fillmore (1979) and Riggenbach
(1989) suggest, silent pauses of .4 seconds or less are frequent in nonnative speech

production and may be in the range of normal speech.
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All unfilled pauses in the speech samples were first located and measured with a
stopwatch during transcription. As Créokes (1991) and Griffith (1991) pbint out,
reliability in the measurement of pauses is a problematic issue in the research on speech
production. Thus, in order fo establish the length of unfilled pauses in a more precise
way, participants’ speech samples were also copied onto a CD-ROM so that the location
and length of silent pauses could be verified by a software system especially designed for
speech analysis. The software used was SpeechStation2 (Sensimetrics, 1998). Through
location and measurement of all unfilled pauses on the spectrogram and waveform of
each speech sample displayed by the .soﬁware, it was possible to detenﬁine in a more
reliable way the length, in millisecénds, of every silent pause in each speech sample. The
total number of silent pauses equal to or longer than .5 seconds in each subject’s picture
description and narrative was determined and divided by the total time taken to speak, in
seconds. The resulting figure was then multiplied by 60 to éxpress number of silent

pauses per minute.

.(3) Number of hesitations per minute: In ‘the'present study, unfilled pauses of .49
seconds or less, filled nonlexical pauses (e.g. “uh” and “uhm”), immediate repetitions and
partial words were considered hesitations. The location and length of unfilled pauses of
49 seconds or less were detérmin'ed the same way as described in (2) ab_oile. In each
subject’s picture description and narrative, all unfilled pauses, filled nonlexical pauses,
immediate repetitions and partial words were counted and summed up. The total number
of hesitations was then divided by the total time taken to speak, in secoﬁds, and the

resulting figure multiplied by 60 to express number of silent pauses per minute.
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(4) Mean length of run: In this study, mean length of run was calculated as the fnean
number of semantic units--words and partial words, including repetitions, immediate or
not--between pauses--unfilled, of any length, and filled (é.g., uhm and uh). Each subject’s
mean length of run in the descriptibn and narrative task was determined by dividing the
total numbe£ of semantic units produced by a selected number of pauses. A criterion was
established that when there \-Jvere chunks of filled and unfilled pauses, the whole chunk
was counted as one pause, as shown in the following example (see section 4.4 for

transcription conventions):

(Subj;:ct_ 9: Picture description task)
“but still the two different sides give a very different impression and
a different mood (.) uh and uh give the the: uhm (1.8) the

impression of really two very different pictures that are just ()
thrown together...”

In this excerpt, Fhere are 6 pauses: 3 unfilled pauses--2 shorter than .5 seconds and
~one longer than .5 seconds--and'3 ﬁlled nonlexical pauses. Of these, only 4 pauses were
taken into the count of mean length of run. The short silent pause (.) followed by uh and
the filled nonlexical pause uhm followed by a long silent pause (1.8) were counted as one
pause each. This procedure was necessary because taking all pauses into the count of the
mean length of run would yield a misleading figure since there are no semantic units

between pauses in the chunks.

4.2.4.2 Accuracy
As Foster & Skehan (1996, p. 304) and Mehnert (1998, p. 91) argue, .when the

study is exploratory in nature, as is the case of the present study, and no hypotheses can
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be made as to what specific forms of language will occur in a given speech sample, using
general measures of accuracy seems an appropriate procedure. In the present study, the
number of errors per 100 words was used as a general measure of accuracy. The analysis
to determine number of errors counted all errors in syntax, morphology, and lexical
choice, including repetitions. Errors in pronunciation and intonation were not included in
the analysis. Errors that were immediately corrected were not counted. The total number
of errors in each subject’s speech sample was divided by the number of semantic units
produced and the resulting figure multiplied by 100 fo express number of errors per 100

words.

4.2.4.3 Complexity

| Foster & Skehan (1996) and Skehan (1998) propose that subordination is an index
of inteﬁal complexity of speech. According to Quirk & Greenbaum (1973),
“subordination is a non-symmetrical relation, holding between two clauses in such a way
that one is a constituent part of the o’_cher”- (p. 309). As such, subordination is realized
through the depéndent clause. In the present study, complexity of speech was measured
in terms of number of dependent clauses per minute. FolIowing Mehnert (1998, p. 90),
analysis of number of dependent clauses included finite and nonfinite subordinate
clauses, coordinate clauses with subject deletion, coordinate clauses with subject and
finite verb deletion, and infinitive constructions, excluding infinitives with modal verbs.
The total number of dependent clauses in each speech sample was divided by the time
taken to accomplish the task--in seconds--and the resulting figure was then multiplied by

60 to express number of dependent clauses per minute.
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4.2.4.4 Weighted lexical density

FolloWing Mehnert (1998) and O’Loughlin (1995), lexical density of the speech
data collected for this study was measured by weighted lexical density. In order to
establish the weighted lexical density of each speech sample, it was first necessary to‘
classify all linguistic items as grammatical or lexical items. In his framework of analysis,
O’Loughlin (1995) points out that, because there is no direct correspondence between
linguistic items and words in English, the notion of item may be more revealing in the
analysis of lexical density in spoken data than the traditional concept of “word”. This
distinction is ifnpértant because multiword verbs, phrasal verbs, and idioms, although
consisting of more than 6ne word, are counted as one linguistic item. In addition, the
notion of “item” encompasses particles such as “oh” and “wow” that are frequently
present in spoken data. Thus, in the present study, it was the notion of “linguistic item”
which was used in determining weighted lexical density. The féllowing criterié were used

to assign items to the grammatical or lexical category (based on O’Loughlin, 1995:228):

'(A) Grammatical items:

1- All modals and auxiliaries.

2-All determiners, including articles, demonstratives and possessive adjectives,
quantifiers (some, any), and numerals (cardinal and ordinal).

3-All pronouns (she, it, they, someone, something) and this and that when used to replace
clauses.

4-Intenogati§e adverbs (what, when, how) and negative adverbs (nof, never). |

5-All contractions of pronouns and auxiliary verbs. Contractions were counted as one

item.



93

6-All prepositions and conjunctions.

7-All discourse markers including conjunctions (but, so, and), sequencers (next, finally),
particles (oh, well), lexicalized clauses‘ (you know, I mean), and quantifier phrases
(anyway, somehow, whatever).

8-All lexical filled pauses (so, well) -

9-All interjections (gosh, really, oh)

10-All reactive tokens (OK, no/)

(B) Lexical items:

1- Nouns, adjectives, verbs, adverbs of time, manner, and place. Multiword verbs,
phrasal verbs, and idioms were counted as one item. Contractions of pronouns and

main verbs were counted as one lexical item.

In addition, lexical and grammatical items were divided into high-frequency
lexical and grammatical items and low--frequency lexical and grammatiéal items. A high-
frequency lexical or grammatical item was one appearing more than once in the same
speech sample. Different word forms of the same lexical or grammatical ite_m formed by
inflection or derivation (e.g., go/went, study/student, this/these) were considered
repetitions and thus counted as a high-frequency lexical or grammatical item. The
numbers of high- and low-ﬁfequéncy lexical and grammatical items in each speech
sample were first tallied as frequency coﬁnts. Following Mehnert (1998), high-frequency
lexical and grammatical items were given half the weight of the low-frequency lexical
and grammatical items. The total number of weighted lexical items was thus determined,

then divided by the total number of weighted linguistic items and multiplied by 100 so as
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to obtain the percentage of weighted lexical items over the total number of weighted

linguistic items in the speech sample. | |
In summary, a set of 10 variables in two tasks was used to examine the relationship

between working memory capacity and L2 speech production. Table 4.1 shows how the

information was organized for each subject’s speech sample:

Table 4.1
Model of summary of subject’s scores

Partt Task SST OWST SRU SRP SPpm Hpm MLR Acc. Comp. WLD

Note. Part.: subject identification: ' SPpm: Pauses per minute

Task: description/narrative ' Hpm: Hesitations per minute

SST: Speaking span test MLR: Mean Length of run

OWST: Operation-word span test Acc: errors per 100 words ‘
SRU: Speech rate unpruned . Comp.: number of dependent clauses
SRP: Speech rate pruned per minute

WLD: weighted lexical density

4.3 Procedures

All necessary procedures to obtain perﬁlission to carry out this study in an
American university were followed»as' required by the Institutional Review Board of the
Research Subject’s Protection Program at the University of Minnesota. This included
obtaining prior permission from the Dean of the College of Liberal Arts and the Director
of the Minnesota English Center and submitting to the Board copies.of all the instruments
used as well as the recruitment script and the consent form participants would be required
to sigﬁ. The permission to carry out the study was given at the end of the fall quarter of
1998.

Prior to data collection, in the first week of the winter quarter of 1999, the
researcher contacted th‘evteacv:her responsible for the “Advanced Speaking Skills” class

(Speaking 235-1) to ask permission to invite students to participate in the study. In order
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not to use class time and also to leave students totally free to choose whether they Wanted
to participate in the study or not, students were first informed by their teacher of what the
study was about and that I would be inviting them to paﬁicipéte. After that, I contacted
participants by email (see Appendix E for the letter sent) and arrangements were made
.either by phone or email.

The data for this study were collected individually with each subject in a room at
the Institute of Linguistics at the University of Minnesota in the third week of the winter
quarter of 19§9. Each subject was given. the set of 4 tasks--two assessing working
memory capacity and two assessing L2 speech productionf— in one session that lasted
about one hour and a half. Prior to performing the tasks,‘participants were given a
consent form to. read and sign (see Appendix F) and filled in a biographical
‘information/personal data sheet (see Appendix G). All participants were giyen first the
memory span tests—the speaking span test followed by the operation-word span test--and
then the L2 speech production tasks--the picture*, description task followed by the
narrative task’. Participants were explicitly told that ‘t‘he span tests were memory tests and
that it was necessary to focus their attention on the stimuli. They were also told that they
should try to speak as much as possible in the speech productioh tasks. As described in
42.2.1 and 4.2.2.2 all participants were given a training session before taking the span
‘tests. For the sake of uniformity, each subject first received written instructions and then
an oral explanation followed (see Appendix D, items I and II for instructions).
Instructions were given in English to all participants, including Brazilians, by this

researcher, who also collected the data.

! Participants were also required to answer 3 strategy use questionnaires aimed at assessing their use of
strategies for improving speaking skills (see Appendix I). These are not analyzed in the present study.
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- 4.4 Data transcription procedures

Participants’ responses to all tasks were tape-recorded for transcription. All
participants’ responses were transcribed (see Appehdix A, item II, for the spéakirig span
test, Appendix B, item II, for the operation-word span test, and Appendix C, for speech
data). Participants’ speech data were duplicated to ensure against damage to the original
recordings. The transcription system used was adap;ced ﬁom Jefferson (1979), which has
been used in recent studies on L2 speech production (Ejzenberg, 1992; Riggenbach,
| 1989). Below is an explanation of the convéntions used in the transcription of the speech
data.

As explained in 4.2.4.1, unfilled pauses were first located and timed with a
stopwatch. The length of each unfilled pause was again measured by means of a software
designed to analyze speech data (SpeechStation2). The software is more precise than a
stopwatch in determining the 1ength of unfilled pauses in that the analyst can use both the

.waveform and the spectrogram of _the segment being analyzed as additional tools to
locate and measure the pause. Furthermore, the visual display makes it easier to always
select the same portion to be measured. Each subject’s description and narrative was
recorded on a CD-ROM as an individual file. Thus, there were 26 files. The software
displays each file in segments of 2 seconds. The display always presents the frequency
scale, spectrogram, pitch track; and the waveform of the 2-second segment. The unfilled
~ pauses--located and measured first with the stopwatch--could then be double-checked by
selecting the portion of the segment equivalent to the pause and verifying on the screen
the beginning, end, and duration of the pause in milliseconds.

Unfilled pauses equal to or longer than .5 seconds are indicated by the time period

in parentheses--for instance, (1.8) means a silent pause of one second and eight hundred
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milliseconds. Unfilled pauses shorter than .5 seconds are indicated by a period inside a
parenthesis--for instance, (..). Filled nonlexical pauses are indicated by “uh”, “uhm”, and
“uh-uh”.

Sound stretches aré indicated by colons ( ), as in “the:”. Laughter is indicated by
the word “laugh” in parenthesis. A period indicates falling intonation. A question mark
indicates rising intonation. An exclamation mark indicates enthusiasm on the part of the
speaker. Underlined words indicate greater stress than the other words in the same
environment. Finally, although the speech sample of each subject was transcribed in its
entirety, only the first two minutes of each sample was coded following the procedures

described above.

4.5 Interrater reliability

After determining the score for each variable of L2 speech produétion in all
participants’ speech samples, the samples were submitted to different raters for.
computing interrater reliability. Thfee raters reanalyzed different portions of the data,
following the criteria the researcher had used. All three raters are teachers of English as a
foreign language and have been in the profession fof more than 10 years. Rater 1, who is
pursuing a Ph.D. in education, reanalyzed 53.8% of the data--7 descriptions and 7‘
narratives--for the fluency variables and agreement reached 92%. Rater 2, a native
speaker of English who holds a Ph.D. in Applied Linguistics, reanalyzed all the data for
accuracy and agreement reached 87,76%. Rater 3, who holds an MA in Applied
Linguistics, reénalyzed 69.23 % of the data for complexity and agreement reached 100%.

The same rater reanalyzed 53.8% of the data for lexical density, and agreement reached
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98.37% after lengthy discussion on the criteria used. All discrepancies were resolved by
discussion.? |
4.6 Reliability of span tests

Reliability estimates were computed for the speaking span test and the operation-
word span test iising Cronbach’s alpha formula of internal consistency?, also used by
Turner and Engle (l989) and Engle et al. (1992). Internal consistency, according to Klein
and Fis; (1999), measures the degree to which different test items measure the saIne ‘.
variable. Following Tumer and Engle (1989), the reliability estimates were based on
three composite scores computed for .every subject in the two span tests. As already |
e#plained, the span tests were organized in three trials each of two, three, four, five, and
six sequences of to-be remembered items. In the case of the speaking span test, the total
number of correct sentences in the first trials of all set sizes was calculated as one span. A
second span was calculated from the total number of correct sentences in the second trials
of all set sizes. Finally, the total number of correct sentences in the third trials of all set
sizes was calculated as the third span. Thus, each subject had 3 individual spans in the
speaking span test vand intercorrelations were computed among the three spans of each
subject. The same procedure was followed to establish. intercorrelations among the
operation word-span test composite scores. Reliability estimates of the speaking span test
and the operation-word span test were .88 and .77, respectively. There are no reports, in
the literature, on reliability scores for the speaking span test. However, given that the
closer to 1 the alpha coefficient is, the higher the internal consistency of the test, the

estimate obtained in the present study for the speaking span test is at an acceptable level.

* Several researchers have used interrater analyses of portions of the data, including Mehnert (1998) and
O’Loughlin (1995).
% See Appendix L for formula.



99

For the operation-word span test, reliability scores repori:ed in the literature range
between .74 and .81 (Engle et al. 1992; Engle & Turner, 1989; Klein & Fiss, 1999). Thus,
based on the alpha coefficients reported on the literature, the internal consistency statistic

for the operation-word span test is also acceptable.

4.7 Data .analysis P
The goal of this research was twofold: (1) to examine the relationship between
working memory capacity, as measured by complex span tasks, and L2 speech
producﬁon,_ as measured by several variables covering ﬂueﬁcy, accuracy, complexity, and
lexical deﬁsity of speech, and (2) tb examine the nature of this relationship, that is,
whéther it 1s task-dependeﬁt or a géneral capacity, independent of the task being
“performed. ;The approach adopted to assess the relationship between working ‘memory
éapacity and L2 speech production was that traditionally used in most studies ‘on working
memory capacity and complex cognitive behavior, the correlational one (Atkins &
Baddeley, 1998; Daneman, 1991, Daneman & Carpenter, 1980, 1983; Dmeﬁan &
Green, 1986; Daneman & Merikle, 1996; LaPointe & Engle, 1990; Miyake & Friedman,
1998; Tumner & Engle, 1989; Roberts & Gibson, 1999; Woltz, 1988, among many
others). In the present study, adopting the correlatioﬁal approach involved determining
the degree of association between working memory capacity and measures of L2 speech
production and determining whether working memory capacity is a significant predictor
of L2 oral performance. Thé main analytic technique ‘used to measure the amount and
significance of the relationship between. working memory capacity and measures of

fluency, accuracy, complexity, and weighted lexical density was the Pearson Product
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Moment Coefficient of Correlation (). The predictive power of working memory

capacity was determined through simple linear regressions.

e
¥

The present study pursued two research questions, now formulated in specific

> terms:

Research Question 1: Is there a statistically significant relationship between task-
dependent working memory capacity, as measured by the speaking span test, and
measures of fluency, accuracy, complexity, and weighted lexical density in L2 speech

production?

Research Question 2: Is there also a statistically significant relationship between
independent working memory capacity, as measured by the operation-word span test, and

fluency, accuracy, complexity, and weighted lexical density in L2 speech production?

From these two research questions, 5 hypotheses follow. ‘The first research

question generates the following set of hypotheses:

Hypothesis 1: There will be a relationship between working memdry capacity, as
measured by the speaking spaﬂ test, and fluency in L2 speech production, as measured by
speech rate unpruned, speech rate pruned, pauses per minute, hesitations per minute, and
mean length of run. Working memory capacity will correlate positively with speech rate
unpruned, speech rate pruned, andvmean length of run, and negatively with pauseé per

minute and hesitations per minute. -
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Hypothesis 2: There will be a negative correlation between working memory capacity, as
measured by the speaking span test, and accuracy in L2 speech production, as measured

by the number of errors in syntax, morphology, and lexical choice per hundred words.

Hypothesis 3: There will be a positive correlation between working memory capacity, as
measured by the speaking span test, and complexity in L2 speech production, as

measured by the total number of dependent clauses.

Hypothesis 4: There will be a positive correlation between working memory capacity, as
measured by the speaking span test, and weighted lexical density in L2 speech

production.

The second research question generates the following hypothesis:
HypothesisVS: In addition to the relationships predicted in Hypotheses 1-4, there will be a
statistically significant relationship between working memory capacity, as measured by
the operation-word span test, and fluency, accuracy, complexity, and weighted lexical

density in L2 speech production, in the directions predicted in Hypotheses 1-4.

~ Correlational analyses.have some inherent limitations. Several researehers (e.g.
Carpenter, Miyake, & Just, 1994; Harrington, 1992; McClave, Dietrich, & Sincich, 1997,
Miyake & Friedman, 1998; Walsh, 1990) have acknowledged that correlational data are
ambiguous in nature and open to alternative interpretations. Moreover, correlational
analyses are particularly ‘problematic when applied to small sample sizes, in which the

participants’ range of scores in one of the variables is genefally restricted, thus lowering
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the correlation (Goodwin, 1995). Small sample sizes in correlational studies are also
sensitive to outliers, individuals with atypical behavior whose impact on the data can lead -
to serious misinterpretation of the relationship between two variables.

In order to overcome these limitations, many researchers (e.g., Cantor & Engle,
1993; Just & Carpenter, 1992; McDonald, Just, & Carpenter, 1992; Miyake, Carpenter, &
Just, 1994, among many others) adopt an analysis| of variance (ANOVA) oriented
approach in which they identify participanfs with high and low spans and, treating them
as two independent and homogeneous groups, compare their performance on complex
tasks (Engle, Cantor, & Carullo, 1992). ,This approach, however, also has its drawbacks
since it ignoresv data from participants in the middle group, often overestimates the
relationship between variables, and generally requires an arbitrary cut-off point to
determine what is a high span and a low span when the scatterplot does not indicate any
natural grouping of the data (Roberts & Gibson, 1999).

Although some researchers suggest that combining the cornelatiOnal and the
ANOVA approaches strengthene both techniques (e.g., Engle et al, 1992), other
researchers (e.g. Roberts & Gibson, 1999) claim that the correlational approach is more
appropriate if no natural grouping of the data is shown by the scatterplot and if the
objective is to study the common variance between sets of variables. Thus, for this reason
the present study adopted'the oorrelational approach.

It is often the case that, in examining linear. relationships between pairs of
variables, correlation and linear regression analyses are used together (Goodwin, 1995;
McClane, Dietrich, & Sincich, 1997, Walsh, 1990). Whereas correlation techniques
determine whether there is a relationship between. any two variables and indicate the

strength of this relationship, regression techniques allow us to predict the value of one



103

variable based on knowledge of another. Together, these two analytic techrﬁques allow
the researcher to go beyond global correlations and ihvestigate further the linear
relationship between any two variables. Thus, to complement the correlational -analyses
and gain further insights on fhe relationship between working memory capacity and L2
speech production, simple linear regressions were also performed in order to determine’,
the predictive power of working memory capacity on measures of L2 speech production.

Statistically speaking, the number of participants in the present study--13--is not
high enough to make the results obtained generalizable to the population that they
represent. To minimize this limitation, every effort was made to ensure that the ﬁndings
of the present study be a possible indication of trends in the relationship between workiﬁg
memory capacity and L2 speech production. It was decided that.if outliers were found in_
the data, two additional analytic techniques would be used to investigate further the
degree to which the association between Working memory capacity and the measures of
L2 speech production was affected by the presence of outliers: the Pearson Product
Moment Coefficient of Correlation computed without the outliers and Spearman’s Rank
Order Correlation () >, including the scores of all participants.

In Spearman’s Rank Order Correlation, the values of a set of variables are ordered

into ranké and the coefficient provides a méasure of association between ranks (Walsh,
‘ 1990; McClave et al., 1997). As with the Pearson Product Momént Correlation (1), the |

magnitude of rg indicates the direction of the association as well as its strength.

Spearman’s Rank Order Correlation is, however, a non-parametric test whereas the

Pearson Product Moment Coefficient of Correlation is a parametric test*.

> As suggested by Rocha (December 1999, personal communication), Spearman’s Rank Order Correlation
(r,) is generally less affected by the presence of outliers.

“ It should be noted that the correlation coefficient r, can not be squared to be interpreted as the amount of
variance accounted for by the variables. For this purpose, it is necessary to compute Pearson correlation (7).
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While the objective of the two tests is the same, that is, to determine the degreé of
association between two variables, the method of calculating the probability of rejecting
’the null hypothesis is different in the two tests. As Green ,:S{cWD’Oliveira (1982) note,
ordering participants’ scores into rank order measures variability in their scores only
indirectly. In the Pearson Correlation, there isymore information about differences in
scores because the exact proportion of the total variability in participants’ scores is taken
into account, making the test more powerful, so to speak. However, there is a lot of
controversy on whether one type of test is really more powerful than the othei‘. In any
évent, the objective of running Spearman’s Rank Order Correlation would be to look at
the data from another angle, to verify whether the same trend would be found in the
relationship between working memory capacity and measures of L2 speech productiori.
Since scores on the wprking memory span tests are the main variables of the
_present study, the data related to thg:se tests were cheéked, through a béx pIot, to see if
they were .evenly distributed, a prerequisite of correlational analysis. Briefly, the box\plot
: 1s a descriétive measure based on the quartiles of a data set. Quartiles divide the data into
four sets, each representing 25% of the measurements. Thus, the lower quartile
corresi)onds to the 25" percentile of a data set, the middle quartile to the 50" percentile
\ and‘thé median M, and the upper quartile to the 75" percehtile. The box plot indicates the -
distance bet*wéen the lower and upper quartiles; showing the sample variability. The line -
across the box shows the median of the sample. The vertical lines emanating from the
box, called the uppef and lower Whiskers, indicate the highest and lowest values in the

‘sample, excluding outliers. Measurements that fall beyond these lines are outliers. Figure

4.1 shows the box plot for the speaking span test:
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Fig. 4.1 Box plot for the speaking span test

50(-

40|-

30|-

20|-

10]a

N= SSTS
13

As can be seen in Figure 4.1, the median is close to the lower quartile, indicating that
there is lower variability among those participants below the median and higher
variability among those above the median. In addition, the upper whisker is longer than
the lower one, indicating that the scores are positively--but weakly--skewed and that
there are participants performing in the high end of the distribution. Finally, the box plot
indicates the presence of one outlier (participant 13), who is outside the upper whisker.
On the whole, however, this initial inspection shows that the data for the speaking span
test are reasonably well distributed and thus adequate for undergoing correlational

analyses. Figure 4.2 shows the box plot for the operation-word span test:
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Figure 4.2 Box plot for the operation-word span test
61
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As can be seen from Figure 4.2, the box plot for the operation-word span test
shows that, although the data for this test are symmetrically distributed, there is an outlier
performing in the lower end of the distribution. More importantly, the box plot indicates
that there is almost no variability in the participants’ scores on the test. This, added to the
fact that the scores all hover close to 60--the maximum possible score--implies a potential
ceiling effect. Analysis of the two box plots in the same numerical scale, as shown in
Figure 4.3, makes it clear that there is much more variability of scores in the speaking
span test (SST). Another point to notice is that the entire range of scores for the
operation-word span test (OWST) is above even the outlier for the SST, which makes the

ceiling effect more apparent.
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Figure 4.3 Box plots for the SST and the OWST
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The following chapter presents the results of the data analysis. For all analyses, a
probability level of p < .05 was used to determine statistical significance. The
computation of Cronbach’s alpha (see section 4.6) was performed using Excel 8.0. All

other statistical analyses were performed using the SPSS 8.0 Student Version package.



CHAPTER §

RESULTS

This chapter presents the results of the statistical analyses vperformed to address
the hypotheses and research questions.of this study. As stated in the Introduction and
Chapter III (Method), the aim of the preseﬁt study was to examine the relationship
between Workiﬁg memofy capacity and fluency, accuracy, complexity and lexical density
in L2 speech production.

This Chapter is divided into 4 main sections. Section 5.1 presents the descriptive
statistical analysis performed for thevworking memory span tests. Section 5.2 presents the
descriptive statistical analysis performed for tl;e measures of L2 speech produ;:tion in the
picture description task and t(he narrative task. Section‘5.3 presents the results of the
correlatio_nal analyses: The Pearson Product Morﬁent Coefficient of Correlation, with and
without outliers, and Spearman’s Rank Order Correlation. Finally, Section 5.4 reports the
results from simple linear regressions performed in order‘ to determine whether working

memory capacity, as measured by the speaking span test, is a significant predictor of L2

speech production measures.

5.1 Working memory measures: The speaking span test and opefation-word span
test

This section presents the descriptive statistics of the speaking span test and the
‘operation word span test. As discussed in Chapters 2 and 3, the speaking span test
reflects the task-specific view of working memory capacity, whereas the operation-word

span test was designed to reflect the claim that working memory has a domain-free
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capacity independent of the task being performed. Table 5.1 reports the descriptive
statistics--the mean (M), standard deviation (SD), and the minimum and maximum scores

for the speaking span test and the operation span test:

g:?cl:i:#\ée Statistics for the Speaking Span Test (SST) and Operation Word Span Test (OWST)
SST OWST
© Mean ‘ | 24.5 . 5807
SD 10.82 1.75
Minimum 11 54
Maximum 47 - . 60
N=13 ;

For both span measures, the highest possible score was 60. However, as can be
seen from Table 5.1, while the speaking span test scores varied over a 36-point range
with a large standard deviation, the scores on the operation-word span test covered a
mere 6-point range, clustering around the mean and close to the maximum or ceiling.

As Goodwin (1995) points out, “when doing a correlational study, it is important
to include individuals with a wide range of scores” (p. 243). While this condition was met
for the speaking span test, it was clearly not met for the operation-word span test, for
which a strong ceiling eﬂ‘éct is apparent. This ceiling effect, thus, had disruptive effects
on the validity of the operation-word span test as an adequate variable on which to
perform inferential statistical analyses. The lack of variability left almost no possibility
for signiﬁcant correlations with any of the other variables, as can be seen in Tables 5.2

and 5.3;



Table 5.2

Correlations between the Speaking Span Test (SST)
and the Operation Word Span Test (OWST)

SST
SST 1.00
OWST 23

- OWST

1.00

Table 5.3
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Correlations between the Operation-Word Span Test (OWST) and Fluency, Accuracy,
Complexity, and Weighted Lexical Density in the Picture Description and Narrative Tasks

_ Fluency Variables Other
SRU SRP MLR SPpm Hpm Acc. Comp. WLD
Description .12 .15 05 -24 .02 -07 0 -19
Narrative 0 08 02 -45 21 -29 25 .18

Note. SRU = speech rate unpruned
SRP = speech rate pruned

MLR = mean length of run

SPpm = silent pauses per minute

Hpm = hesitations per minute
Acc. = accuracy

Comp. = complexity

WLD = weighted lexical density

Table 5.2 shows no significant correlations between the two span tests. Table 5.3,

in turn, shows no significant correlations between the operation-word span test and any of

the measures of L2 speech production in either of the two tasks'.

These results appear to indicate a lack of support for Hypothesis 5, which

predicted that there would be a relationship between the operation-word span test and

measures of fluency, accuracy, complexity, and weighted lexical density in the directions

predicted in Hypotheses 1-4, both in the picture description task and in the narrative task.

! In the present study, one-tailed correlations were used to determine the correlation coefficients between
memory spans and measures of speech production because the direction of the correlations was specified in

Hypotheses 1-5.
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However, since the operation-ward span test has been shown to be an inadeqqqtg variable
for inferential statistical analyses, thesg results can not be taken to indicéte anything at all
about Hypothesis 5. Thus, the second rgsearch question addre\ssed in the present study--
whether working memory capacity is specific to the task being performed or is a general
task-independent capacity--cannot be answered from these data.

One possible explanation for the ceiling and the lack of variability in the
operation-word span test is the fact that, being participant-paced, this test éllowed
extensive rehearsal of to-be remembered items and was, as a result, performed as a
traditional word span test in which only the participants’ storage capacity was actually
assessed. Traditional word or digit span tests are considerably easier than working
memory span tests and do not seem to exceed capacity, a prerequisitg for individual
differences to emerge (e.g., Just & Carpenter, 1992). The performance of the operation-

- word span test as a short-term memory span test and its implications for the second
research question and Hypothesis 5 will be discussed more fully in Chapter 6, section 6.7.
In the next section, the descriptive statistics ’for the measures of L2 speech production in

the picture description and narrative tasks are presented.

5.2 Measures of L2 speech production: Fluency, accuracy, complexity, and weighted

lexical density

In the present study, fluency in L2 speech production reflects continuous
performance in real time (Foster & Skehan, 1996; Mehnert, 1998) and was assessed by 5
variables: speech rate unpruned (SRU), speech rate pruned (SRP), mean length of run

(MLR), number of silent pauses per minute (SPpm), and number of hesitations per
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minute (Hpm). Accuracy (Acc.) was measured in terms of the number of errors in syntax,
morphology, and lexical choice--including repetitions--per 100 words. Complexity
(Corhp‘) was measured in terms of number of dependent clauses per minute. Finally,
weighted lexical density (WLD) indicates the'percentage of weighted lexical items over
all linguistic items in each paﬁicipant’s speech sample. Table 5.4 shows the means (M)
and standard deviations (SD) as well as the minimum (Min) and maximum (Max) values

for each L2 speech production variable in the picture description and narrative tasks:

Table 5.4
Descriptive Statistics for L2 Speech Production Scores
Fluency Other
SRU SRP MLR SPpm Hpm Acc. Comp. WLD
2 M 8276 79.09 323 1805 1824 9.65 381 51.60
o .
2 SD 19.06 18.60 69 451 8.42 5.75 2.61 4.88
. Min 5491 5246 2.45 7.99 4.15 1.55 59 4466
Max 11732 11142 509 22112 3049 1944 8.57 61.25
M 9509 9381 352 1559 2179 6.62 572 51.19
< SD 2271 2579 80 408 760 384 251 558
jod
5 Min 4299 38.49 1.70 6.99 8.25 168 176 42.03

Max 12249 14499 476 2205 3699 15.11 9.02 63.29

As can be seen from Table 5.4, the means of both measures. of speech rate were

higher for the narrative task. The narrative task yielded a lower mean number of silent

~ pauses per minute--those of .5 seconds or longer--and a higher number of hesitations per
" minute than the piéture description task. This counter-balance might be the explanafion
for the similar mean length of run in the two tasks. Table 5.4 also shows that the_ narrative

task allowed participants to produce more accurate and more complex speech in
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comparison to the picture description task. Finally, there was little difference in the

means of weighted lexical density between the description and narrative tasks, which

might indicate that, in both tasks, participants tended to draw on approximately the same

number of different lexical items.

Tables 5.5 and 5.6 display participants’ scores on all variables of L2 speech

production, in the picture description and narrative tasks. Participants are organized from

lower-to higher-working memory spans (see Appendixes A and B for individual scores

on the span tests):

Table 5.5
Participants’ Scores on Fluency Variables in the Picture Description Task and the Narrative
Task
Picture Description Task Narrative Task .
Part. SRU SRP MLR SPpm = Hpm SRU SRP MLR SPpm Hpm
1 5491 5246 245 2084 1627 4299 3849 170 1950 1599
2 5703 5346 259 21.38 1425| 8604 8276 318 12.00 19.66
3 7878 7424 271 21.90 2069 7676 7588 293 2205 17.64
4 7450 66.00 3.04 1999 2400| 9510 8758 320 18.62 2620
5 839 8162 327 2212 1296 86.78 8544 23838 2002 16.02
6 5610 5506 251 2181 415 69.96 7045 342 1651 8125
7 8611 83.44 358 2069 10.01! 109.62 107.78 476 1658 14.73
8§ 10331 99.05 335 1437 2662 11299 10999 418 1299 2199
9 9200 9000 3.60 799 3049 10549 10299 398 6.99 30.49
10 102.61 99.13 337 1217 28.69| 12249 14499 360 1149 3699
11 83.75 7821 359 1774 6.10 | 9450 90.00 331 1449 2799
12 8707 8417 2838 19.73 2205) 11299 10849 418 15.00 2299
13 11732 11142 509 1392 2089 12053 11469 445 1646 24.42

Note. Part. = participant
SRP = speech rate pruned
SRU = speech rate unpruned
MLR = mean length of run.
N=13

SPpm = number of silent pauses per minute

Hpm = number of hesitations per minute
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Table 5.6
Participants’ (Part.) Scores on Accuracy (Acc.),Complexity (Comp.), and Wezghted Lexical
Density (WLD) in the Picture Description and Narratwe Tasks

Picture Description Task Narrative Task

Part. Acc. Comp. WLD | Acc. Comp. WLD
1 19.44 2.03 5891 15.11 3.00 52.83
2 18.75 59 54.61 6.66 4.09 63.29
3 13.07 2.43 61.25 8.13 1.76 57.26
4 17.44 150 55.49 10.86 206 5207
5 4.62 1.52 44.66 8.46 6.00 49.32
6 8.33 1.55 51.35 10.00 7.15 51.51
7 1.55 6.67 49.01 1.68 7.36 44.17
3 9.27 3.72 48.57 3.98 7.50 50.18
9 7.60 3.49 53.42 3.31 4,99 54.19
10 423 7.82 48.99 3.67 7.99 42.03
11 6.62 3.88 48.14 - 3.17 - 9.00 46.78
12 733 5.80 50.00 7.07 4.50 54.20
13 7.30 8.57 46.16 3.96 9.02 . 47.70

Participants’ individual scores, presented in Tables 5.5, demonstfate that the
range of variation in mean length of run in the picture descﬁption task is barely more than
1 semantic unit--from 2.45 to v3.6_0, except for participaht 13. In the narrative task, the
range of scores on meanv.length 6f run is much wider, varying from 1.70 to 4.76, a range
of 3 semantic units, aﬁd participant 13 is within the normal range.

Table 5.5 also indicates that there appears to be an interaction between number of
silent pauses and hesitations in both tasks. For instance, in the picture description task the
first three participants display a higher number of silent pauses and a lower number of
hesitations per minute, whereas the last four participants exhibit the opposite pattern:
fewer silent pauses but a higher number of hesitations. In the narrative task, there seems
to be more instability in the scores of the first participants, but the pattern for the last 5
participants is the same: the number of hevsitations is always higher than the number of

long silent pauses. In other words, it seems that those individuals with a higher speech
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rate tend to use fewer leng silent pauses arld rely more extensively on devices such as
repetitions, filled rronlexical pauses, and sAhorter silent pauses than those with a slower
speech rate.

The individual scores on accuracy and complexity, presented in Table 5.6, also
indicate an apparent tendency for accuracy and complexity to increase (that is, for a
lower number of errors and a higher number of dependent clauses to be produced) as
speech rate increases in both tasks. Finally, it is interesting to notice that, for both tasks,
the percentage of lexical items over the total number of .items tends to decrease as speech
rate, accuracy, and complexity increase.

Taken together, the results from the descriptive statistical analyses performed for
the measures of L2 speech production show that the participants maintained roughly the
same pattern in both tasks, exhibiting slightly better performance in the narrative task,
since this elicited ar faster speech rate, fewer silent pauses, fewer errors in syntax,
morpholog,'y, and lexical choice, and a higher number of dependent clauses. The
parricipants also maintained approximately the same mean length of run in the two tasks,
but produced more hesitations in the narrative task. In general, a smaller number of long
silent pauses was counter-balanced by a higher number of hesitations_ per minute, in both
tasks. Furthermore, the percentage of weighted lexical items over the total number of
linguistic items produced was approximately the same both in the picture description task
and rlarrative task. F‘inally, an increase in speech rate seems to be accompanied by
increases in accuracy and complexity, and by a decrease in weighted lexical density. The

next section presents the results from the inferential statistical analyses.
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5.3 Inferential statistics: Correlati_ons and simple linear regressions
This section presents the results of the inferential statistical analyses--the Pearson
Product Moment Coefficient of Correlation (one-tailed) and simple linear regressions--on
the speaking span test and L2 speech production measures. It is further subdivided into 4
sections, each dealing with one of the four Hypotheses.

A preliminary inspection of the joint distribution of scores on the speaking span
test and each L2 speech production measure (see Ap'pendix L for scattergrams) indicated
that some of the correlations between the speaking span test and L2 speech production
méasures were affected by the behavior of participants 12 and 13, who scored high iﬁ the
speéking span test but vtended to score lc?wlin some.of the measures of speech production.
Participant 13 had already been séotted as an Ouflier in the speaking span test. Participant

12 emerges as an outlier when participants’ scores are plotted according to their joint
position on both the speaking span test and L2 speech production measures. |

There seems to be no consensus on the best way to deal with outliers in a given
sample. Walsh (1990), for instance, suggests that, once identified, problems with outliers
are best dealt with by eliminating them from the data set. McClave et al. (1995), on the

_ other hand, maintain that outliers frequently reveal useful information on the variables
and play an important role in the data analytical process. Hatch & Farhady (1982) state,
in turn, that outliers should be removed from the analyses for the true relationship to be
seen, but that their behavior should be further dealt with through case studies. Since the
sample size of the present study is extremely small and it is difficult, in general, to justify
eliminating extreme observations from the data, it was decided that the outliers would be
kept, and that, as noted in Chapter 4, complementary statistical computations would be -

performed for all pairs of variables. These consisted of (a) the Pearson Product Moment
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Coeflicient of Correlation without the outliers’ scores and (b) Spearman’s Rank Order
Correlation with all participants’ scores; both correlations being one-tailed.

The rationale for computing thése additional correlational tests is that, given the
small sample size, it is not possible to determine whether participants 12 and 13 are really
atypical observations or whether they emerge as extreme values as a result of the
restricted range of scores. As will be seen shortly, Pearson Product Moment Cofrelétioﬁ
without the outliers and Spearman’s Rank Order Correlation with all participants’ scores
strengthens the degree of association between the speaking span test and L2 speech
production. Thus, the most cautious approach, in the case of the present study, is to
consider the Pearson Product Moment Correlation with all participants’ scores as the
basis for the statistical association between the speaking span test and measures of L2
speech production and further inspect this association through Pearson Product Moment
Correlation without the outliers’ scores as well as through Spearman’s Rank Order

Correlation with all participants’ scores included.

5.3.1 Working memory capacity, as nieasured by the speaking span test, and
measures of L2 fluency

 Hypothesis 1 predicted that there would be a relationéhip between working
memory capacity, as measured by the speaking span test, and fluency in L2 speech
production, as measured by speech rate unpruned, speech rate pruned, mean length of
run, number of silent pauses per minute, and number of hesitations per minute, both in
the picture description and narrative tasks. Working memory was predicted to correlate
positively with speech rate unpruned, speech rate pruned, and mean length of run, and

negatively with number of silent pauses per minute and number of hesitations per minute.
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The results related to this hypothesis are presented in two sections. Section 5.3.1.1
presents the results from the three correlational performed for the relationship between
the speaking span test and speech rate unpruned, speech rate pruned, and meaﬁ length 6f
run. Section 5.3.1.2 presents the results from the same three tests performed for the

relationship between the speaking span test and number of silent pauses and hesitations

per minute.

5.3.1.1 The relafionship between the speakigig span test and L2 speech rate unpruned,
speech rate pruned, and mean length of run

Table 5.7 reports the correlation coefficients calculated between the speaking
span test and speech rate unpruned, speech rate pruned, and mean length of run, in the
picture description and narrative tasks. Recall that Pearson Product Moment Correlation
with all participants’ scores included assumes that participants 12 and 13 are not atypical
observationé, that Pearson Product Moment Correlation without these participants’ scores
included assumes they are atypical observations obscuring the relationship, and that
Spearman’s Rank Order Correlation checks for a linear association between two variables
when the scores are ranked, thus being less sensitive to extreme values siﬁce variation in

scores 1s not taken into account.
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Table 5.7

Pearson Product Moment Correlations and Spearman’s Rank Order Correlation Between the
Speaking Span Test (SST) and Speech Rate Unpruned (SRU), Speech Rate Pruned (SRP), and
Mean Length of Run (MLR), in the Picture Description and Narrative Tasks:

Picture Description Task : Narrative Task
SRU SRP MLR SRU SRP MLR
SST* T3** TJ2¥* JO** 69** .68** 62%
SST® T3%* WAL 80** 69** .68* 51
SST° = 83** 83** T5** J9** 82** 74%*

* Pearson Product Moment Correlation (), N=13
- Pearson Product Moment Correlation (r), N = 11
¢ Spearman’s Rank Order Correlation (r,), N =13
*p<0.05 :
** 5 <001

As can be seen in Table 5.7, results from The Pearson Product Moment
Coe}fﬁcientv of Correlation with all participants’ scores included show that there is a
statistically significant correlation between working memory capacity, as measured by
the speaking span test (SST), and speech rate unpruned, r (13) = .73, p < 0.01, speech rate
pfuned, r (13) = .72, p < 0.01, and mean length of run, r (13) = .70, p < C.Ol, in the
picture description task. Similarly, there is a statistically significant correlation between
thé speaking span test and speech rate unpruned, r (13) = .69, p < 0.01, speech rate
pruned, r (13) = .68,p < 0.01, and mean length of run, 7 (13) = .62, p < 0.05, in the
narrative task. These significant correlations suggest that working memory capacity, as
measured by means of the speaking span test in.the participants’ L2, may be related to
continuous performance in real time in the L2 oral production of a picture description
énd a narrative, as measured by rate of speech and length of runs between pauses and
hesitations. These results, thus, lend substantial support to Hypothesis 1.

Results from the Pearson Product Moment Coefficient of Correlation without

participants 12 and 13 tend to reproduce those of the Pearson correlation with all

participants’ scores included. The outliers do not seem to affect the association between
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the L2 speaking span test_and the two versions of speech rate in the picture description
task:vr (11) = .73, p < 0.01, for speech fate unpruned, and r (11) = .72, p < 0.01, for
speech rate pruned. However, wi;thout the outliers, the association between the speaking
span test and mean length of run in this task increases: r (1.1) =.80, p<0.01.

In fhe narrative task, the association between the speaking span test and speech
rate unpruned does not change without the outliers: » (11) = .69, p < 0.01, but statistical
level of significance éf the association with speech raté pruned decreases without them: r
(11)=.69, p<0.05.

Finally, the association Between the speaking span test and mean length of run in
the narrative task is severely affected without the outlig:rs, since it loses significance when
they are left out of Qomputations: r(11)= .51, p <.052. In this case, participant 13 seems
to be the one affecting the relationship and‘when only this participant’s results are left out
- of the computation, the association between the L2 speaking spén test and mean length of
run reaches statistical signiﬁcancé, as the following results show: r (12) = .55, p < 0.05.

Together, the results from the Pearson Product Moment Coefﬁcient‘of Correlation
Without the outliers might be an indication that working memory capacity, as measured
by the speaking span test in the participants’ L2, is related to continuou§ performance in
real time in the L2 ‘oral production of a picture description and a narrative, as measured
by rate of speech and Iengfh of runs between pauses and hesitations. |

The results from the third statistical technique, Spearman’s Rank Order
Correlation, with all participants’ scores included, lend further support to Hypothesis 1.
As can ‘be seen in Table 5.7, there is a statistically significant correlation between the
speaking span test and the two versions of speech rate, r; (13) = .83, p < 0.01, for both,

and between the speaking span test and mean length of run, r; (13) = .75, p <0.01, in the
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picture description task. Similarly, in the narrative task, theré is a statistically significant
correlation between the speaking span test and speech rate unpruned, rs (13) =79, p <
0.01, speech rate pruned, r; (13) = .82, p <0.01, and mean length of run, r; (13) = .74, p <
0.01. These coefficients of correlation also show that, when participants’ scores are rank-
ordered, the assoéiation between working memory capacity, as measured by the L2
speaking span test, ;nd LZ continuous oral performance in real time, as measured by
speeéh rate and mean length of run, appears stronger than when tested by the Pearson
Correlation. |

Thus, the results from The Pearson Product Moment Coefficient of Correlation
and Spearman’s Rank Order Correlation--both with all participants’ scores included--
provide support for Hypothesis 1, which predicted .that the speaking span test would
cdrrelate positively with speech rate unpruned, speech rate pruned, and mean length of
run. Assuming that participants 12 and 13 are, in fact, atypical observations, the results
from the Pearson correlations without their scores also support Hypothesis 1, except thatb :
the relationship between the speaking span test and mean length' of run in the narrative
task loses statistical significance. Taken together, these results might indicate that
working memory capacity, when measured. in the participants’ L2 during speech
production,v is related to L2 oral fluency, more specifically to the speed with which
participants can speak the L2 and to the number of semantic units they can produce
between silent pauses of various lengths and filled nonlexical pauses. In other words,
individuals with a higher working memory capacity tend to speak faster and produce
longer stretches of talk between pauses and hesitations. It can be more easily perceived in
| Figurés 5.1 and 5.2 that in both the description and narrative tasks, as participants’ scores

in the speaking span test increase their speech rates--both unpruned and pruned--increase
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as well. The same trend is observed for the mean length of run (MLR), as shownin

Figures 5.3 and 5.4.

Figure 5.1 Participants' behavior on the SST and their speech rates in the description task
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2 Logarithmic graphs were thought to be the best solution to deal with the different numerical scales of the variables.
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Figure 5.2 Participants' behavior on the SST and their speech rates in the narrative task
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Figure 5.3 Participants' behavior on the speaking span test and their mean length of run in the

picture description task
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Figure 5.4 Particdpants' behaviar on the speaking span test and their mean length of run in the

narrative task

——SST
——MR

10

As participants’ scores on the speaking span test increase, their mean length of
run tends to increase as well. This increase in mean length of run is steadier in the picture
description task than in the narrative task, although the range in the former is smaller.
Hypothesis 1 also predicted that working memory capacity, as measured by the speaking
span test, would correlate positively with number of silent pauses per minute and number

of hesitations per minute. The results are presented in the next section.
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5.3.1.2 The relationship between the speaking span test and number of silent pau'sbes and
hesitations per minute |

Table 5.8 reports the results from the Pearson Product Moment Coefficient of
Correlaiion—-with and without the scores of participants 12 and 13 included--and from

Spearman’s’ Rank Order Correlation with all participants’ scores:

Table 5.8 - .

Pearson Product Moment Correlations and Spearman’s Rank Order Correlation Between the
Speaking Span Test (SST) and Number of Silent Pauses per Minute (SPpm) and Number of
- Hesitations per Minute (Hpm) in the Picture Description and Narrative Tasks:

Picture Description ‘ Narrative
: SPpm - Hpm SPpm Hpm
ssT? -43 .20 _ -22 _ 42
SST* -.60* 11 - 45 62%
SST* - 71** 26 -.49* 56*

* Pearson Product Moment Correlation (r), N=13
® Pearson Product Moment Correlation (r), N = 11
- ° Spearman’s Rank Order Correlation (7,), N = 13
* p <0.05 (one-tailed)
. ¥* p <0.01 (one-tailed)

As can be seen in Table 5.8, with all participants’ scores included, the results
from the Pearson Product Moment Coefficient of Correlation between working memory
capacity, as measured by the speaking span test, and number of silent pauses and
hesitations per minute were not statistically signiﬁcarit in either task. Thus, the prediction
made in Hypothesis 1 that the speaking span test would correlate negatively with number
of silent pauses per minute and number of hesitations per minute was not statistically
supported. The relationship between the Speaking span test and number of silent pauses
per minute, both in the picture description and_narrative tasks, is negative, as predicted, r
(13) = -.43 and -.22, respectively. That is, individuals with a higher working memory

capacity seem to be less prone to producing long silent pauses when speaking in the L2.
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However, the relationship between the speaking span test and number of hesitations per
minute, in both tasks, is positive,;contrary to whar was predicted, r (13) = 20 in the
description task, and r (13) = .42, in the narrative task. That is, individuals with a higher
working memory capacity seem to be more prone to hesitating--to producing silent
pauses of .4 seconds or less, filled nonlexical pauses, and immediate repetitions--when
speaking the L2. Although not statistically significant, these results might be taken as an.

A o e+ A A
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indication of two trends. First, they might indicate that, as predrcted as workmg memory
e R .o

capa01ty increases, the number of sﬂent pauses of 5 seconds (or longer) tends to decrease

e £ T i b

durmg L2 speech production. Second, they mlght be an indication of a trade-off between
silent pauses and hesitations during L2 speech production; In other words, for the
participants of the present study, the production of a smaller number of silent pauses was
achieved through the production of a higher number of hesitations.

The results from the Pearson Product Moment Coefficient of Correlation without
the outliers give stronger support to the trend that individuals with a higher working
memory capacity, as measured by the L2 speaking span test, are less prone to exhibiting
long silent pauses when speaking the L2 at the cost of producing a higher number of
hesitations. Without the scores of participants 12 and 13, the relationship between the
speaking span test and number of silent pauses reaches significance in the picture
description task and improves considerably in the narrative task. However, the

association between the span test and he51tat10ns remams posmve in the two tasks and

e = et

although decreasing in the description task it reaches statistical s1gn1ﬁcance\ the

e e e

narrative task, which reinforces the idea that the association between the two variables is
positive and that an interaction between long silent pauses and different types of

hesitations takes place during L2 speech production.
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Finally, the results from Spearman’s Rank Order Correlation, with all

o

participants’ scores included, bring the strongest support for a negative relationship
between working memory capacity and silent pauses ;d for a trade-off between silent
pauses and hesitations. Whén participants’ scores are rank—brdered, the negative
association between the span test and silent pauses is statistically significant, in both the
descriptiqn task 7 (13) = -.71, p < 0.01, and the narrative task,“rs (13) =-.49, p < 0.05.
Thus, as predicted, working memory capacity, as measured by the speaking span test,
correlates negatively wi;ch number of silent pauses per minute. However, the degree of the

Mdation between the span test and hesitations per minute increases in the
picture description task, 7s (13) = .26, and reaches statistical significance in the narrative
task, rs (13) = .56, p < 0.05. That is, participants with a higher working memory capacity
are more prone to Pg_sjg‘gi\ng_ during L.2 speegh production. -

\\‘/..ﬂ

Taken together, the results from the Pearson Product Moment Coefficient of

Corrélation, with and without the scores of participants 12 and 13, and from Spearman’s
Rank Order Correlation lend substantial support to Hypothesis 1, which predicted that
working memory.capacity, as measured by the speaking span test, would be related to
fluency in L2 speech production. As noted earlier, the notion of fluency in the present
research project, is taken to reflect continuous performance in real time. To this extent,
five variables were used that seem to .measure continuous oral performance: speech rate
unpruned, in which all semantic units produced are included in the count, speech rate
pruned, in which immediate repetitions and partial words are left out, mean length of run,
which reflects the average number of semantic units produced between pauses and

hesitations, silent pauses of .5 second or longer, and hesitations, an umbrella term
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including silent pauses of .49 seconds or éhorter, filled nonlexical pauses, and immediate
repetitions.

The results from 3 statistical .techniques aimed at determining the degreé of
relationship between the speaking span test and the variables of L2 oral fluency show that
individuals with a higher working memory capacity, as measured by the speaking span

test, speak faster, have a greater mean length of run between pauses and hesitations, tend
to produce fewer long silent pauses, but more hesitations When engaged in the oral
production of a picture description and a narrative task in the L2.

It is for the prediction that there would be a negative relationship between
working memory capacity and hesitations that the results from the statistical techniques
employed in the present study lend no support. What these results seem to show ‘is that

- there is an vinferaction bétween silent pauses and hesitations: fewer silent pauses are
accompanied by more hesitations, as shown in Table 5.5. To examine this interaction
further, statistical analyses were performed on the two variables. Table 5.9 reports the
results from the Pearson Product Momenf Coefficient of Correlation, with and without
the outliefs, and from Spearman’s Rank Order Correlation, with all participants’ scores
inclﬁded:

Table 5.9 .
Correlations Between Number of Silent Pauses per Minute (SPpm) and Number of Hesitations
per Minute (Hpm) in the Picture Description and Narrative Tasks

Picture Description Narrative

Hpm Hpm
SPpm, ' . -.68*%* -.58*
SPpm, - 70%* ' -.59*
SPpm, - 67** -.63*

* Pearson Product Moment Correlation (r), N=13
® Pearson Product Moment Correlation (), N = 11
¢ Spearman’s Rank Order Correlation (r;), N =13
* p <0.05 (one-tailed)

** p <0.01 (one-tailed)
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As can be seen in Table 5.9, results from the three statistical tests show a
significant negative relationship, of almost the same degree, between number of silent
pauses per minute and hesitations per minute, in the two tasks. These results indicate that
a iower number of silent pauses of .5 seconds or longer is related to a higher number of

. hesitations during the production of the description and narrative tasks used in the present
study, and can be taken as evidence for a trade-off between the two variables.

The results obtained in the present study regarding silent pauses and hesitations
are consistent with the literature both on speech production and working memory. As will
be discussed later, the relationship among temporal variables is not a straightforward one

| (Lenﬁon, 1990), with intricate patterns emerging from tﬁeir interaction. In the case of the
current results, any gains in one type of temporal variablé (for instance, fewer silent
- pauses) seem to take place through losses in another (fpr' instance, a highér_ number of
hesitations). From the perspective of working memory theon'és, this finding is consistent
with the view that the working memofy system is capable of differentially allocating
resources to different aspects of the task when“ tésk demands exceed its capacity. As far as
temporal variables go, then, it appears that in the present study, individuals with a larger
working memory span, in order to speak faster, longer (between pauses and hesitations),
and with fewer silent pauses, relied extensively on the use of a number of hesitation
phenomena, in contrast to those with a smaller working memory span, who relied more

heavily on long silent pauses. The next section deals with Hypotheses 2-4.
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5.3.2 Working memory capacity, as measured by the speaking span test, -and

accuracy, complexity, and weighted lexical density

Hypothesis 2 predicted that there would be a negative correlation between
working memory capacity, as measured by the speaking span test, and accuracy in L2
speech production, as measured by the number of errors in syntax, morphologf, and
lexical choice per hundred Qords. Hypothesis 3 predicted that there would be a positive
correlation between the span test and complexity in L2 speech production, as measured
by the number of dependent clauses per minute. vapothesis 4 predicted that there would
be a positive cofrelation between the span test and weighted lexical density in L2 speech
production. ’fable 5.10 presents the results from The Pearson Product Moment
Coefficient of Correlation--with and without the outliers--and from‘ Spéarman’s Rank

Order Correlation:

Table 5.10

Pearson Product Moment Correlations and Spearman’s Rank Order Correlation Between the
Speaking Span Test (SST) and Accuracy (Acc.), Complexity (Comp.) and Weighted Lexical Density
(WLD) in the Picture Description and Narrative Tasks

Picture Description Task _ Narrative Task
Acc. Comp. WLD. Acc. Comp. WLD
SST* -.53* T6** -57* -.48* 54+ -39
SST® - 72%* 63* -.61* - 70** T3** -.68**
SST° -.67** .80* -.68** -.63* T4*+* -.49*
* Pearson Product Moment Correlation (r), N=13 *p<0.05 .
® Pearson Product Moment Correlation (r), N=11 **p<0.01

¢ Spearman’s Rank Order Correlation (r), N=13
Note. SST: speaking span test
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As can be seen in Table 5.10, Hypothesis 2 seems to be supported. Results from
The Pearson Product Moment Coefficient of Correlation, with all participants’ scores
included, show that wérking memory capacity, as measured by the number of sentences
produced in the speaking span test, correlates negatively with the number of errors in
syntax, morphology, and lexical choice per hundred words produced in the pictufe
description task, r (13) =-.53, p < 0.05, and narrative task, 7 (13) =-.48, p < 0.05.

Resulfs from the Pearson P_roduct Moment Coefficient of Correlation without
participants 12 and 13 improve the degree of association between working memory.
capacity and accuracy in both tasks, r (11) =-.72, p < 0.01 for the picture description
task, and r (11) = -.70, p < 0.01, for the narrative task.. The association between the
speaking span test and accuracy is further demonstrated by the significant results, to a
degreé midway between those of the two Pearson tests, from Spearman’s Rank Order
Correlation, with all participants’ scores included: r; (13) = -.67, p < 0.01 for the
description task, and r; (13) =-.63, p < 0.01, for the narrative task. Taken together, these
results seem to suggest that individuals with a larger working memory capacity were also
less prone to making syntactic, morphological, and lexicalv errors when describing a -
picture and narrating in their Lé.

Figures 5.5 and 5.6 display, visually, a trend for Inumber of errors to decrease as

span size increases:
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Figure 5.5 Participants' scores on the speaking span test (SST) and accuracy (Acc.) in the

picture description task
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Figure 5.6 Participants' scores on the speaking span test (SST) and accuracy in the narrative
task
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The correlation coefficients reported in Table 5.10 indicate that there is a
significant positive correlation between working memory capacity, as measured by the
speaking span test, and complexity in L2 speech production, as measured by the number
of dependent clauses per minute, both in the picture description and narrative tasks.
Based on these results, Hypothesis 3 is supported. Results from the Pearson Product

Moment Coefficient of Correlation with all participants’ scores included are r (13) = .76,
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p < 0.01, for the description task, and 7 (13) = .54, p < 0.05 for the narrative task, thus
stronger for the former and weaker for the latter. Results from the Pearson correlations
without participants 12 and 13 decreases the degree of association between the span test
and complexity in the description task, r (11) = .63, p < 0.05, but increases their
association in the narrative task, 7 (11) = .73, p < 0.05. Further statistical support for the
positive association between working memory capacity and complexity in L2 speech
production is provided by the results from Spearman’s Rank Order Correlation, with all
participants’ scores included, which shows the strongest association in both tasks: 7 (13)
= .80, p <0.01, for the description task, and rs (13) =.74, p < 0.01. Taken together, these
results might suggest that individuals with a larger working memory capacity , as
measured by the L2 speaking span test, are also more prone to producing L2 speech that
is more grammatically complex, as measured by the number of dependent clauses per
minute of talk. Figures 5.7 and 5.8 demonstrate graphically that, in both tasks, the

number of dependent clauses seem to increase as working memory span increases.
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SST and complexity

Figure 5.7 Participants' scores on the speaking span test (SST) and complexity in the picture description task
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SST and Complexity
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Figure 5.8 Participants' scores on the speaking span test (SST) and complexity in the narrative task
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Finally, for Hypothesis 4, the results of all three tests, reported in Table 5.10
reveal an initially counter-intuitive finding: There is a significant correlation between-
working memory Vcapacity, as measuréd by the speaking span test, and L2 weighted
lexical density, as measured by the percentage of weighted (or low-ﬁequency) lexical
items over the total number of linguistic items, but in the opposite direction from that
predicted. Thus, Hypothesis 4 is not supported. Contrary to What was predicted, the
results from the Pearson correlation with- all participants’ scores show a negative
association between the span test and weighted . lexical density that is statistically
significant in the description task, r (13) = -.57, p < 0.05, but not in the narrative task, r
(13) = -.39. Results from the Pearson correlation, without the scores of participants 12
and 13, show that this negative association reaches significance in both tasks: r (13) = -
.61, p < 0.05, for the description, and r (13) = -.68, p < 0.01, for the nmative. This
unpredicfed negative association is further supported by the results from Spearman’s
Rank Order Correlation, with all participants’ scores: rs (13) = -.68, p < 0.01, for the
description task, and rs (13) = -.49, p < 0.01, for the narrative task.

Taken together, these results might be interpreted as an indication that individuals
with a larger working memory capacity were less prone to producing lexically dense L2
-speech when this was measured by weighted lexical density. In other words, these
participants tended to make use of a relatively small number of different lexical items,
which made these items highly frequent in their speech samples, thus lowering the items’
weight in comparison to weighted grammatical items and to the overall number of
linguistic items. Although unexpected, these findings are consistent with the trade-off view
of working memory capacity resources and of speech production processes. In line with

results obtained by Foster & Skehan (1996), Mehnert (1998), and Ortega (1999), there
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seems to be, in the present study, an ihteraction among fluency, accuracy, complexity, and _
lexical dénsity during L2 svpeech production, so that gains in some of these aspects result in
losses in other aépects. This trade-off is also claimed by theories of working niemory,
which pose that the system makes use of a resource-allocation p.olicy when task demands
exceed its capacity.

| At this péint, an interim summary of the statistical analyses is necessary. First, the
analyses showed that participants’ results on the operation-word span test are at ceiling and
do not exhibit the variation necessary to address the second research question of the present
research project--whether working memory capacity is specific to the task in which it is
being applied or is a more general phenomenon, maintained across tasks. The effect of this
lack of variability can be seen in the absence of significant correlations with the speaking
span tesf or any of the measures of L2 speech production. Together, these results show that -
Hypothesis 5 cannot be supported by this study.

Second, because the analyses revealed the presence of an outlier in the speaking
span test and a second outlier in the association of this variable with L2 speech production
measures, two additional correlational techniques were used: the Pearson Product Moment
Correlation without the scores of participants 12 and 13 and Spearmanv’s Rank Order
Correlation with all pa.rticipantsf scores entered.

These complementary analyses revealed that the outliers demonstrate a somewhat
unstable behavior which affects the data in different ways. Removing participants 12 and
13 or using all participahts’ scores in rank ofder sometimes strengthené, sometimes
- weakens, and sometimes has no effect on the relationship between the span test and

variables of L2 speech production.
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Third, the results from the Pearson and Spearman’s correlations, overall, provided
support for Hypotheses 1 through 3, but not for Hypothesis 4. These results might be
interpreted as evidence for an association between working memery capecity, as measured
by the speaking span test, and fluency, accuracy, complexity and, although in the epposite
direction, weighted lexical density. In other words, individﬁals with a higher working
merhory capacity speak faster, have a higher mean length of run, are less prone to making
errors, and present a more grammatically complex speech. Taxing working memory
capacity with the complex cognitive procesees necessary to speak faster, more
grammatically correct and more grammatically complex might, however, affect the lexical
dimension of L2 speech production. Together, the results from the correlations computed
converge to the idea that the data from the present study might be taken as preliminary
evidence for an association between working memory capacity and L2 speech production.

Finally, the analyses also indicated that this association is not straightforward, in
the sense that higher working memory capacity means higher fluency, | accuracy,
complexity, and lexical density. Two trade-offs were identified in the present study: one
between silent pauses and hesitations and the other among fluency, accuracy, complexity,
and weighted lexical density.

To determine the extent to which working memory capacity, as measured by the
speaking span test, can predict performance on L2 speech production, in the dimensions of
fluency, accuracy, and complexity, simple linear regressions were compﬁted.. This is the

focus of the next section.
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5.4 Simple linear regressions

Simple linear regressiqns were computed so as to determine the predictive power
of working memory capacity, as measured by the speaking span test, on measures of L2
speech production, both in the picture description task and in the narrative task. As Walsh
(1990) points out, before computing linear regression‘s,v,_ it is useful to inspect the
scattergram of the joint distribution of the two variables. The scattergram plots the values
for the two variables and indicates the nature of the relationship between them. To
illustrate, the scattergram shown in Figure 5.9 indicates that the relationship between
workihg memory capacity, as measured by the speaking span test (SST), and speech rate
unpruned (SRU) in the picture description task, is a positive, relatively strong
relationship. On thé other hénd, the scattergram plotting the relationship between the
operation-word span test (OWST) and speech rate unpruned (SRU) in the same task

(Figure 5.10) shows that the association between the two variables is nonexistent:



SRU

140 -

120 4

100

80

60 -

40 4

20 A

_description task.

Figure 5.9 Relationship between SST and SRU in the picture

142

o OST

5 10 15 20 25 30 35 40

50



143

Figure 5.10 Relationship between the OWST and SRU in the picture description task
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Thus, based on the inspection of the scatterplots of the association between each
span measure and each L2 speech production variable and on the strength of the
relationship between these variables as indicated by the Pearson Product Moment
Correlation Coefficient, it was possible to take the informed decision of determining the
predictive power of the speaking span test on those variables of L2 speech production
with which it had a significant correlation, in the direction hypothesized. Values for the
speaking span test and each variable of L2 speech production were entered in the

following formula:
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Y=B0+B1X

Where Y is the dependent vvariable--the one to be predicted--and X, the independent
variable, the predictor—in this case, fhe speaking spaﬁ test.? |

Table 5.15 presents the results of the simple linear regressions computed to
determine the predictive power of working memory éapacity, as measured by the
speaking span test (SST), (1) on the fluency measures speech rate unpruned (SRU),
speech rate pruned (SRP), and mean length of run (MLR), (2) on accuracy, as measured
by number of errors in syntax, morphology, and lexical choice p.er hundred words (Acc.),
and (3) on complexity, as measured by number of dependent clauses per minute (Comp),

in the picture description and narrative tasks:

Table 5.11
Summary of Simple Linear Regression Analysis for the SST Predicting Variables of L2 Speech
Production '

Picture Description Task Narrative Task
Variable Bo B r Bo B r
SRU 51.14 1.2 535 59.22 1.4 485
SRP 48.53 1.2 525 57.64 1.4 382
MLR 2.1 4.5 499 2.3 4.6 386
Acc. 16.65 -.28 288 10.88 =17 ' .240
Comp. -73 18 587 2.6 12 293

N=13
Note. For all analyses, p <0.05

7

? As McClave et al (1997) note, in regression analysis the phrase independent variable refers to a predictor
variable for y.
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These results show that the speaking span test is a significant predictor of L2
_speech production when this is assessed in terms of speech rate, mean length of run,
acéuracy, and complexity in monologic tasks, such as a picture description task and a
narrative task. The values expressed by B; show the mean unit increase--or decrease--in
the speéch production variable for each unit increase in the speaking span test. For
instance, the model shows that the estimated mean speech rate unpruned in the picture
description task increases by 1.2 semantic units per minute for each additional sentence
produced in the speaking spaﬁ test. The values expressed by Bo show that, when working
memory span is equal to O, speech rate unpruned has an estimated vaiue of 51.14
semantic units per minute. Nevertheless, as McClave et al. '(1997) note, o values can be
meaningfully interpretable only if x = 0 is within the range of the independent variable.
Since participants’ working memory span, as measured by the speaking spah,test, varied
from 11 to 47, x = 0 does not apply to the present study and B vélues are not subject to
meaningful interpretation.

Predicting L2 speech production scores from scores on the speaking span test in
the narrative task tends to reproduce the results obtained in the picture description task,
thus indicating that working memory capacity, as measured by the speaking span test, is a
significant predictor of L2 speech production in the dimensions of fluency, accuracy, and
complexity in monologic tasks. Thus, in the narrative task, for instance, for each
additional increase in the participants’ working memory span, the estimated average
increase in speech rate unpruned is of 1.4 semantic units per minute and 4.6 semantic
units in the participants’ mean length of run.

Table 5.12 reports the results from simple linear regressions without scores of

participants 12 and 13:
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Table 5.12
Summary of Simple Linear Regression Analysis for the SST Predicting Variables of L2 Speech
Production

Picture Description Task Narrative Task
Variable Bo B1 r - Bo B r
- SRU 37.84 1.9 .535 40.52 24 419
SRP 35.27 1.9 520 29.35 29 488
MLR 1.91 5.6 .639 2.03 6.4 267
Acc. 247 -70 527 16.25 -.45 493
Comp. -1.48 22 401 -.48 28 539

N=11
Note. For all analyses, p < 0.05

As Table 5.12 shows, without the scores of participants 12 and 13, the estimate
mean unit increase in each variable is slightly higher for all measures, in both tasks.
Based on the results reported in Tables 5.11 and 5.12, it appears to be pbssible to reject
the null hypothesis (H)--that is, that working memory capacity, as measured by the
speaking span test, contributes no information for the prediction of fluency, accuraby, and
complexity of L2 speech production in a description and a narrative task--and accept the
alternative hypothesis (H,)--that is, that working memory capacity, as measured by the
speaking span test--contributés information for the prediction of fluency, accuracy, and
complexity of L2 speech production in a description and a narrative task for a p-value of
0.05.

The general conclusion we can draw here is that working memory capacity, when
measured by the speaking span test in the participants’ L2, is at least linearly related to
fluency, accuracy, and complexity in L2 speech production--when this is elicited by
means of a description and narrétive task--with mean performance on these aspects
increasing as working memory capacity increases.

McClave et al. (1997) note that one way to measure the utility of a simple

regression analysis and gain additional information on the linear relationship between
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two variables is to look at the coefficient of determination, 7*. The coefficient of
determinatién indicates the amount of variance in the dependent variable--the predicted
variable--that can be explained by or attributed to the independent variable--the predictor
(Hatch, 1987; McClave et al, 1997, Walsh, 1990). Thus, as Table 5.11 shows, in the
picture description task, the speaking span test accounts for 53% of the variation in
speech rate unpruned, 52% of the variation in speech rate pruned, and 49% of the
variation in the mean length of run. By the same token, working memory capacity, as
measured by the speaking span test, accounts for 58% of the variation in complexity but
for only 28% of the variation in accuracy. The iinplication here is that a great amount of
the variation in each of these variables is left uhexplained or is attributable to other
variables. Table 5.11 displays lower percentages for the performance of the narrative
task. In this task, working memory capacity accounts for 43% of the variancg in speech
rate unpruned, 38% of the variance in speech rate pruned, and 38% of the variance in the
mean length of run. It explains only 24% of the variance in accuracy and only 29% of the
variance in the complexity of L2 speech production.

In the picture description task, leaving out the scores of participants 12 and 13
does nét change the amount of yariance in speech rate that can be explained by working
memory capacity: variation in the speaking span test accounts for 53% of the Qariation in
speech rate unpruned and 52% in speech rate pruned. However, a greater amount of
variation in mean length of run (63%) and accuracy (52%) can be explained by the
speaking span test, without the outliers. Finally;, " 40% of the variation in complexity is
attributed to variation in the speaking span test, without the outliers. In the narrative task,
the 7* tells us that 41% of the variation in speech rate unpruned and 48% in speech rate

pruned are accounted for by the speaking span test without the scores of participants 12



148

and 13. Thus, for speech rate unpruned, this percentage is slightly smaller than when all
participants' scores are entered for computation, but it is greater in speech rate pruned.
The amount of variation in mean length of run that can be accounted for by wdrking
memory capacity decreases without the outliers, in the narrative task: here only 26% is
attributed to the speaking span test. Finally, without the outliers the amount of variation
that can be accounted for by working memory capacity doubles for accuracy and
complexity, in the narrative task: 49% and 53%, respectively. Thus, again, the unstable
behavior of outliers produces different effects on the regression results, at times
increasing the coefficient of determination (#* ), but most times making it smaller.

The important point here, nevertheless, is that although a linear relationship seems
to exist between working memory capacity, as measured by the speaking span test, and
fluency, accuracy, complexity and, albeit, in an initially counter-intuitive direction,
weighted lexical density, and that the speaking span test is a significant predictor of
performance on L2 speech production, in terms of fluency, accuracy, and complexity, a
great proportion of the variation in these dimensions is not explained by working memory
capacity alone.

Summarizing, the results obtained in the present study indicate that working
memory capacity, as measured by the speaking span test, is positively related to L2 oral
fluency, as measured by spee-ch rate unpruned, speech rate pruned, and mean length (;f
run. Working memory capacity, as measured by the speaking span test, is negatively
related to number of silent pauses per minute, but this relationship reaches significance
only in the two alternative tests (the Pearson correlation without the scores of participants
12 and 13 and Spearman’s Rank Order Correlation). Although, contrary to predictions,

working memory capacity, as measured by the speaking span test, is positively related to
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number of hesitations per minute, the findings for the variables of fluency lend
substantial support vfor the hypothesis that the speaking span test is related to L2
continuous performance in real time. The results also indicate, as predicted, that working
memory capacity, as measured by the speaking span test, is negatively related to
accuracy, as measured by number of errors per hundred words, and positively related to
complexity, as measured by number of dependent. clauses per minute. Finally, the results
show that, contrary to predictions, working memory capacity, as measured by the_
speaking span test, is negatively related to weighted lexical density. These results
tégether might suggest that individuals with a larger working memory capacity speai(
faster, have a higher mean length of run, tend to display fewer long silent pauses, and
exhibit speech that is more error free and grammatically complex than those individuals
with a smaller working memory capacity. However, this seems to be achievved through a
greater number of hesitations and relatively low lexical density.

In the present study, the operation-word span test was affected by a lack of
sufficient variation in scores and a ceiling effect, thus providing inadequate data to
discuss whether individuals’ working memory capacity is specific to a task or is
maintained across domains. The speaking span test, in turn, was shown to be a significant
predictor of fluency, accuracy, and complexity in L2 speech production. The findings of
the present research project might be taken as tentative evidence for a linear relationship
between working memory capacity and L2 speech production. Working memory
capacity, however, accounts for only a portion of the variation in L2 oral performance.
The next chapter presents a discussion of the results of the present study in lighf of

existing research.



CHAPTER 6

'DISCUSSION

The discussion in this chapter addresses the research questions and hypotheses of
the present study in light of the results reported in the previous chapter and existing
research in the areas of working memory capacity and L2 speech production. It is
organized in 8 main sections.

Section 6.1 presents a summary of the statistical results. Section 6.2 presents a
preliminary discussion of the need to determine the processes common to both working
memory and L2 speech production. Section 6.3 presents a proposal for envisaging L2
grammatical encoding as a complex subtask which requires the control and regulation of
several cognitive processes. Section 6.4 presents a proposal for conceptualizing working
memory as the site of attentional resources. This section is further subdivided into 4
sections, each presenting evidence that is consistent with the findings obtained in the
present study. Section 6.5 discusses the relationship between working memory capacity
and weighted lexical density and Section 6.6, the relationship between working memory
capacity and pauses and hesitations. Next,‘ Section 6.7 discusses the problems found in
the application of the operation-word span test. Finally, Section 6.8 discusses the amount
of shared variance between thé speaking span test and measures of L2 speech production.

The crux of my argument will be that individuals with a higher working memory
capacity, as measured by the speaking span test, have a greater amount of attentional
resources to be shared among 6 macro cognitive mechanisms involved in the encoding of

an L2 message--activation, maintenance, suppression, strategic search and retrieval, and
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monitoring--and that there are trade-offs between fluency, accuracy, complexity, and

lexical density, as well as between silent pauses and hesitations.

6.1 Summary of results

The present study was undertaken to investigate the relationship between working

memory capacity and L2 speech performance. Working memory capacity was assessed

by means of the speaking span test (Daneman, 1991; Fortkamp, 1998, 1999) and the

operation-word span test (Cantor & Engle, 1993; Turner & Engle, 1989; La Pointe &

‘Engle, 1990; Fortkamp, 1998), both in the participants’ L2. Speech production in the L2

was assessed by means of a picture description task and a narrative task, and four aspects
were examined: fluency, accuracy, complexity, and léxical den.sity.

To reiterate, the first research question this study pursued was whether .there was a
statistically significant relationship between task-dependent wprkihg memory capacity, as
measured by the speaking span test in the participants’ Lé, and measures of fluency,

accuracy, complexity, and weighted lexical density in L2 speech productions. The results

from Pearson and rank-ordered correlations as well as from simple linear regressions

support the conclusion that working memory capacity is linearly related to fluency,

accuracy, complexity and weighted lexical density in L2 speech production.

Hypothesis 1 predicted a positive relationship between working memory capacity,

1

as measured by the speaking span test, and speech rate unpruned, speech rate pruned, and
mean length of run, and a negative relationship between working memory capacity and

number of pauses and hesitations per minute.
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The Pearson Product Moment Coefficient of Correlation (r) yielded significant
positi\}e correlations in both tasks between the speaking span tesf and speech rate
unpruned, speech rate pruned, and mean length of run. Without participants 12 and 13,
the Pearson correlation yielded similar results in the description task for the variables
speech rate unpruned and pruned, and a stronger correlation for the variable mean length
of run. In thev narrative task, the association between the speaking span test and speech

rate unpruned does not change, but it decreases when the variable is speech rate pruned,

and .loses significance for mean length of run. Spearman’s Rank Order Correlation

I

yielded statistically significant results in both tasks for all three variables.

These results were interpreted as providiqg overall support for the hypothesis that

e e e A e s T T

individuals with a larger L2 working memory capacity would be more prone to
producing, in real time, L2 speech that is faster and more continuous in both a picture
description task and a narrative task.

However, the prediction that working memory capacity would correlate
negatively with number of silent pauses per minute and nurﬁber of hesitations per minute
was not statisfical]y supported. The results from tWion between the
speaking span test and number of silent pauses per minute in the picture description task
were negative, as predicted, but not statistically significant. The correlation lzetween the
speaking. span test and nurhbér of hesitations per rniriute, in both tasks, was positive,

contrary to expectations, although not statistically significant. Without the outliers, the
T

coefficient of Pearson correlation between the speaking span test and silent pauses

reaches significance in the picture description task, but not in the narrative task, thus

< TNN—

providing limited support for Hypothesis 1. The association between the speaking span

 test and hesitations per minute remains positive in both tasks, reaching significance in the

—_
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narrative task. Spearman’s Rank Order Correlation with all participants’ scores yields a
negative and statistically significant correlation between the speaking span test and
number of silent pauses per minute in both tasks, as predicted in Hypothesis 1, but the
relationship between the speaking span test and number of hesitations per minute .is
positive, gaining significance in the narrative task. Together, these results might indicate
a trade-off between silent pauses and hesitations, with individuals with a larger working
memory capacity tending to use fewer silent pauses, as predicted, but relying extensively
on the use of hesitations. |

Hypothesis 2 predicted a negative correlation between _v&orking memory capacity,
as measured by the speaking span test, and accuracy in L2 speech productiqn, as
measured by the number of errors in syntax, morphology, and lexical choice pér hundred
words. The results from all three statistical tests indicate that this hypothesis is supported,
in both tasks, and might show that individuals with a higher working memdry capacity
are more prone to producing speech that is lexicogramatically error-free.

Hypothesis 3 predicted a positive correlation between working memory capacity,
as measured by the speaking span test, and complexity, as measured by number of
dependent clauses per minute. Results from all three statistical tests indicate that this
hypothesis is supported, in both tasks. These results might be interpreted as an indication
- that individuals with a higher working memory capacity also tend to produce L2 speech
that is more grammatically complex.

Finally, Hypothesis 4 predicted a positive correlation between working memory
capacity, as measured by the speaking span test, and weighted lexical density, as
measured by the percentage of weighted (or low frequency) lexical items over the total

number of weighted linguistic items--high- ahd low-frequency lexical items plus high-
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and low-frequency grammatical items--produced during the pictt\xre‘ description and
narrative tasks. Results from the statistical tests provided no support for this hypothesis.
~ The Pearson Correlation yielded a significant but negative» correlation between the
speakil;;g span test and weighted lexical density in the picture description task and a
negative correlation, not statistically significant, in the narrative task. Without the
outliers, the results for the narrative reaches significance. Results from Spearman’s Rank
Order Correlation tend to reproduce the same general pattern. In other words, there
appears t6 exist an association between working memory capacity and weighted lexical
density during L2 speedh producﬁon, but this association is initially counter-intuitive and
indicates that individuals with é“—l.alrger working memory span tend to use a small number
of different lexical items.

The second research question pursued in the present research project was whether
working memory capacity was task-specific or a general, domain-free cépacity. To
address this question, participants were required to perform the operation-word span test,
a working memory span test which has mathematical operation as the processing task (in
contrast to the speaking span test, which has speech production as the processing task).
Hypothesis 5 predicted a statistically significant relationship between working memory
capacity, as measured by the operation-word span test, and fluency, accuracy,
complexity, and weighted Ieicical density in L2 speech productjon, in the directions
prediéted for the spéaking span test.

Hypothesis 5 was not supported. The operatiqllﬁord span test did not correlate
with any of the rr;;ésures of L2 speech production. Although this ﬁnding might be
interpreted as an indication that working memory capacity is specific and dependent on

the task being performed, a more straightforward explanation might be that the ceiling
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effect and a restricted range of scores on this variable may have masked differences in
performance capabilities. Thus, due to the these two methodological problems, the data

obtained in the present research project are probably not appropriate to address the task-

S —

dependent/domain-free debate.

mmemow' capacity, as measured by the speaking
span test, was a significant predictor of L2 speech production measures, simple linear
regression analyses were computed. Results indicate that the speaking span test is a
significant predictor, in both tasks at the 0.05 level, of three of the variables of fluency-—
speech rate pruned, speech rate unpruned, and mean length of run--in addition to
accuracy and complexity. This predictive. power improves when the outliers are removed
from the analyses. Thus, although the coefficient of determination .rz showed that the
amount of variation in L2 speech performance can be only partially accounted for by
working memory capacity, as measured by the speaking span test, the results of this study

might be interpreted as preliminary, albeit exploratory, evidence for a linear association

between individual differences in working memory capacity and L2 speech production.

6.2 The speaking span test and the variables of L2 speech production: preliminary

discussion

Rosen & Engle (1998) note that, although obtaining a correlation between
performance on working memory span tests and a higher-level cognitive task is an
important finding in and of itself, it does not tell us what mechanisms are responsible for

N~—

this relationship. In other words, to understand how working memory capacity relates to

performance we need to examine what it is that the complex span test measures that is
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also present in the higher-level cognitive task (Engle, Kane, & Tuholski, 1999; Conway
& Engle, 1996): we have to look for the interface between working memory processes
and, in the case of the present study, L2 speech production processes.

The claim of those working in the psychometric correlational approach is that
limitations in working memory capacity differ among different individuals (Haberlandt,
1994) and that these individual differences may be related to variation in the performance
bf complex cognitive tasks (Carpenter & Just, 1989; Daneman & Carpenter, 1980, 1983;
Daneman & Green, 1986; Daneman & Tardiff, 1987, Daneman, 1991; Engle, 1996;
Engle & Turner, 1989; Just & Carpenter, 1992, among many others). The L2 speaking
span test--devised after Daneman an.d Green (1986) and Daneman (1991)--taxes
individuals’ working memory processes during speech production. It requires that
individuals keep a set of words ‘stored in memory while simultaneously providing a
sentence for each word in the set, in the order and form invwhich they were présented. L2
speaking span is thus defined as the maxinium numb_er- of words for which sentences
were generated. .

In order t§ construct the sentences during the speaking span test, participants
have to make use of processes that are. at the heart of speech production: the
conceptualization of a message, the construction of a surface structure and a phonetic
plan, the va.niculation of the pian. Individuals who scored higher on this test were those
able to provide a greater number of sentences containing the to-be-remembered words in
their exact order and form of presentation. But why were they able to provide this greater
number of sentences?

From a macro cognitive perspective, one explanation might be that they were

better able to coordinate the processing and storage demands of the L2 speech production
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process as a whole; that 1s, they were betf:er able to carry out the processing of each
component as described by Levelt (1989) while also temporarily holding in memory the
intermediate products of this processing, as well as the final product (the phonetic plan)
until realizing it as overt speech. Their ability to coordinate processing and storage in L2
speech production processes freed their resources to maintain active the words presented
in the set, resulting in a greater number of sentences and thus in a higher span. The span
(the number of sentences produced) indicates how able an individual is in coordinating
the processing and storage functions of “his/her working memory. Coordination of
processing and storage demands in working memory are also necessary, and will thus be
reflected, in the higher-level cognitive task, L2 speech production.

However, span tests are general in the sense that they do not specify the
mechanisms involved in the coordination of processing and storage in the background
task. All they say is that an individual has greater or less ability to coordinate the overall
processing and storage demands higher level tasks require. In this sense, working
memory is the aggregate of several mental processes, summarized under the notions of
computation (processing) and storage. Such a view of working memory does not seem
sufficient to clarify the relationship between the capacity of the system and any higher-
level task. |

With regard to L2 speech production, the aspects investigated in the current
study--fluency, accuracy, complexity; and lexical density--as well as the variables used to
assess these aspects, seem to reflect the processes that take place in the formulator (using
Levelt’s terminology), more specifically the pfocesses involved in the grammatical
encoding of the message, the construction of a syntactic structure for tﬁe message.

Obviously, participants also had to conceptualize and articulate their messages, but the
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variables used in the present study do not meaéure conceptualization and articulation per
se. Thus, in trying to_disentangle the relationship between working memory capacity and
fluency, accuracy, complexity, and weighted lexical density in L2 speech production, it
will be assumed that, in the case of the present study, the processes that were captured by
the speaking span test that are relevant for both working memory and L2 speech
performance are those involved in the grammatical encoding of the L2 message, that is,
those that take place in the formulator.

In the discussion that follows, it will be argued that L2 grammatical encoding is a
complex sub-task that qualifies as a controlled processing activity, in Engle & Oransky’s
(1999) terms, requiring, as such, the activation of information, temporary maintenance of
activated information, suppression of irrelevant information, serial search and retrieval,
and monitoring of information. In this sense, the results obtained in the present stu.dy--
fhat-working memory capacity, as measured by the speaking span test, is related to L2
speech production at the grammatical encoding level--are in line with current research
showing that working memory capacity is related to the performance of a controlled
| processing activity: individuals with a higher working memory capacity are better able to
activate and temporarily maintain information active, to suppress information, to carry
out serial search fqr and retrieval of information, and to monitor information.

In addition, it will also be argued that working memory, as a central executive
processor, is capable of allocating resources when the processes involved in a task exceed
its capacity. In this sense, the negative correlation between the speaking span test and
weighted lexical density, as well as the positive correlation between the speaking span

test and hesitations, result from a trade-off between fluency, accuracy, complexity, and



159

weighted lexical density, on one hand, and between long silenf pauses and hesitatior{s, on
the other.

Before presenting the evidence that supports the findings obtained in the present
~ study, it is first necessary to explain why L2 grammatical encoding is a complex sub-task
that qualifies as a controlled processing activity and to propose a view of working
memory thaf accounts for the relationship between capacity and L2 grammatiéai

encoding.

6.3 L2 grammatical encoding as a complex subtask and as a controlled processing

activity

Speaking is a complex cognitive behavior (Clark, 1996; Clark & Clark, 1977,
Levelt,' 1989; McLaughlin, 1987, Mehnert, 1998), possibly the “most complex skill of
homo sapiens” (Levelt, 1995, p. 13). Most models of speech production divide speaking
into two main phases: planning and execution (Akmajian, Demers, Farmer, & Harnish,
1995; Clark, 1996; Clark & Clark, 1977, Daneman, 1991; Dell, 1986; Levelt, 1989, 1992,
.1995, Meyer, 1996). In the planning phase, a series of hierarchical levels of
representation is constructed (Dell, Juliano; & Govindjee, 1993). Speakers first construct
an internal conceptual representation of what they intend to say and then construct
representations at the level of syntax and phonology. The execution phase, in turn,
involves articulating what was planned as overt speech. However, the execution phase
may start at any given moment of the planning phase, so that, as most models claim,
planning and execution during speech éroduction are carried out incrementally and in

. parallel (Daneman, 1991; Faerch & Kasper, 1983; Levelt, 1989; Meyer, 1996). These two
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macro-phases of speech production involve a number of subprocesses (McLaughlin,
1987) which take place by means of various mental mechanisms.
Recall from Chapter 3 that L2 investigators claim that L2 speech production
shares many of the processés of L1 speech production. Thus, taking Levelt’s (1989)
model of L1 speech production as the basis for L2 oral production, De Bot (1992)
suggests that L2 speech performance would involve the following general sequence of
processes: (a) conceptualization of the message, in which its propositional content is
developed ; (b) grammatical encoding of the message, where first lemmas and lexemes
are accessed and then a surface syntactic structure for the message is built; and (c)
phonological encoding of the surface structure followed by the construction of a phonetic
plan, which is, in turn, transformed into overt speech.
| In. the present study, as noted before, the variables used to assess speech
production tapped the processes in the fofmulator, more specifically, those involved in
the construction of a surface structure for the message. The surface structure, quoting
Levelt (1989, p. 11), is “an ordered string of lemmas grouped in phrases and subphrases
of various kin‘ds”. To generate a surface structure in fhe L1, the speaker must
conceptualize the preverbal message, which will then activate lemmas. The selection of
lemmas that match the preverbal message takes place through the retrieval of those that
are in a high state of activation (Levelt, 1989, 1995; Levelt, Roelofs, & Meyer, 1999).
After the lemma is selected, its internal grammatical specifications become available to
be worked on by automatic syntactic building procedures. Thus, the construction of a
surface structure involves multiple steps of processing, constituting a coniplex tash as
defined by Kintsch, Healy, Hegarty, Pennington, and Salthouse (1999). Thus, to the

extent that L1 and L2 speech production have similar hierarchical macro-phases
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(conceptualization, formulation, and articulation) and that grammatical encoding is a sub-
task in one of these phases (formulation), involving, in itself, various other processes, it
can be argued that L2 grammatical encoding is a complex subtask of L2 speech
prociuction. |

" According to Levelt (1989) and De Bot (1992), the formulator is specific to each
language: That is, the ﬁlorphological, syntactic, and phonological encoding processes of
L2 speech production are particular to those of the L2. Currently, there seems to be no
_ consensus in the L2 acquisition/use literature on _how the L2 grammatical encoding
processes take place (De Bot, 1992; De Both & Schreuder, 1993; Kroll, 1993; Poulisse,
1997, 1999; Poulisse & Bongaerts, 1994, among others), but Poulisse (1999) has recently
made a proposal.

Based on the analysis of L2 speech errors elicited from 45 L2 learners at three
different levels of proficiency, she suggested that L1 and L2 lemmas are organized in a
single, multilingual network in the mental lexicon (the basis for grammatical encoding
processes), as proposed in Poulisse and Bongaerts (1994), reviewed in Chapter 3. Thus,
during L2 speech production both L1 and L2 lemmas ére activated sirﬁultaneously.
Activation spreads to the corresponding L1 and L2 word forms (recall that Levelt, 1989,
postulates that word forms--lexemes--can only be activated after the lemma has been
activated). Poulisse also suggests that L2 syntactic encoding is ideally language-specific,
but that the wrong encoding procedure (probably based on the L1) might be chosen
occasionally. Since her data are inconclusive in this respect, it could be that De Bot’s
(1992) proposal that two speech plans at the level of syntax are encoded simultaneously
is correct. Poulisse claims that simultaneous activation of L1 and L2 information is

necessary during L2 grammatical encoding because L2 speech production models need to
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take into acéount the fact that L2 speakers are able .to mix, intentionally or not, the two
languages. |

Thus, if simultaneous activation of L1 and L2 takes place during L2 speech
production, a mechanism is necessary to make it possible that only one language (the L2)
be realized as overt speech. Poulisse (1999) and Green (1998) propose that this
mechanism is the inhibition or suppression of ;he L1. Thus, in order for L2 lemmas and
their respective syntactic specifications to be seleéted, they need to be in a high state of
activation. Activation of lemmas that match the preverbal message increases as the
activation of those that are not relevant for the message decreases through suppression.

One additional feature of L2 grammatical encoding is that, in contrast to L1, the
necessary information will not be as automatically retrieved from long-term memory (De
Bot, 1992; De Bot, Cox, Ralston, S_chaufeli, & Weltens, 1995; De Bot & Schreuder,
-1993; Kroll, 1993; Poulisse, 1997, 1999; Poulisse & Bongaerts, 1994, Snodgrass, 1993;
Segalowitz; Segalowitz, & Wood, 1998; Schmidt, 1992, among others). Since formulator
processes are language-specific, as claimed by Levelt (1989) and De Bot (1992), new
mental representations and processes have to be formed in the L2 formulator. These new
mental representations and processes Will, as.a .rule, result in incomplete knowledge of
the L2: the L2 mental lexicon has fewer words available and, for some of these words,
syntactic information may not be fully specified (Poulisse, 1999). It is also quite likely, as
suggested by Poulisse (p. 56), that the relationship between the lexical entries of an L2
mental lexicon is not as fully developed as in the L1 lexicon (Levelt, 1989).The L2
speaker, thus, has less linguistic information on which fo draw when encoding a message

in the L2. Together, these factors might interfere in the selection of lemmas and/or their
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corresponding syntactic information, leading the L2 speaker to perform a serial search for
and retrieval of information that is not readily available.'

So far, L2 grammatical encoding processes have been described as requiring the
simultaneous activation of L1 and L2 lemmas and lexemes, the suppression of L1
information, and the serial search for and serial retrieval of L2 information that is not
immediately available. In the context of the present study, accuracy was one of the
measures of L2 speech production adopted. It is possible, therefore, to argue, that the
participants of the study, in order to speak accurately, also performed some monitoring to
ensure that their output was error-free. Activation, suppression, serial search, serial
retrieval, and monitoring are cognitive mechanisms that seem to be part of a controlled
processing activity (Engle & Oransky, 1999; Engle, Kane, & Tuholski, 1999), that is, an
activity which demands controlled processing.

In a series of publications, Engle and colleagues claim that individuall differences
in working memory capacity are more prone to being reflected in those activities that
demand controlled processing (Engle, 1996; Engle & Oransky, 1998; Engle, Kane, &
Tuholski, 1999; Engle, Tuholski, Laughlin, & Conway, 1999; Kane, Bleckley, Conway,
& Engle, in press; Kane & Engle, in press, Rosen & Engle, 1997 and 1998). These
activities, according to Engle and colleagues include situations (a) when it is necessary to
apply activation to memory representations, bringing them into focus and maintaining
them in focus, (b) when it is necessary to maintain information active in the face of
distraction or interference (c) when it is necessary to suppress irrelevant information, (d)
when strategic search and retrieval of information is necessary, (€) when monitoring for

and correcting errors are necessary, and (f) when conflict among actions must be resolved

! Serial search, in this context, means purposeful or strategic search for information in long-term memory.
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to prevent error in the output. Relating this description to the account of L2 grammatical
encoding given above, it seems plausible to argue that L2 grammatical encoding includes,
to a large extent, these situations, therefore qualifying as a controlled processing activity

(Engle, 1999, personal communication).
6.4 An attention view of working memory

Engle, Kane, and Tuholski \§1999) conceptualize Working memory as “a system
consisting of those long-term memory traces active above threshold; the procedures and
skills necessary to achieve and maintain that activation, and limited-capacity, controlled
attention” (p. 102). In their framework, working memory capacity is operationalized as
the “capacity for controlled, sustained attention in the face of interference or distraction”
(p. 104). Thus, when they talk about a controlled processing activity, it is attention that is
being controlled--or regulated, for that matter--so that it can be divided among the
processing the activity entails, some of which being activation, temporary maintenance of
active information, suppression, serial search, serial retrieval, and monitoring.

This controlled-attention view of working memory has several advantages over
the quite general and vacuous processing and storage view of wbrking memory proposed
by Daneman (1991). Although there is no consensus, in the literature, on what the mental
energy or limited resources of working memory consist of (Tomitch, 2000, personal
communication), it seems feasible to charactgrize these resources as attentional for
several reasons.

First, it is in line with Baddeley’s original conceptualization of the central |

executive as an attentional controller in his tripartite working memory model (e.g.
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Baddeley & Légie, 1999), which, he claims, is conceptually similar to the Supervisory
Attentional System (SAS) described by‘ Norman and Shallice (1986), a system in charge
of controlling resources during performance. The central executive, which is the object of
study of the psychometric correlational approach to working memory, is fundamentally
related té attention and control (Kintsch et al., 1999). Approached from an attentional
viewpoint, working memory (the central executive) could very well be labeled “working
attention” (Baddeley & Logie, 1999, p. 52). | “Secoﬁd, it is in line with the notion of
attention as a limited mental energy or mental resource (Kintsch et al, 1999; Just &
Carpenter, 1992; Messick, 1996). Finally, the view that attention is a limited mental
resource that has to be shared among various processes is also widely accepted in the L2
acquisition/use litéramre (VanPatten, 1994, 1996, Skehan, 1998). In the present study,
thus, the limited resources of working memory are charabterized as attentional, although
the present researcher is fully aware of the fact that these resources have not been fully
accounted for in the existing literature. In light of the above, it seems plausible to argue
that L2 grammatical encoding processes require that attention be controlled and divided
among activation, maintenance, suppression, serial search, serial retrieval, and
monitoring.

Thus, in order to explain the ‘statistical relationship between the speaking span
test and fluency, accuracy, complexity and, although in the direction opposite from that
predicted, weighted lexical density, the specification of the mechanisms that ﬁlight be
involved in this relationship are as follows. In terms of /anguage production processes,
those assessed by the measures used in the present study were the ones involved in L2
grammatical encoding, in the formulation phase of L2 speech production. In terms of

cognitive processes, those that are proposed to operate during L2 grammatical encoding
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are the processes of simultaneous activation, suppression, temporary maintenance of
activation, serial search, serial retrig:val, and monitoring. These might have been the
processes captﬁred by the speaking span test tﬁat are also relevant for the higher-level
task in question: L2 speech production.

Recent developments in working memory theories have shown that individual
differences in working memory capacity are indeed related to an individual’s ability for
controlled processing, as defined above. Much of the evidence for this relationship is
based on laboratory tasks which do not always address language processing directly.
Extensions to L2 speech performance will, thus, only be metaphorical and tentative. The

next four subsections present this evidence.
6.4.1 Working memory capacity and activation of information

Cantor and Engle (1993) provide evidence that individuals vary in the total
amount of mental energy they have available to activate representations (knowledge
units) in memory and maintain them active. They divided participants into high- and low-
working memory span groups and asked them to pérforrn a fan-effect task, a task that has
been assumed to measure activation of information in long-term memory. Participants
had to learn a series of unrelated sentences consisting of a subject and a prédicate (e.g
The lawyer is in the house/The plumber is in the park). Each subject in the sentence was
paired with more than one predicate (e.g., The lawyer is in the boat/The lawyer is in the
park). ?articipants were also asked to perform a speeded recognition task in which they
verified whether a given sentence belonged to the studied set or not (e.g. The lawyer is in

the church/The teacher is in the park). In the fan-effect task, recognition times increase
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as a function of the number of times a subjéct in the studied set appears with a different
predicate. That happens because a great number of knowledge units have to be activated
at the same time for sentences with many different predicates. Cantor and Engle
hypothesized that individual differences in working memory capacity would be related to
recognition times. Results showed that these increases in recognition times occurred for
both high- and low-span participants, but they were greater for the low-span participants.
Cantor and Engle suggested that low-span individuals took longer to recognize whether a
sentence whose subject had a large number of predicates belonged to the studied set or
not because they had less oyerall resources to be. shared among the activation and
temporary maintenance of various knowledge units associated wi’;h that sentence.

As Green (1998) not‘es, current accounts of L2 speech production suggest that
activation of L1 and L2 is a fundamental mechanism in L2 speech processes. Concurrent
activation of L1 and L2 implies that a great number of knowledge units is éctive at the
same time. Thus, an initial explanation for the results of the present study might be that
the individuals with a higher working memory capacity, as fneasured by the speaking
span test, had a greater amount of mental resources--a greater amount of attentional
resources--available to activate and maintain temporarily .active this great number of
knowledge units. These knowledge units are the L1 and L2 lemmas that match the
preverbal message.

Now, in order to be selected, the L2 lemmas need to be at a higher state of
activation than the L1 lemmas. The mechanism that might allow that to happen is

suppression or inhibition of L1 lemmas.
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6.4.2 Working memory capacity and suppression

Inhibition or suppression of information seems to be a particularly important
mechanism in L2 processes in the formulator. Green (1998) has recently proposed an
inhibitory control (IC) model which postulates that L2 speech production requires
multiple levels of control of the two language systems. By control, he means the
regﬁlation of the two language systems which would be modulated by the supervisory
attentional system (SAS) proposed by Norman and Shallice (1986). In his view, during
L2 speech production both languages are active and coﬁlpeting to be selected. Successful |
selection of L2 lemmas will require the inhibition (or suppression) of non-target lemmas.

Evidence that a greater working memory capacity is related to the suppression of
information in the performance of higher-level cognitive tasks demanding controlled
processing--that is, regulation of attention--comes from Rosen & Engle (1998). In this
study, they investigated interference from intrusions and the suppressioﬁ of intrusions
using the paired associates task. Briefly, in paired-associates tasks participants learn lists
of pairs of words such as “book-train”, “bird-table”, and are then asked to recall “train”
when presented with “book™, and “table” when prese;nted with “bird” . In this case,
“book” and “bird” are cue or A words, and “train” and “table” are response or B words
(Rosen & Engle, 1998). To introduce interference, the experimenter asks participants to
learn a second or third list in which A words are the same but B words are chénged.

By manipulating the design of a paired-associates task, Rosen & Engle showed |
that individuals with a higher working memory capacity experienced fewer intrusions
during second-list learning than those with a lower span. In addition, they showed that

high span individuals were able to suppress first-list response items during second and
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third-list learning. Based on this evidence, it might be possible to suggest that, in the
present study, individuals with a higher‘working memoi'y capacity, as measured by the
speaking span test, were better able to suppress L1 lemmas, that is, their greater
attentional resources enabled them to suppress L1 lemmas while also maintaining the L2
lemmas necessary for the message temporarily active.

Now, with L1 lemmas suppressed, the degree of activation of L2 lemmas
increases and their syntax becomes available for the construction of the surface structure.
It 1s possible thét in the activation/suppression activity learners need to perform some
search for L2 knowledge items, either at the level of lemma selection or at the level of the
syntax of the lemma. It is possible that these items are not readily available in long-term
memory due either to the level of proficiency of the speaker (De Bot, 1992; Poulisse,

1997 and 1999; Poulisse & Bongaerts, 1994) or to momentary forgetting.
6.4.3 Working memory capacity and strategic search and retrieval

Evidence that individuals with a larger working memofy capacity seem to be
better able to serially search and retrieve relevant knowledge structures in tasks
demanding controlled processing has been provided by Rosen and Engle (1997).

In a series of four experiments, they showed that there was a relationship
between perfoﬁnance on the operation-word span test and the retrieval of animal names
under different conditions (digit tracking and memory preload). Participants were divided
into higher- and lower-span. In the first experiment, all participants were required to

- generate animal names for 15 minutes, avoiding repetitions. In the second, one half of the

participants in each span group were asked to generate animal names while concurrently
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tracking digits, whereas the other half in each span group generated animal names
without the concurrent task. In the third experiment, all participants were required to
.memorize and recall a 12-word list before generating animal names. The list contained
either animal names or building-part names. Finally, in the fourth experiment participants
were asked to generate animal names for 10 ‘rninutes while also tracking digits. This time,
participants were encouraged to repeat animal names already retrieved. Together, these
tasks require activation of information, suppression, strategic search, and monitoring for
errors.

Findings showed that high-span individuals generated more animal names than
low-spaﬁ individuals. The concurrent digit tracking task reduced the number of animal
names retrieved by the high-span participants, but had no effect on the retrieval by low-
span participants, who tended to make more repetitions. In addition, the preload memory
task (the list) reduced the number of animal names b'y the high-span panicipénts, but not
the low-span. Overall, low-span participants were, however, more likely to repeat already
retrieved animal names than their high-span counterparts. Rosen and Engle interpreted
these findings as eyidence thét in order to perform the tasks, all participants had to
monitor responses as well as suppress information, in order to avoid repetitions. In doing
that, only the high-span participants had enough working memory capacity to search for
animal names while also suppressing already generated animal names and monitoring for
errors. Participants in the low-span group were much more susceptible to the activation of
animal names already generated, being less able to suppress this information and to
search for new animal names.

Based on this evidence, it might be possible to suggest that, in the preéent study,

participants with a higher working memory capacity, as measured by the speaking span
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test, had a greater amount of attentional resources available to strategically search and
retrieve the L2 lemmas or their corresponding syntactic information when this was not
readily available from their long-term memory, while also holding active previously
activated items and suppressing interfering or non-relevant information. Their greater
. attentional resources might also have allowed them to activate new items and perform a
faster search for and retrieval of items. This is particularly visible in the fact that
individuals with a higher working memory capacity also tended to produce a greater
number of hesitations--immediate repetitions, nonlexical pauses (“uh” and “uhm”), and
short silent pauses (of .49 seconds or less), as shown by the results from the correlations.
Immediate repetitions imply that those individuals with a higher speaking span
were indeed holding the repeated item active while also looking for a word or its
syntactical information. While searching, they were also able to activate and maintain
active new units, the nonlexical pauses. Although nonlexical pauses do not cafry meaning
in themselves, they are part of the speaker L2 lexicon, since languages realize nonlexical
pauses in different ways. Furthermore, nonlexical pauses are a good indication to the
listener that the speaker is not finished and more is to come, which is a proposition that
mighf be stored in thé form of declarative knowledge in the speaker’s long-term memory
and that could have been activated when s/he had to look for specific information.
Finally, individuals with a higher speaking span also produced fewer short and long silent
pauses, which indicates that they were also faster in their search for and retrieval of

information that was not immediately accessible.
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- 6.4.4 Working memory capacity and monitoring

The study mentioned in the previous section (Rosen & Engle, 1997) also providés
evidence that individuals with a higher working memory capacity are better able to
monitor for and correct errors. Indeed, Levelt (1989) argues that, in L1 speech
production, the two tasks that draw most heavily on the speaker’s attentional resources
are the conceptualization of the message and self-monitoring. Self-monitoring can take
place either after articulation, through self-corrections, or before articulation, when the
segment to be expressed as overt speech is being temporarily held in working memory as
internal speech. In Levelt’s view, the speaker compares what is prepared to be said or
what was said to what was intended. Speakers monitor for meaning as well as for
linguistic adequacy, checking whether formulation processes yielded the appropriate
outcome at the lexical, syntactic, and morphological levels (pp.13-14, 460-462).

In the present study, individuals with a higher working memory capaéity, as
measured by the speaking span test, were also better able to produce error-free L2 speech
than their lower-working memory capacity counterparts. One possible explanation might
be that their greater attentional resources allowed them to ’engage in self-monitoring of
output to prevent syntactic, morphological, and lexical choice errors. In other words, in
addition to activating L1 and L2 lemmas relevant for their message, deactivating L1
lemmas, increasing the activation of L2 lemmas, and activating the syntactic information
related tb these lemmas, highér-span speakefs also had enough attentional resources left
to allocate to verifying whether those were the éppropn’ate lexicogrammatical items for
the message they wanted to verbalize. In contrast, the lower-span speakers mighf have

allowed either L1 lexical and syntactical information or the inappropriate 12
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lexicogrammatical information to be selected, thus incurring in L2 error, because they did
not have enough attentional resources to both suppress inadequate information and verify
whether L2 lemmas and their accompanying syntactic information were accurate.

Further evidence that individual differences in working memory capacity are
important in controlled processing is presented by Kane, Bleckley, Conway, and Engle
(in press). They conducted two experiments in which participants, divided into high- and
low-working memory span groups, were asked to perform a visual-orienting task in
which they had to detect an abrupt-onset visual cue in the environment and use that cue to
move attention and eyes to a spatial locétion that would present a target. In the
prosaccade version, the signal appeared in the same location as the target. In the
antisaccade version, the signal appeared in the opposite location as the target. Participants
were required to identify the target (a letter) as quickly and as accurately as possible in
the twovversiovns. The prosaccade version predictably required attention to be directed
towards the abrupt-onset signal, allowing responses based on relatively automatic
processes. The antisaccade version, on the other hand, required attention to be directed
away from the signal, thus requiring participants to control their attention and prevent the
use of autorhatic processes, in this case, eye movements. Kane et al. showed that in the
prosaccade task high- and low-span individuals performed equivalently. However, in the
antisaccade task, which required the control of attention, high-span individuals were able
to detect targets more quickly and more accufately than low-span individuals.

In experiment 2, the researchers explored the effects of practice on the
antisaccade task, for both groups, by adding further antisaccade trials and monitoring
eye-movement. Results replicated those of the first experiment--individuals with a higher

working memory capacity, as measured by the operation-word span test, were faster and
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more accurate in identifying the target than their lower-span counter-parts. In addition,
this difference was maintained across 360 trials, showing that the performance of the
low-span individuals was not related to practice. Kane et al. interpreted these results as
evidence that working memory capacity is related to controlled attention, “an ability to
effectively maintain stimulus, goal, or context information in an active, easily accessible
state in the face of interference, and/or tb effectively inhibit goal-irrelevant stimuli or
responses” (p.27).

The results obtained in the current research project might be interpreted as an
indication that individu_als with a larger working memory capacity, as measured by the
speaking span test, spoke faster and longer (between pauses and hesitations), with fewer
errors, and more complexly, while producing a picture description task and a narrative
task. In light of the evidence provided above, it might be argued that individuals with a
larger span, as measured by the speaking span test in their L2, had a greater amount of
attentional resources to be shared among the activation of L1 and L2 lemmas that
corresponded to their intended message, the suppression of L1 lemmas, the temporary
maintenance of active L2 lémmas for the building of the surface structure and the
phonetic plan for the message. A greater amount of attentional resources might also have
contributed to their being better able to search for and retrieve L2 knowledge units
needed to speak, when these were not immediately available. Rosen and Engle (1997,
1998) have also provided evidence that individuals with a higher working memory
capacity are more prone to monitoring for errors. In the case of the present study, it could
be that those participants with a higher working memory capacity were also better able to

monitor for incorrect output, thus producing more accurate speech.
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Now, one question that has intrigued me throughout this research project is why
it is that they have this greater amount of attentional resources available. One very
tentative explanation might be that some of their formulation processes are automatized,
thus freeing their attention for the attention-consuming tasks of activating, sﬁppressing,
maintaining active, monitoring, strategically searching and retrieving knowledge units.

The distinction between automatic and controlled processing, together with thé
notions that humans are limited-capacity processors, is now a consensus in cognitive
psychology and is fundamental to the understanding of human cognitive behavior. It is
also widely recognized that all complex skills involve a mixture of controlled and
automatic processing. As a rule, automatic processing does not demand processing
resources, thus freeing the cognitive system for the more complex, higher-level
processing of the task. Because it does not share cognitive resources, automatic
processing is highly efficient and can be carried out in parallel. Controlled processing, on
the other hand, is assumed to make great demands on the capacity of the system--which
can attend to only a few ';hings at a time--tending to be carried out serially and, therefore,
slowly.

Determining what is under automatic processing and controlled processing
during the performance of complex tasks is still a challenge for cognitive theorists
-{McLaughlin & Heredia, 1996). The present study does not offer an empirical basis for
determining what, in the L2 formulator of the participants of the present study, is
automatized and what is not. However, as Schmidt (1992) suggests, variables such as
speech rate and length of speech run reflect automaticity rather directly. In the present
study, there was a statistically significant corfelation between working memory capacity

and speech rate, unpruned and pruned, and mean length of run, in both tasks. Thus,
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although these variables do no tell us what aspects are automatized, it could be that
individuals with a higher working memory capacity, as measured by the speéking span
| test, have greater attentional resources available because they also have a greater amount
of automatized knowledge of the L2 than those individuals with a lower working memory
capacity, who have to allocate a great part of their attentional resources to the controlled
processing of linguistic knowledge. That is, the automatized linguistic knowledge of the
‘higher-span participants frees their attentional resources for the contrbl of the macro
cognitive activities involved in the grammatical encoding of the L2 message--activation,
maintenance, suppression, »strategic search and retrieval, and monitoring. Asa result, their
performance is more successful than that of the individuals whose L2 knowledge is not as
automatized.

The degree of automatized and controlled processing of L2 knowledge might
contribute to the greater amount of attentional resources of higher-span indi\}iduals, but
this possibility should be taken with caution for two reasons. First, as Shiffrin (1997) has
recently pointed out, although it is generally agreed that automatic processing does not
entail attentional resources, there is evidence, mainly from visual studies, that automatic
processing can draw on attentional resources. In addition, Shiffrin notes that, depending
on the cognitive load imposed by the task, automatic processing can be carried out
serially, as most controlled processing. In other words, it is not clear in the literature
whether automatic processing does not require attentioh. Second, current theories of
working memory capacity have not been able to determine exactly why some individuals
have greater resources than others. Automatic processing is one of several factors

(Carpenter & Just, 1989).
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In the present research project I have proposed that the grammatical enéoding of
L2 messages be envisaged as a sub-task of the overall L2 speech production process. As a
sub-task, it involves the control of attention to be divided among the processes of
activating and suppressing information, of bringing information into focus and
maintaining it in focus (Engle & Oransky, 1999), of carefully searching for and retrieving
information, and of monitoring for the correct output. Doing all this draws on the
resources of working memory and those who have more of it available will probably go
about the task better.vTo illustrate, compare the following speech samples produced by a
lower-span individual v(participant 1) to the samples produced by a higher-span
individuals (participant 9), in the picture description and narrative task (see Chapter 4 for

coding):

Picture description task

Participant 1:

Uhm: (0.6) the left one (\) it is a () in Egypt . (0.7) uh: (1.1) it has a big pyramid (0.9) and (.)
uh (1.2) ma- maybe inside (1.5) it has a mummy: . (0.8) and uh (1.3) I think thét (1.8) uhm
(1.4) many people (1.2) take some trips to visit mummy . (0.8) in these days (1.6) uhm (0.6) I (.)
left side means a (1.8) uhm (1.6) people (1.8) uhm (1.6) astronaut (1.3) it means a: (1.4) uh (1.9)
how people (0.72) people’s power (2.3) its’ growing . (0.7) and a (1.) and (4.6) last year uh last
year ? No (0.7) s- (0.6)maybe couple of years ago (.) people already (0.5) uh reached the: (.)
Mars . (1.7) so (.) uhm also then (.) for messages they want to (1.1) send us . (1.4) but uh (2.7)
people is always uh: (2.2) look for the new thing and uh: (1.) how people (1.3) people’s power
() is growing (.) growing up (1.7) and (1.5) uhm (2.4) and uh (0.6) maybe long standing ci-
civirili- civilization (1.6) 1 think . '

Total time: 1m57s80 (117,80s)
No. of words: 108/103
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Participant 9:

I see uh: a picture: (.) that is uh divided into two halves . (0.7) uh (.) the left hand (.) uh side (1.1) uh
shows an () Egyptian uhm temple: () with a: (2.) very big uh (0.9) symbol of an Egyptiém god in the:
very center of the picture . (0.7) and uh the right handed side uh shows (.) uh a flying astronaut in the sky .
(1.1) uh () the connection of the two: haives (.) uh is given uh through that the two: (0.7) uh figures the
Egyptian god and uh the astronaut (.) are in the: uh (1.1) very front and splitted m two halves . () as as if
each () as if they were one person (0.8) but still the two different sides give a very different impression and
a different mood . (.) uh and uh give the the: uhm (1.8) the impressic;n of really two very different pictures
that are just (.) thrown together (1.) uh the (0.5) the left hand side ? of the Egyptian uh temple (.) uh (.)
sh:ows this very big uh god sh- uh from () the top to: the: (0.8) uh basic of uh the picture: () and uhm
(0.6) on the left hand side ? .shows uh a row o:f uhm (.) columns uh of uh six columns (0.6) that uh lead to
the end (.) uh there’s no move on on uh the temple ? you can look into the: uh (.) kind of uh: very bright ? |
sounding sky (0.6) right hand side oh is it finished ?

Total time; 2m (120s)
No. of words: 184/180

Narrative task:

Participant 1:

It was a (1.5) uhm (3.5) man which: (1.5) tryto: (.) save the: (1.5) earth . (1.6) he uhm (2.5)
uhm (0.8) some (1.2) I'm not sure the (0.8) correct 5- (.) word but uh (1.) meteorite (.)
meteorite (1.3) almost uh (.) hits uh us . () uh (;) uhm (0.6) so (0.7) uhm (2.5) American
army (1.2) send a (.) a special person to: (0.8) uhm (0.5) send a (1.3) send a special person
(2.1) save the (.) earth . (1.7) and uh (2.0) they (0.8) they success (0.6) success but uh (1.7)
they are proud (.) but uh: (1.5) uh (.) successful (1.3) or but uh (0.6) uh (0.6) someone had to:
(1.0) leave the (1.7) meteorite (.) meteorite (.) meteorite so uhm (4.1) do you know the (.) actor ?
Bruce Willis uhm (2.9) wasa (1) a(3.7) a (1.4) Bruce Willis (2.3) uh (1.2) decided to: (1.3)
live the (1.7) live there and uh (3.5) stay there.

Total time: 1m59s87 (120s)
N. of words: 86/77
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Participant 9:

Yesterday night uh (.) I saw uh (.) the film Gold Rush by uh Charles Chaplin . (0.5) and uh I
saw that a long time ago (.) uh but I couldn’t I could hardly (.) hardly remember it anymore .
(0.8) you don’t know the film ? so uh (.) uh () the story of the film (.) is very easy (.) it’s uh
basically is about this /i- fellow (.) uh played by Charles Chaplin who goes out into the world (.)
to uh make his money to make a fortune and uh to: uh: (.) get uh the woman uh that he loves .
(0.7) so uh the story is very simple and there is a @ happy end (.) in that story as well . (0.8) but
uhm (1.9) yeah (0.7) first of all in that (.) uh whole uh story the language is not important at all
. () like in all Chaplin films (0.6) uh it’s more this kind of basic (.) uh playing‘ he’s doing . (2.3),
and uhm (0.5) I liked it especially (.) uh because of uh the (.) I liked it especially because of uh
(0.7) the: uh possibility of Chaplin to express (.) really basic skills (.) and basic feelings (0.6)
of all people in a very inter-national (.) language . (0.9) so uh I always feel very touched when I
" see him (0.8) uhm emotionally: (0.9) uh and uh he touches me (.) especially that (.) he can be
_ éo: uh show so opposite so different things in on in in in one scene . ‘(.) so he can be uh poor and

rich (.) at the same time and uh uh especially use a lot to be weak (2m)...

Total time: 3m5429 ( only 120s counted)
No. of words (up to 2 m): 211/206

As can be seen from the samples, the speech performance of participant 9--a
higher working memory capacity speaker--when compared to that of participant 1, in
both tasks, was relatively more fluent, with a faster speech rate (pruned and unpruned and
longer runs). Participant 9 was also more accurate, as indicated by the relatively small
number of errors in syntax, morphology, and lexical choice, as well as more complex, as
indicated by the higher number of subordinate clauses, as compared to Participant 1.

In sum, these examples show that a higher L2 speaking span corresponds to
higher scores in three aspects of L2 speech production. Together, the results of the
current study might, thus, be an indication of a relationship between L2 working memory
capacity and fluency, accuracy, and complexity in L2 oral performance in monologic

tasks. Those who have greater ability to control activation and suppression, to maintain
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items activated, to search for and retrieve. not.readily accessible information, and to
monitor output seem better able to deal with the cognitive demands of encoding a
message in the L2.

This, however, has its costs. Hypofhesis 4, in the present study, predicted that
individuals with a higher working memory capacity, as measured by the speaking span
test, would also produce more lexically dense L2 speeéh. There was no support for this .
prediction in the present study and this will be discussed in the next section in terms of a

trade-off between fluency, accuracy, complexity, and lexical density.

6.5 Working memory capacity and lexical density

Theories of working memory claim that the mental computatiohs involved in the
performance of a complex task compete for the limited capacity of the system, so that
disruptions in performance may occur when several mental processes have to be carried
out concurrehtly (e.g., Baddeley, 1990; Baddeley, 1992a, 1992b,' 1992c; Baddeley &
Logie, 1998). In order to deal with concurrent mental computations, the system is capable
of differentially allocating resources (Gathercole & Baddeley, 1993; Baddeley, 1996; Just
& Carpenter, 1992; Saariluoma, 1998).

By the same token, interactions have been found across the various levels or
aspécts of speech production in various studies (Ratner, 2000). For instance, Nelson and
Bauer (1991, cited in Gathercole & Baddeley, 1993) analyzed spontanéous speech
samples of a group of two-year-old children and found a trade-off between the

complexity of word combinations and the phonetic complexity of individual words. In



181

Gathercole and Baddeley’s (1993) view, this type of evidence may be indicative of the
allocation of resources in working memory so that the system can handle the various
concurrent processing demands during speech produétion.

Hypothesis 4 in the present research predicted that individuals with a higher
working memory capacity, as measured by the speaking span test, would also produce
more lexically dense speech both in the picture description and narrative tasks. This
hypothesis was not supported. In fact, there was a significant negative correlation
between working memory span and weighted lexical density. This finding might be
explained in terms of a trade-off in working memory between fluency, accuracy,
complexity, and weighted lexical density.

As noted before, the variables used in the present study to assess speech
production tappéd the processes in the formulator, more specifically grammatical
encoding processes. Following McLaughlin (1987), grammatical encoding was suggested
to be a sub-task (or a sub-goal) in the hierarchical process of L2 speech production. As
such, it requires‘ .{;vhat Engle et al (1999a, 1999b) have termed controlled processing, or
the control and regulation of attention to orchestrate activation, temporary maintenance of
relevant active items, suppression, the search for and retrieval of items that are not readily
available, and monitoring of output. It is clearly, thus, an activity that overloads the
naturally limited capacity of working memory, regardless of individual performance,
requiring that the system prioritize some aspects to the detriment of others.

It might have been the case, then, that in order to speak faster, more accurately,
and more complexly, the participants of the present study had to rely on the use of those
lexical items that were more easily available from long-term memory, that is, those which

corresponded directly to the concepts in the preverbal message, which were in a high
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state -of activation, and about which they had language specific syntactic information
more easily available. In other words, they might have used the L2 lemmas whose level
of activation could more easily be kept above that of the correspondingly L1 lemmas and
whose lexemes were well-developed, accurate and easily accessible. The use of the same
lexical items throughout either the description or the narrative task increased the
frequency of these items, which had to be given half the weight of a lexical or
grammatical item appearing only once in the speech sample, thus affecting the lexical
density of their oral production.

From the perspective of speech pfoduction theories, resource allocation in
working memory seems motivated by the fact that the formulation of a message is
initiated by ﬁrst‘ activating lemmas--that is, formulation processes are lexically driven
(Levelt, 1989). All the information necessary for surface structure generation is contained
in the lexical entries of the mental lexicon. Given the amount of processing preceding and
following the activation of lexical entries--that is the conceptualization of the message,
the construction of a phonetic plan, and the articulation of the message--and the speed
with which this processing takes place, it is likely that the speaker will rely primarily on
using lemmas that are already highly activated.

The use of a great number of different lexical items to express the contents of a
message is a task that, in itself, requires a large amount of controlled search and retrieval
of information even in L1 spontaneous speech production, when speakers are not under
time pressure, strictly speaking. Levelt (1989) states that lexical access is such a high-
speed process that there is probably no other cognitive task demanding such high rates of
decision making. For instance, in L1 speech production an average speaker has to select a

word every 400 milliseconds. Although in L2 speech production more time is needed to
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select words (De Bot & Schreuder, 1993), there must be a mechanism within the process
of speech production, in general, that allows for rapid selection. Griffin and Bock (1998)
suggest that words that have been retrieved and used during a given oral task tend to be |
re-used by speakers, probably as a means to deal with processing demands. Since these
words are in a relatively high state of activation, they can be selected more easily,
therefore freeing the speaker’s attentional resources for other aspecfs of the task. Just and
| Carpenter (1992), Just, Carpenter and Hernpﬁill (1996), and Carpenter and Just (1989)
call. this the resource allocation policy. Allocation of attentional resdurces during
demanding coghitive tasks has been consistently shown to be related to working memory
capacity, with higher span individuals being better able to dynamically reallocate their
resources when these cannot meet the task’s demands (King & Just, 1991; Carpenter &
Just, 1989; Just & Carpenter, 1992; Tomitch, 1995).

A related factor that might have contributed to the negative correlation between
working memory capacity and lexical density is that to produce rﬂore grammatically
complex language we need a larger number of grammatical items. It seems that in
limiting their utterances td relatively simple and short structures, participants with a
smaller working memory capacity, as assessed by the speaking span test, decreased their
number of grammatical itéms while at the same time increasing the weight of lexical
items. They did not seem to have sufficient attentiohal resources to activate and maintain
active L2 lemmas and their corresponding lexemes and simultaneously work on the
internal grammatical structure of their message, by selecting alternative syntactic
information which allowed for the embedding of sentences into one another. Although an
exact explanatibn is lacking, it seems that their strategy to deal with the demands of the

oral tasks was to construct mainly short sentences in the subject + verb + object order and



184

link these either by coordinated conjunctions (and, but) or silent and nonlexical pauses.
Participants with a larger working memory capacity, on the other hand, had sufficient
attentional resources available to, in addition to controllinéthe macro cognitive activities
of activating, temporarily holding active, suppressing, searching, retrieving, and
monitoring, also deal with specific linguistic information such as the ordering of
sentences and their internal relations.

In the present study, time pressure was an extrinsic load in the picture description
task that might have made it more demanding than the narrative task. The degree of the
relationship between the speaking span test and speech rate (pruned and unpruned), mean
length of run, accuracy, and complexity was higher for this task than for ’the narrative
task, (see Tables 5.7 and 5.10). This finding is in line with Just and Carpenter’s (1992)
‘claim that individual differences in working memory capacity are more evident in tasks
that exceed the capacity of the system. The more the task exceeds capacity limitations,
the greatér the possibility of disruptions in performance, making the task an optimal
enviro.nment for the emergence of individual differences. The narrative task, in this sense,
might have been less demanding, since participants were free to speak as long as they
wanted. In this case, the narrative might not have taxed working memory capacity as
heavily as the picture description task, thus the slightly lower correlations.

In general, nevertheless, and based on the fact that there seems to be a trade-off
between aspects of speech production and that in this trade-off allocation of resources is a
necessary mechanism, it could be tentatively argued that, in trying to deal with the
demands of describing a picture and narrating a story, participants with a higher working
memory capacity, as measured by the speaking spaﬁ test, were also better able to allocate

their cognitive resources in order to accomplish the tasks.
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The view that there is a competition for cognitive resources during L2 speech
production is also shared by SLA researchers investigating the effects of planning ytime»
on L2 oral performance. Foster and Skehan (1996a, 1996b), Mehnert (1998), and Ortega
(1999), reviewed in Chapter 3, have provided evidence for interaction effects resulting
from processing capacity limitations.

Foster and Skehan (1996), for instance, showed that when oral tasks do not
require learners to express complex ideas, fluency is given priority. They also showed
that the more complex the speech outbug the less accurate it is. Along the same lines,
Mehnert showed that when tasks do not require the expression of complex ideas, priority
is given to accuracy. If complex language needs to Be used, however, complexity will
affect fluency and/or accuracy. Ortega, in turn, showed that gains in fluency were
accompanied by gains in complexity, with no changes in lexical range and nonlinear
gains in accuracy. In the present study, the degree of asséciation between working
memory capacity and fluency measures--the two @es of speech rate and mean length of
run--accuracy, and complexity, as shown by Pearson Product Moment Coefficient of
Correlation taking the results of all participants, seems to indicate that cognitive
resources were first allocated towards fluency, then complexity, and to a much lesser
extent, accuracy--in both the picture description and narrative task?.

These results are in line with Ortega’s study in that higher fluency is
accompanied by higher syntactic complexity, an interaction also noticed by Wolfe-
Quintero, Inagaki, and Kim (1998). Wolfe-Quintero et al., reviewing 39 studies of L2
writing, found that gains in fluency progressed linearly with gains in complexity, §vhereas

gains in accuracy were much more unstable, being observed for some grammatical forms

% This pattern is maintained in Spearman’s Rank Order Correlation as well as Pearson Product Moment
Correlation without the outliers.
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but not others. That is, when fluency, accuracy, and cbfnplexity are examined in L2
output, accuracy is the variable that seems to suffer the greatest disruption. It could be, as
Crookes (1989) and Foster and Skehan (1986) note, that the longer, faster, and more
complex the utterances in the L2 become, the greater the chances of errors, probably due
to limitations in attentional resources. In the case of the present study, it might have been
the case that participants with a higher working memory capacity were better able to
monitor for these errors while also.producing faster, longer, and more complex speech.

Whereas the relationship between fluency, accuracy, complexity, lexical density
(in Mehnért’s study) and lexical range (in Ortega’s study) is clearly complex, the
evidence Converges, nevertheless, on the fact that increases in one aspect take place
through decreases in other competing aspects, due to constraints on resources. Although
these studies do not refer to the concept of working memory and do not address
individual differences in attentional resources, the results of the present study seem to be
compatible with the general notion that these aspects of speech production interact
during performance as a result of limited cognitive resources.

Producing L2 speech that is fluent, accurate, and complex, albeit lexicélly
simple, has its costs. Hypothesis 1, which is related to témporal measures of ﬂuency,
predicted that there would be a negative correlation between the speaking_span test and
number of silent pauses as well as number of hesitations per minute, both in the
description and the narrative tasks. This aspect of the Hypothesis was not supported. The

next section discusses pauses and hesitations in L2 speech production.
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6.6 Pauses and hesitations in L2 speech production

Traditionally, studies of speech production have taken silent pauses and
hesitations as evidence of transient problems during speech production. Garret (1982), for
instance, suggested that silent and filled pauses reflect increases in processing load and
temporary inaccessibility of a unit of knowledge necessary to convey the message in any
of the three macro-level stages--conceptualization, formulation, articulation.

This view is shared by a number of L2 speech production researchers. For
instance, Dechert (1987) states that temporal variables and speech errors indicate
planning problems L2 learners have when producing speech. Likewise, Rohde (1985)
suggests that breakdowns in the production of L2 speech reflect linguistic problems the
_speaker encounters. Méhle (1984) proposes that by investigating temporal variables such
as speech rate and silent pauses, as well as hesitation phenomena such as filled péuses,
repetitions, and self-corrections, it is possible to draw conclusions about the problems of
L2 speech production. The same position is advocated by Raupach (1984) and Lennon
(1984). Wiese (1984) argues that hesitation phenomena such as filled pauses, repetitions,
corrections, and prolongation-s constitute overt expression of difficulties in the planning
and execution of speech. In his view, pauses and hesitations are the means whereby L2
speakers gain time to solve speech production problems. Finally, Dérn‘yei and Kormos
(1998) conceptualize different types of pauses and hesitations as time-gaining
mechanisms and problem-solving mechanisms to deal with the demands of the L2 speech
- production process. Thus, the general picture is that pauses and hesitations in L2 oral ‘

performance are directly related to the notion of problem in processing. Based on this
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reasoning, researchers claim that the more efficient processing is, the smaller the number
of pauses and hesitations in speech.

‘Indeed, pauses and hesitations (defined in different ways but always meant to
reflect disruptidns in speech) have been shown to be salient features of the lack of
fluency (fluency defined either as speech that is continuous in time or, more globally, as
competehce‘ in the production of L2). Several sfudies have demonstrated that more fluent
speakers speak faster, longer, and more, with fewer silent pauses and fewer hesitations
(Ejzenberg, 1992; Freed, 1995; Lennon, 1990; Riggenbach, 1989; Temple, 1992; Towell,
Hawkins, & Bazergui, 1996), although findings have not reached statistical significance
in some of these studies.

The rationale for Hypothesis 1 was that if working memory capacity, as measured
by the speaking span test, is positively related to speech rate and speech rate is inversely
related to pauses and hesitations, then working memory capacity would be inversely
. related to pauses and hesitations. That was not the case.

| Results from the Pearson Product Moment Coefficient of Correlation indicate a
tendency toward a negative relationship between the spéaking span test and number of
silent pauses (those equal to or longer than 0.5 seconds) in both oral tasks, but the
association is not statisticé.lly significant. It becomes significant without the outliers only
in the picture description task. In the narrative task, leaving the outliers out of
compufations improves the degree of association but does not make it significant. Results
from Spearman’s Rank Order Correlation show a negative and significant association
between the span test and silent pauses per minute in both the description task and the

narrative task, as predicted. Thus, although the evidence is not strong, there seems to be a
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tendency for individﬁals with a larger working memory capacity to be less prone to
producing long silent pauses per minute during L2 speech production.

On the other hand, the association between the speaking span test and number of
hesitations--silent pauses of .49 seconds of shorter, filled nonlexical pauses, immediate
repetitions, and partial ‘words per minute--is always positive, reaching significance
without the outliers in the narrative task, a result that is maintained in Spearmé,n’s Rank
Order Correlation. In other words, there is not the slightest indication that individuals
with a higher working memory capacity are less prone to hesitating during .L2 oral
berfo'rmance.

A tentative explanation for these results might be that there is an interaction in
this study between silent pauses of .5 seconds and hesitations. Given the demands of the
task, individuals with a higher working memory capacity, as indexed by the speaking
span test, were better able to reduce the’numberAIOf times they would pause silently for .5
seconds or longer but at the cost of hesitating more.,- as if td gain time to carry out further
processing.

The use of hesitations as a device to alleviate the exceeding demands of L2
speech production is, yet, further evidence for the greater amount of attentional resources
of higher-span individuals. More specifically, in the case of filled nonlexical pauses,
immediate repetitions, and partial words, their greater attentional resources allowed them
to engage in two concurrent activities: realize speech while also activate information and
start the building of a surface structure. In the case of shorter silent pauses, these
speakers, aware of the break in the chain of speech, might have sped up their processing.'
| Participants with lower speaking spa:s, on the other hand, seemed to have relied more

heavily on the use of long silent pauses instead of shorter or non-silent devices, while
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carrying out processing. This might indicate that their more limited attentional resources
did not allow them to activate information while also realizing speech, and that activating -
information and building a surface structure to go on with the message they wanted to
deliver required longer amounts of time.

In a way, the positive relationship between working memory span and number of
hesitations per minute might reinforce the idea that pauses and/or hesitations vare
multifunctional in nature and do not necessarily imply a problem (Lennon, 1984), as if
the speaker were not able to accomplish the task (Chafe 1998, 1985); Indeed, as Clark
(1996) points out, interruptions in the stream of speech are the rule, rather than the
exception and also happen in L1 spéech production. They signal the speaker’s effort to
overcome the natural limitations of a cognitive system that can deal with only a limited
nufnber of things at a time. Speakers pause and hesitate for a variety of reasons, including
rhetorical purposes, individual styles, L1 pause/hesitation pattern influence and,
fundamentally, because_“speech production is an act of creation” (Chafe, 1985, p.79),
demanding such breaks so that talk continues smoothly. Thus, any expectations to
eliminate the trade-off between silent pauses and hesitations, as operationalized in the
present study, might actually be far-fetched. It is more likely that working memory
capacity will be negatively related to one or the other.

~ To summarize, the results of the present research project might indicate that there
is a relationship between working memory capacity, when this is measured by means of a
speaking span test in the participants’ L2, and fluency, accuracy, and complexity, in the
L2, implying that individuals with a higher speaking span seem better able to manage the
control over the processing involved in the sub-task of formulating a message in the L2.

Formulation of an L2 message was suggested to be a sub-task in the hierarchical process
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of L2 speech production. As such, it seems to possess the basic features of what Engle
and his associates call a confrolled processing activity: the activation of information,
temporary maintenance of active information, suppression of information, search for and
fetrieval of unavailable inforrhation, and monitoﬁng for errors, requiring, thus, an
interplay among the processeé of bringing information into focus, maintaining
information in focus, and keeping information out of focus. This interplay demands the
control or the regulation of attention.

Ideally, such a demanding task would requiré a great number of more specific
non-attention-demanding processes in dealing with the L2--for instance, having L2
lemmas readily available, as well as the syntactic rules applied to them. However, it is
generally agreed that the L2 formulator is language épeciﬁc and because of the
knowledge base that has to be formed containing speciﬁc L2 information, an interaction
between automatic and nonautomatic processes at the linguistic level will occur. This
interaction might entail strategic search and retrieval of information, thus imposing an
extra load on the already demanding task of formulating a message in the L2. Since it is a
task that seems to exceed capacity demands to a large extent, individuals with a higher
working memory capacity were better able to control their attention to be shared among
activation, maintenance, suppression, and monitoring, in addition to strategic search and
retrieval--thus producing speech that was more fluent, accurate, and complex--at the cost
of producing speech that was less lexically dense and with a higher number of
hesitations.

One of the questions motivating the present research question was whether
~individual differences in working memory capacity were task-specific, as suggested by

Daneman (1991), Daneman and Carpenter (1980, 1983), and Daneman and Green (1986),
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6r a more general phenomenon that could be observed across several tasks, as suggested
by Cantor and Engle (1993), Engle, Captor, and Carullo (1992), and Conway and Engle
(1996), among others. To investigate this question, the operation-word span test, an
alternative working memory span test, was applied to the same participants and the
results correlated to their measures. of speech production. Thus, Hypothesis 5 of the
present study, predicted that the operation-word span test would correlate to measures of
L2 speech production in the directions predicted in Hypotheses 1-4. Hypothesis 5 was not
supported because, as already .indicated, the operation-word span test did not yield

adequate data. A discussion of the possible reason for this is the topic of the next section.

6.7 The operation-word span test and fluency, accuracy, complexity, and lexical

density in L2 speech production

One of the current debates in the working memory community is whether individual
differences in the limited capacity of the system vary across tasks--that is, whether each
individual will have one working memory capacity for reading and another for speaking
in the L1, and still different other capacities in the L2--or whether these differences
reflect capacity that remains the same for each individual across tasks.

Daneman and Carpenter (1980, 1983) suggested that working memory capacity was
task-dependent. They devised the reading span test and showed that performance on this
test related to reading measures. In their view, the reading span test taxed the processing
and storage functions of working memory. Those with a higher reading span were better
able to recall to-be-remembered words because they processed the sentences of the span

test more efficiently. Their efficient reading processes left more of their capacity to be
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used for storage of sentence-ending words. Their efficient reading processes as captured
by the reading span test are reflected in reading tasks. However, Daneman and Carpenter
maintained that more and less efficient readers could have equivalent capacities in other,
non-reading tasks:.For instance, a lower-span reader could reveal a higher-span speaker.

Engle and colleagues (Tumner and Engle, 1989; Engle, Cantor, & Carullo, 1992;
Cantor & Engle, 1.993; Cantor & Engle, 1993) have proposed an alternative view, holding
that working memory capacity reflects a domain-free ability to carry out higher-level
cognitive tasks. To test this hypothesis, Turner and Engle devised the operation-word
span test, which has mathematical processirig as the background task. They showed that,
like the reading épan, the operation-word span test is a good predictor of performance in
reading tasks. Since 1989, the operation-word span tést has been consistently used to
predict performance in various other tasks, such as taking notes (Kiewra & Benton,
1988), playing bridge (Clarkson-Smith & Hartley, 1990), and learning a computer
programming language (Kylonnen & Christal, 1990).

~ As indicated in 6.1 and in Chapter 5, in the present research project the operation-

word span test did not correlate with any of the measures of L2 speech production,
apparently because of the low variability among scéreé on the operation-word span test in
addition to a ceiling effect. Furthermore, participants scored high also in the background
task (solving the operation and confirming the result as true or false), which shows that
they indeed engaged in processing (see Appendix B, item II for their results).

One possible explanation for both the lack of variability and the ceiling is that the
‘operation-word span test was actually performed as a digit-span task. Their scores oh the
background task (solving the math operatioﬂ) were relatively high, indicating that they

did engage in processing. Recall that this test, unlike the speaking span test, was
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participant-paced, allowing participants to take as long as they wanted on an operation
until they decided to move on to the next operation in the set. This mighf have caused the
span test, which was designed to tax the dynamic nature of working memory, to be, in
fact, two separate tasks, in which case, the recall task was performed as a traditional
word-span task and the background task, as an independent processing task. In other
words, the participants were not actually perfofrning the two tasks (processing and
storing) concurrently.

Being participant-paced, the test allowed for rehearsal and that is what participants
might have done to be able to recall so many to-be-remembered words. They might have
engaged in rehearsal of previous words in the set and would only press True or False on
the keyboard after making sure these words were kept in memory. If this was the case,
then the load imposéd by the simultaneous concurrent processing and storage demands of
the task was considerably decreased by the aid of rehearsal. That was an unpredicted
methodological failure, also observed in Fortkamp (1998). In that paper, the lack of
correlation between the operation-word span test and temporal variables of L2 speech
production was interpreted as evidence for a task-specific view of working memory.
However, in that study participants’. scores were also close to the maximum, which would
not allow for such a conclusion.

Unaware of the faét that the problem could be in how participants were performing
the task, I decided to reapply this test in the present research. Here, too, the same pattern
was observed. It is noteworthy that the procedures for this test were taken from Turner
and Engle (1989). In later publications (e.g. Cantor & Engle, 1993; Kane & Engle, in
press; Kane et al., in press), however, researchers explicitly state that pausing is not

permitted during the performance of this test, which might indicate that being participant-
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paced, the test leaves open the possibility for rehearsal. Furthermore, as suggested by
Kane & Engle (in press), potential ceiling effects in addition to small sample sizes, as is
the case in the present study, limit the power to detect.signiﬁcant correlations, in general.
Finally, although Klein and Fiss (1999) have‘recently reported that the opefatidn-word ,
span test reliably assesses individual differences in working memory capacity, they also
make it clear that the rate of presentation hﬁs to bé controlled in order for these
differences to emerge.

Therefore, in the light of the above discussion, the present results can not be taken as
adequéte evidence for a task-dependent view of working memory capacity and do not
allow for an empirically-based discussion of the task-dependent/domain-free debate’.
Never’theiess, I would like to point out that the debate over the_nature of working
memory capacity is not a simple quesfion and is one of the most compl.ex issues in
current fesearch.

Due to criticism raised by Waters and Caplan (1996) and Engle and his group,
Daneman and Merikle (1996) ran a meta-analysis of the data from 6.179 participants in
77 studies investigating the relationship between working memory capacity and language
comprehension. Their main objective was to compare the predictive power of the test
developed by Daneman and Carpenter (1980) with other measures of working memory.
They concluded that working memory span tests, which require concurrent processing
and storage, are better predictors of comprehension performance than tésts that tap only
the storage function of the system, such as word span tests. They also found that tests that

include math as the background task are also valid predictors of comprehension.

? However, the finding that a simple digit-span test does not correlate with a complex cognitive task is
consistent with previous research showing that the construct of working memory reflects a dynamic
cognitive system and not simply the storage of information.
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In their view, then, it is “the individual’s efficiency at executing a variety of
symbolic manipulations that is related to compre.h.ension ability. In other words, although
Daneman sticks to claims about language comprehension, she accepts that the operation-
word span test is a valid predictor of performance, thus agreeing that the background_ task
of the span test need not be task-specific. Furthermore, a second group of researchers
(e.g; Just and Carpenter, 1992) propose that working memory capacity varies across
domains, with language processing (production and comprehension) being one domain.
Thus, it seems that the punchline is that working memory capacity is specific, not to a
task (reading as opposed to writing and speaking), but to a domain (language as opposed
to visuals-spatial processing).

Although, if strictly taken, the results obtained in the present study have to be
interpreted as evidence for a specific view of working memory capacity, I would like to
leave this question open. Following Miyake and Shah (1999), it may be that we are
approaching the issue in a too simplistic dichotomous way. For one thing, the notion of
domain is not specified in the literature. For another, we do not know to what extent
domains interact. Finally, we still need to investigate hdw factors such as age, aptitude,
previous experiences, extended practice, organization of knowledge in long-term
memory, motivation, among many others, affect performance. The next section discusses
to what extent working memory capacity predicts performance in the present study, as

indicated by the results from simple linear regression analysis.
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6.8 Individual differences in working memory capacity: a pimple on the face of

o

cognition (Reason, in Baddeley, 1990, p.87)?

It goes without saying that correlational data are open to all kinds of alternative
interpretation. To try to overcome this problem, researchers in cognitive psychology
make use of various sophisticated statistical analyses such as factorial and latent variable
analyses. In the present study, one way of going a little beyond the pure correlational
results was to run a regression analysis in order to find out the extent to which the
variance in measures of L2 speech production can be explained by the variance in
working memory capacity. As can be seen in Table 5.11, the speaking span test is a
significant predictor of L2 speech production in the dimensions of fluency, accufacy, and
complexity, both in the picture description task and the narrative task. In the picture
description task, approximately half of phe variation in speech rate unpruned, speech rate
: vprllmed, and mean length of run-;SO%--nlight be explained by the variatidn in working
memory capacity. In the narrative task, these values fall between 48% and 43%. The
speaking span test accounts for 58% of the variation in complexity and 28% of the
variation in accuracy in the picture description task. These values are much lower in the
narrative task, however, with working memory capacity accounting for only 29% of the
variance in complexity and 24% in accuracy.

Removing the outliers does not -improve the coefficient of determination, r %, on
which these results are based. The most straightforward explanation for this finding
might be that the variation left unaccounted for by working memory capacity in each
measure of L2 speech production, in the two tasks, is attributable to other variables.

Although this is'totally speculative in nature, such variables might comprise myriad
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aspects such as attitude towards the tasks (monologic in nature) as well as towards the
whole context in which the participants had to perform (a testing situation), anxiety,
* familiarity with the tasks, motivation to speak, and--most probably--the level of L2
proﬁciency of the speaker.

One aspedt of the correlational research on individual differences in working
memory capacity that has been the target of a great amount of criticism is that even in
studies with 'a large number of participants, statistically significant correlations account
for a relatively small amount of the variance in the performance of complex tasks
(Roberts & Gibson, 1999). That was also the case in the present study. Although from an
information processing theory perspective it might be uninteresting to say simply that
other things may account for the unexplained variance, knowing that certain things are
unexplained can be better understood if we frame the results‘ obtained in the present
study, conducted in a language learning setting, within a broader perspective, perhaps in
an educational perspective, that takes into consideration the complexities of being a
learner--a cognitive, but also social and affective entity. There are many factors
contributing to L2 speech performance, and working memory capacity is only one of
them.

The next chapter outlines the conclusions drawn from carrying out the present
research project and points out its limitations. Suggestions for further research as well as

pedagogical implications are also presented.



CHAPTER 7

Final remarks, limitations, suggestions, and implications
7.1 Final remarks

The objective of the present research project was to examine (a) whether there
was a relationship between working memory capacity and L2 speech production and (b)
whether this relatiohship was task-specific or domain-free. Working memory was |
assessed by means of the speaking span test (Daneman, 1991; Daneman & Green, 1986)
and the operation-word span test (Tumer & Engle, 1989). Both tests require that
participants manipulate while also holding information and | therefore tax the dual
function of working memory: processing and storage. L2 speech production was elicited
by a picture description task and a narrative task and four dimensions of performance
were assessed: fluency, accuracy, complexity, and weighted lexical density.

The statistical techniques‘ used to address these questions were the Pearson Product

* Moment Coefficient of Correlation with and without the scores of participants 12 and 13,
Spearman’s Rank Order Conelatién, and simple regression analyses also with and
without the scores of participants 12 and 13. While the results from the Pearson
‘Correlation and regression analyses without participants 12 and 13 as well as the results
from Spearman’s served the purpose of inspecting more strictly the association between
working memory capacity and L2 speech production, the most relevant results for the
present study are those from the Pearson Correlation with all participants’ scores because
tﬁey follow mainstream research or 1 -indivi.dual differences in working memory capacity,

methodologically speaking. With only one exception (the correlation between the
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speaking span test and mean length of run in the narrative task), the‘ aiternative
correlational and regression techniques reinforce the idea that working memory capacity
is linearly associated with fluency, accufacy, complexity, and weighted lexical density,
although the correlation with the last vériable was in the opposite direction from that
predicted. Thus, the following findings were obtained in the present study, as indicated
by the results from the Pearson Product Moment of Correlation comp,ut_ed on the scores

of the 13 participants.

(1) Finding 1: Working memory capacity, when measured by the speaking span test in
the participants’ L2 (English), correlates significantly With three measures of oral
fluency (spéech rate unpruned, speéch rate pruned, and mean length of run), in the
two tasks. This finding can be taken as preliminary evidence that individuals with a
higher L2 working memory capacity are also more fluent when describing a picture
and narrating in the L2 and provides substantial (although partial) support for
Hypothesis 1.

(2) Finding 2: Working memory capacity, when measured by the L2 speaking span test,
correlates signiﬁcantl.yv with accuracy. This finding can be taken as preliminary
evidence that individuals with a higher L2 working memory capacity are also more
prone to making fewer errors in syntax, morphblogy, and lexical choice when
describing a picture and narrating in the L2 and thus provides support for Hypothesis
2.

(3) Finding 3: Wo_rking memory capacity, when measured by the L2 speaking span test,
correlates significantly with complexity. This finding can be taken as preliminary

evidence that individuals with a higher L2 working memory capacity are aiso more



201

prone to producing a greater number of dependent clauses when describing a picture

and narrating in the L2 and provides support for Hﬁothesis 3. }

(4) Finding 4: Workiﬁg memory capacit?, when measured by the L2 speaking span test,
does not correlate significantly with number of éilent pauses (of .5 seconds or greatel_')
and hesitations per minute in either task, but there is a tendency toward a negative
relationship ‘with sileﬁt pauses, as predicted, and a positive relationship with
hesitations. This finding can be taken as very tentative preliminary evidence that
individuals with a higher L2 working memory capacity have to rely on the use of
silent bauses and, to a much greater extent, hesitations, in order to be able to speak
faster, with longer runs, fewer errors, and more complexity. This finding fails to
provide support for Hypothésis 1 and for this reason this Hypothesis in only partially
supported. |

(5) Finding 5: Working memory capacity, when meésured by the L2 speaking span tést,

| correlates significantly with Weighted lexical density. However, this correlation is
negative and contrary to what was expected. This finding can be taken as preliminary
evidence that individuals with é higher L2 working memory capacity tend to produce
speech with lower lexical density; that is, they use a smaller number of different
lexical items when describing a picture or narrating in the L2. The lower lexical
density 1n their speech samples might be related to the fact that L2 speech production
is lexically driven and speakers tend to reuse those lexical items that are already
activated so that resources can be directed at other aspects of the production process.
This finding fails to support .Hypofhesis 4,

(6) Finding 6: Findings 4 and 5, nevertheless, can be taken as evidence for two trade-offs

in L2 speech production. The first trade-off is that between silent pauses and
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hesitations. In the present study, those individuals who produced a smaller number of
silent pauses tended to produce a greater number of hesitations, and vice-versa. The
second trade-off is‘that between fluency, accuracy,v complexity, on one hand, and
-weighted lexical density, on the other. Individuals with a higher L2 working memory -
capacity spoke more fluently, accurately; and complexly, but their speech presented
lower lexical density and tended to present a greater number of | hesitations. This
finding likely reflects the fact L2 grammatical encoding, the process more directly
assessed by the variables used in the present study, draws heavily on the limited
resources of working memory, and for this reason the system has to allocate its
resources. This interpretation is congruent with the claim in the cognitive psychology
literature that working memory makes use of a resource allocation policy when the
task exceeds its capacity (Carpenter & Just, 1989, Carpenter, Miyake, & Just, 1994;
Just & Carpenter, 1992, Just, Carpenter, & Hemphill, 1996).

(7) Finding 7: The speaking span test is a significant predictor of speech rate unpruned,
speech rate pruned, mean length of run, accuracy, and complexity. This finding adds
to earlier research showing that the speaking span test is a valid instrument to assess
working memory capacity and to predict L1 as well as L2 oral performance
(Daneman, 1991; Daneman & Green, 1986; Fortkamp 1998, 1999).

(8) Finding 8: Working memory capacity, as measured by the L2 speaking span test,
accounts only partially for the variation in fluency, accuracy, and complexity in L2

~speech pfoduction. This finding indicates that a great part of the variation in L2
speech performance is attributable to other variables, probably including the level of

L2 proficiency of the participants of the present study.
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(9) Finding 9: The opcratioﬁ-word span test suffered a methodological failure and did not
yield adequate data to address the issue of whether individual differences in working

" memory capacity are task-specific or domain-free. For this reason, while the results
obtéined in the present study are in favor of _thé task-specific view, the most cautious
approach seems to be to consider the discussion on the nature of working memory

capacity still open, at least in the realm of L2 research.

The relationship between working niemory capacity and L2 speech production needs
to be further specified in terms of the processes which are common to both the speaking
span .test and L2 speaking. For this, it is necessary to determiné which processes are
attributed to working memory thét are also relevant to the processes assessed by the
variables in the present study. The proposal advanced was that the L2 speech production
process in evidence in the present study was the grammatical encoding of the message,
which was conceptualized as a controlled processing activity. As such, L2 grammatical
encbding requires that the limited resources of working memory be shared among various
processes. These limited resources were characterized as attentional resources and the
processes were proposed to be activation, maintenance, suppression, sfrategic search and
retrieval, and monitoring. Thus, the covariance of working memory capacity and L2
grammatical encoding can be explained by suggesting that individuals with a higher L2
speaking span have greater attentional resources to be shared among the activation of L1
and L2 lemmas, the maintenance of activated L2 lemmas and éuppression of L1 lémmas,
the search for and retrieval of L2 lemmas when these are not readily available, and the
monitoring of L2 output. In addition, individuals with a higher working memory capacity

also tend to make adjustments in the allocation of their resources, thus appropriately



204

using short periods of silence together with sound while carrying out processing »and
taking advantage of lexical items that were already in focus to maintain the flow of
speech.

The proposal made in the present study goes beyond the general notion that working
memory capacity is the capacity to process and store information to specify what, in L2
speaking, is meant by process and storage. It is also congruent with the view in L2
research that spéech performance is constrained by the operations of a limited capacity
information-processing system (Foster & Skehan, 1995, 1996, Mehnert, 1998; Skehan,
1992, 1998). The present research project identifies this system as being equivalent to the
construct of working memory, qualifies the limitgd resources as being attentional
resources, and goes one step further by showing that individual variation in the amount of
these resources is related to variation in L2 speech performance. |

The results obtained in this study are compatible with both the processing efficiency
and the total capacity views of working memory. In the context of research on individual
differences in working memory capacity and reading comprehension, Just & Carpenter
(1992) have proposed that individuals vary in the émount of activation they have
available for information processing and maintenance during language processing. Thus,
they qualify the resources of working memory as activation, claiming that the term is
fnore refined than the general label “attentional resources”. However, they also state that
individual differences in working memory capacity can be explaihéd in terms of the
efficiency of mental processes; that is, individuals with a higher working memory
capacity have more efficient langﬁage processes. Just and Carpenter claim that the two
views are mutually compatible.y The experiment carried out in this study does not allow

for discriminating the two views and the results obtained might favor both explanations.
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Thus, it might be that individuals with a higher worl‘cing memory capacity, as measured
by the speaking span test, have greater attentional resources (or activation, in Just and
Carpenter’s terminology) and (or because of ) more efficient processing when speaking in |
the L2. |

The results of the present study are also in line with previous research showing that
there are trade-offs in the human informatién—processing system. The claim for
competition among sub-tasks 'in fhe performance of complex tasks is raised by
researchers in the area of working memory (e.g., Just & Carpenter, 1992; Gathercole &
Baddeley, 1993) in general, and in the area of L2 speech performance, in particular (e.g.,
Skehan, 1992, 1996, 1998; Mehnert, 1998). The present study presents further evidence
for this tradé-oﬁ‘.

Thus, in the main, the results of the present .study support research in cognitive
psychology showing that working memory is involved in the performance of a complex
cognitive task, L2 speaking, and that individual differences in working memory capacity
are related to performance. They also support research in L2 speech performance by
showing how the constraints of the so-called limited capacity infofmation—processing

system might influence performance. -
7.2 Limitations of the study and suggestions for further research

The present study is the result of a vsystematic effort to examine the role of
working memory capacity in L2 speech production. As stated in the Introduction, this
study was carried out for the purpose of understanding better L2 speech performance

from a cognitive perspective. It was theoretically and methodologically based on the
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existing literature on working memory capacity and L2 speech production. Howéver, .
' research on working memory deals mostly with L1 processing and, within this, mostly
with reading comprehension. In the same manner, research on L2 speech production
rarely, if ever, mentions explicitly the construct of working memory and the idea of
individual differences in the capacity of the system. Thus, the present study is totally
tentative and exploratory and s:;ffers from a number of severe limitations in both the
theoretical and practical aspects. Next, I present its limitations as well as suggestions for

much-needed future research.

(1) Sample size: The results of the present study can not be generalized to bthe L2
population from which the sample was taken (adult foreign language learners of English
recently arrived in the American university context) due to the size of the sample: 13
participants. Published studies on working memory capacity do not have a sample size
smaller than 50 participants: most are conducted with hundreds of them. Althoagh in the
L2 area sample sizes are usually smaller than those in cognitive psychology, the tendency
in the field is to invest research efforts in obtaining sample sizes of at least 30 participants
if the analysis involves statistical procedures. Thus, the present results are limited to this
sample and can, at best, be taken as a trend for the speakers who took part in the study.
Future research in the L2 area dealing with psychometric issues such as individual
differences in working memory capacity needc to involve a much greater number of

participants.

(2) Participants: The participants of the present study were speakers of various native

languages, many of them‘ speakers of Asian languages. It is widely accepted in the L2
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literature that L1 influences L2 performance, including oral performance. For example,
disrﬁptidns in the flow of speech have been claimed to be largely related to L1 paﬁems
(Olynyk, Sankoﬂ; & d’Anglejan, 1983; Riggenbach, 1991). Thus, L1 background was
one additional' variable that_coﬁld not be controlled in the present study and that probably
influenced the participants’ performance. Although the relationship between the speaking
span test and speech rate repiicates the findings obtained in Fortkamp (1999), which had
a larger sample size of participants with the same native language, the ideal situation
would be to have participants with the same L1 background, especially since the study is
so exploratory and so limited in sample size. Future res.earch addressing the relationship
between working memory capacity and L2 speech production should bé carried out with
participants of the same L1, which would allow for running the working memory span
tests and the oral tasks in their L1 and L2 and would thus make it possible to go further
into the question of whether capacity is task-specific and domain-free. Controlling for
participants’ L1 would also allow for educated inferences as to the possible influence of
L1 on L2 speech performance.

(3) Participants’ level of L2 proficiency: In the present study the only instrument used to

assess the participants’ level of proficiency in the L2 was an in-house placement test to
which this researcher was not allowed access. Based on their results on the test, they were
placed in an advanced oral skills class and were thus judged to be at approximately the
same level of proficiency in the language. Clearly, this is not enough. As Carpenter,
Miyake, & Just (1994) point out, individual differences in performance may arise from
differences in long-term knowledge. Many researchers rule out the possibility that
differences in degree of knowledge or skill in the complex cognitive task account for

variation in performance, qualifying this possibility as “uninteresting” (e.g., Rosen &
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Engle, 1997). However, Miyake & Shah (1999) have recently noticed that the Working
memory community is starting to take into consideration the fact that long-term
knowledge and degree of skill are important factors in working memory performance.
Part of the reason why these factors have been overlooked iri mainstream research on
working memory and individual differences in working memory capacity is that the
complex cognitive tasks dealt with in most studies are those that are well developed in
the adult college population: language comprehension, reasoning, problem-solving. Thus,
these skills are almost a given. In the case of second/foreign languages, however,
significant differences in learners’ level of proficiency are likely to be more prominent
due mainly to differences in educational backgrounds, in general, and type and length of
exposure to the L2, in particular. Assessing L2 proficiency with a valid and reliable
instrument is still an obscure area in L2 research. The very concept of “proficiency” is
problematic in the field. However, every effort should be made to minimize differences
in L2 knowledge among participants of quantitative (especially correlational) studies
because, once the experimenter has an index of each participant’s level of proficiency,
s/he can partial this value out of statistical analyses and thus be more confident about the
effects of L2 knowledge on the variables examined. In the present study, L2 level of
proficiency stands as an invisible variable likely affecting the relationship between

working memory capacity and L2 speech performance.

(4) Elicitation of 1.2 speech: In the present study, L2 speech was elicited by means of two
‘monologic tasks widely used in studies on L2 speech performance. In an explorétory
study like the present one it is probably a sound choice to use these types of task, since

more interactive oral tasks are much more open to extraneous variables. However, the
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picture to describe as well as the fopic of the narrative were selected on an intuitive basis.
The criterion to select the picture was that it should be open to both concrete descriptién_
and subjective comments on the part of the pa_rticip'ant, in which case the “topic” of the
picture should be of general interest and knowledge. The criterion for selection of the
topic of the narrative was that it should motivate participants to speak while also
minimizing the burden of an experimental situation in which the tape-recorder was their
interlocutor. For both tasks, these criteria were generated from the researcher’s
perspective. Future research should develop a set of specific criteria for the choice of
monologic tasks thaf takes into consideration (a) the participants’ perspective and level of
L2 proficiency, (b) the control of extraneous variables, and (c) the fact that language use
is a social and joint action (Clark, 1996). That can be possibvly achieved by conducting a
pilot study in which the oral tasks are evaluated by a pool of judges on the basis of a
rubric containing operational definitions of the points 6utlined above. For the purpose of
the present study, monologic tasks seemed to be the most adequate technique of speech |
elicitation. However, futuré research also needs to focus on L2 speech production elicited
through dialogic tasks in more naturalistic contexts, for that approaches language use in

real life.

(5) Dimensions of speech production: The present study drew on existing research on L2

speech production for the selection of the dimensions of speech p'roduction'examined. It
followed Skehan’s (1996) and Mehnert’s (1998) suggestion that language performance be
evaluated in terms of the pedagogical goals of fluency, accuracy, complexity, and
weighted lexical density. This seems .a sound research strategy if we take into

consideration that before their studies, research on L2 speech performance was much
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vmore fragmented, focusing on the general notion of “fluency”, and that, for an
exploratory quantitative stixdy, it is more cautious to rely on tasks and concepts to which
there is some background. Nevertheless, there are many other dimensions of speech
production that need to be addressed by future research. These include L2 pronunciation
and the suprasegmental aspects of L2 speech production--for instance, intonation, stress,

prominence--as well as the interactive features that characterize conversation.

(6) Pauses and hesitations: In the present study, again for its exploratory nature, the
variables used to asses L2 speech production were taken frofn previous published studies
reporting successful use of these variables. With regard to variables of fluency, one
limitation of vthe present study was the measurement of silent pauses, which was made
through the use of a stopWatch and software. Griffith (1991) states that reliable measures
of pauses requires timing in milliseconds, perceptual analysis, and detailed evaluation of
spectrographic printouts. Thus, although in the present study the I.o.cation of pauses aﬁd
hesitations in part of the participants’ speech samples was submitted fo- an interrater
analysis, the values obtained can be considered, at best, an approximation. Future
research should use more specialized eqhipment to assess pause length in L2 speech
production. More research is also needed to determine criteria for the selection of a cut-
off point for silent pauses in L2 speech production. The literature on L2 speech
production uses a number of different cut-offs, varying from 0.1 second to 0.5 seconds,
the reason for choice generally being related to the instruments the researcher has
~ available to measure pauses. In addition, pauses and hesitations in L2 speech production
need to be approached from a more qualitative perspective, in which their function can be

assessed. As argued in the present study, L1 speéch is full of disruptions. It is possible
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that the difference between L1 and L2 pauses and hesitations is in the function they

realize in the two languages.

(7) Accuracy, complexity, and weighted lexical density: In the present study, accuracy

‘was assessed in terms of number of errors in syntax, morphology, and lexical choice per
hundred words. Complexity and weighted lexical density were assessed in terms of
number of dependent clauses per minute and the percentage of weighted lexical items
over all linguist.ic items, respectively. Errors were located on the basis of the prescriptive
grammar of English as a native language. The idenfiﬁcation of dependent clauses and
lexical items followed Mehnert’s (1998) and O’Loughlin’s (1995) sets of criteria.
Although native language performance can serve as a baseline against which to compare
L2 performance, evaluation of L2 speech performance should take into consideration the
characteristics of learners’ production, in the sense that learners will have less
information, in general, at their disposal. Thus, criteria for assessing accuracy,
complexity, and weighted lexical density should be set taking into account not only
native-like performance but also general features of nonnative performance. In addition,
these criteria have to be selected according to the characteristics of the oral task. For
instance, if the task is too difficult to perform, it is possible that learners will yield simple
language because their attentién is being shared among higher-level cognitive processes
such as reasoning and problem—solving. In this case, the task is unlikely to generate a
desirable number of dependent clauses or lexical items that are suitable or rélevant for
quantitative analysis. Particularly in the case of weighted lexical density, it is
questionable the extent to which the method used to distinguish lexical from grammatical

items was suitable for the present study. Assessing lexical density in L2 learners” speech
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samples is still a problem in the L2 acquisition and use area (Meara, LightboWﬂ, &
Halter, 1997). For one thing, the method.to determine the weight of lexical items taxes
~ repetition vof items. Repetition, as observed by Baptista (2000, personal communication) -
is an element of cohesion in English. For another, Ortega (1999) notes that the concepts
of lexical richness, lexical density, and lexical range are vague. These concepts are also
problematic in the sense that L2 léarners have idiosyncratic mental lexicons that might
have little to do with traditional native-language-driyen lexical measures. Finally,
‘measurement of lexical density is affected by the length of the speech sample. Thus,
future research needs to focus on how to improve assessment of lexical density, in
general, in order for the reiationship between working memory capacity and lexical

density to be further specified.

(8). Assessment _of working memory capacity: In the present study, working memory
capacity was assessed by means of the speaking span test in the speakers’ L2--English.
The results obtained in this study contribute to establishing the speaking span test as a
valid measure of working memory capacity. Further research is needed, however, to
increase the validity and reliability of the test. For example, the reading span test first
~ proposed by Daneman & Carpenter (1980) is a widely used and much respected measure
of working memory capacity whose validity and reliability was constructed through
cumulative research by a number of independent researchers interested in language
processing. With regard to the operation-word span test, it is imperative that anyone
applying this test control fo; participant’s rehearsal to guarantee the quality of data. In the
speaking span test, the software has a built-in system that controls the exposure of

stimulus on the computer screen. In future studies, the same can be done with the
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operation-word span test by determining how long each pair of operation-word will be

shown on the screen.

(9) Participants’ motivation: As Just & Carpenter (1992) note, performance can be

affected by motivational factors. Therefore,' it could be that, in the present study,
individuals with a higher workiﬁg memory span were intrinsically motivated to complete
the tasks whereas those with a lower working memory Span simply did not want to try as
hard. Future research can help find ways, especially in countries which lack an
experimental research tradition, of controlling for individual motivation in language

studies conducted in an artificial manner.

(10) Conceptualization, phonological encoding, articulation in L2 speech production: The

present study dealt with only one aspect of L2 speech production--the grammatical
encoding of the message. However, since this was attained by giving participants a task
in which they had to produce speech at the discourse level, it is clear that the other
various processes of speech production were also operating and drawing on their
attentional resources. The effects of the conceptualization of the message as well as of
articulation were expected to be minimized by gi\./ing participants time to plan what to
say, in which they also had the chance to check for the pronunciation of words.
Nevertheless, only one portion of the whole speech production process was looked at
here. Future researéh needs to address how the relationship between working memory
capacity and L2 speech production is affected by the conceptualization of the message,

the construction of the phonetic plan, and the articulation of the message as overt speech.
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(11) Statistical techniques: In the present study, th¢ statistical techniques used were the
Pearson Correlation, Spearman’s Rank Order Correlation, and simple linear regression
analyseﬁ. Although these are valid techniques much used in early research on individual
differences in working memory capacity,. future research needs to employ more powerful
statistical techniques in order to better determine the factors contributing to the
relationship between capacity and performance. Recently published studies oﬁ working
memory capacity have employed structural équation modeling and factorial analyses
(Engle, Tuholsﬁ, Laughlin, & Conway, 1999; Kane, Bleckley, Conway, & Engle, in

press; Kane & Engle, in press; Miyake & Friedman, 1998).

7.3 Pedagdgical implications

As stated in the .Introduction, this doctoral research project emerged from an
interest in learning more about L2 speech production to gain insights on how to best deal
~ with this skil‘l, from both a learner’s and teacher’s perspective. The results of the present
"'study show that part of the reason L2 speech production is a complex skill to deal with 1s
that it draws heavily on our attentional resources since both L1 and L2 knowledge units
are activated from the very beginning of the grammatical encoding process. The dual
activation requires suppression of the interference of L1 information and the increase of
activation of L2 items. Because the learner’s lexicon is generally more limited in the L2
than in the L1, a purposeful and effortful search-and-retrieval activity is added to the
process. Finally, the L2 speéker also has to deal with monitoring, to check whether what
is being articulated follows the conceptual, lexicogrammatical, and articulatory paﬁems
of the language. Thus, a task that is already complex in itself becomes even mére

complex when it is performed in the L2.
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The present study assessed more directly the speech production processes taking
place in the formulator. In Levelt’s (1989) model of L1 speech production; the processes
of the formulator are highly proceduralized or automatic. It is in this aspect that L2
speech production differs more critically from L1 speech production. Thus, while the
- present study does not bring evidence for a difference in the level of proceduralized or
automatic knowledge among the participants of the present study (that is, it was not
possible .to determine what is procedural what is not), it seems plausible to suggest that
proceduralization contributes té L2 speech production and will possibly affect the
distribution of attentional resources, thus ‘likely affecting its relationship with working
meﬁofy capacity. |

Indeed, Towell, Hawkins, and Bazergui (1996) have been able to show that

increases in L2 speech production can be accounted for by increases in the degree of
proceduralization in the L2 formulator. Towell et al. (1996) showed that gains in the L2
speech produdion of their participants were noticed in the length and complexity of runs
between pauses. That is, production became faster and more complex and, they claim,
possibly resulted fromvthe proceduralization of processes in the formulator. Thus, the
challenge for the L2 teacher is to provide situations ih which learners have the chance to
proceduraﬁze L2 knowledge, that is, in which L2 lexicogrammatical information can be
| Sasily (rapi_d]y) accessed and retrieved. Proceduralized knowledge minimizes the
| consumption of attentional resources, which can be directed towards other aspects of the
production task.

Now, how can we help learners build procedural knowledge in L2 spéech
production? One proposal has been made by DeKeyser (1998), in the context of the focus

on form debate. Following the work of Anderson (e.g. 1995), DeKeyser suggests that
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practice allows for the reorganization of knowledge units into chunks of combined
elements. Practice leads to increases in speed of access to information and reductions in

“error rate.(Procedural knowledgé, thus, emerges as a function of ‘amount of practice:
. . w"_———/ )

DeKeyser suggests, then, that quality practice leading to procedural knowledge can be

~ promoted in the classroom with communicative drills, in which learners have to convey
real meaning, while also focusing on some aspect of the language.

As noted in Chapter 6, thefe was an interaction among fluency, accuracy, and
complexity, and lexical density. The relationship between the speaking span test and L2
speech production was strongest for fluency, followed by complexity, and then accufacy.
Of particular interest is the interaction betweén fluency and complexity. As in previous
studies (Mehnert, 1998; Ortega, 1999, Skehan, 1992; Wolfe-Quintero et al.,1998),
fluency and complexity seem to be related, with gains in one being accompanied by gains
in the other. Thus, it is possible as Wolfe-Quintero et al. (1998) suggest, that fluency and
complexity are rélated constructs. Indeed, Pawley & Syder (1983) point out that native
speakers’ spee.ch production entails a great number of habituaily spoken sentences‘
con_sisting of memorized clauses and sentences retrieved as chunks. Most times, these
sequences are longer than a single, simple clausé, they claim. Examples are “there’s
nothing you can do about it now”, “I see what you mean”, “You just never know what
they’ll do next” (p.207). Along the same linés, Levelt (1989) claims that native speakers
have whole messages available in long-term memory, these possibly being retrieved as
chunks.

In a way, this goes in favor of Towell et al.’s (1996) claim, noted earlier, that
what increases in learners’ speech production‘ is the length and complexity of ruhs. The

memorized chunks native speakers make use of have some internal complexity and are
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produced in a run, as a chunk. Thus, one pedagogical suggestion that can be made based
on the present study is that, to enhance the proceduralization of knowledge, teachers can
create communicative tasks in which the_se chunks are practiced. In doing this, teachers
can raise learners’ awareness that native speech is full of memorized sequences, which
account for a high proportion of what is said in real life situations. The assumption
underlying this pedagogical implication is that, vfrom a cognitive perspective, being able
to retrieve chunks as opposed to retrie\;ing word by word, the speaker’s attentional
resources are free for the cognitive mechanisms of speaking instead of being busy dealing
with linguistic elements. The use of communicative tasks for the practice of these chunks
might involve a focus on form; as DeKeyser suggests, and can be complemented by the
task-repetition approach advocated by Bygate (1996), who has shown that performance
of an oral task on a second occasion leads to better fluency, accuracy, and vocabulary
choice.

The idea that memorizing sequences enhances oral performance seems intuitively
appealing, at least from the point of view of the participants of the pfesent study. In
informal talks with these learners, it became apparent that they found their grammar
classes more effective than the speaking classes as regards the improvement of their oral
performance. When asked why they had this feeling, their usual answers would be that in

the grammar classes they were learning “how to say it”, and would give examples such as

> >

“this is the first time I’ve ever...”, “how long does it take to go from here to .... by ....?
or “T’d love to...but I can’t because...”, produced in a run. Their feeling that grammar
classes enhanced their oral performance might be related to the perception that, in

addition to the grammar knowledge they were gaining, they were also learning whole
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sequences thét could be accessed, retrieved, and produced as one unit, and not word by
word.

Another pedagogical implication comes from the research on working memory
capacity. The }argument was raised in the present study that working memory is capable
of allocating resources when the task exceecis its capacity. Fbllowing Just & Carpenter
(1989), it might be that individual differences in working memory capacity are at least
partly related to the effectiveness with which individuals allocate their resources. In this

.,case, it might be possible to modify the relationship between working memory capacity
and perforrﬁance on complex cognitive tasks, including L2 speech production, by raising
learners’ awareness about how to sfrategically allocate resources. It might be possible to
tell them that L2 speech performance has four salient aspects--fluency, accuracy,
complexity, and lexical density--and that by using memorized chunks they gain in
fluency and complexity and are thus able to focus on accuracy, for instance.

The objective of the present study was to investigate the relationship between
working memory capacity and L2 speech production. Due to the sample size, the results
cannot be generalized to the population of learners investigated. These results can be
taken, thus, as only suggestive of a trend between capacity and production. Further
research is necessary to understand better L2 speech performance. One way to do that is
from the' perspective of individual differences in working memory capacity. This
perspective seems a promising one. As Perlow, Jattuso, & De Wayne Moore (1997)
point out, one of the objectives of contemporary cognitive science is to explain how
human beings learn and perform complex activities and why there is variance in
performance. Working memory, one of the most intensively studied areas in

contemporary cognitive psychoiogy and cognitive neuroscience (Miyake & Shah, 1999),
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- is at the heart of 'complex behavior and has been shown to be a source of individual
differences in learning and performance of complex cognitive tasks (Baddeley, 1999:
- Daneman & Carpenter, 1980 & 1983; Shute, 1991). In addition, it seems to be a growing
tendency in our contemporary society to require multiskilléd individuals for more and
more complex and cognitively demanding jobs (Howell & Cook, 1989). In this process,
being able to perform in an L2 has becomé a necessary skill in many professidnal areas
and speaking is, most times, the skill' chosen by evaluafors and repruiters ‘as
representative of L2 performance. While a much greater effort needs to be made until we
can fully grasp the complexities of this skill, it is hoped that the present work constitutes

a step towards understanding L.2 speech production.
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APPENDIX A
SPEAKING SPAN TEST

I. Stimuli:

First trial:
2
cake
hand
3
duck
pen
gas

4
desk
road
glass
brain
3

sun
mouth
key
bag
file

6
clock
wave
tool
coat
map
year

“Second trial:
2

week

rain

3

club

spring
knife

4 .
table
sky
deer
ball

3
bank
shirt
€gg
date
hair

6

cow
pair
church
sea



bus
dinner

Third trial:
2

bird
cup

3
snow
paper
cheese
4
blouse
class
farm
letter
5

day
arm
water
box
mall

6

dog
room
night
spoon
woman
butter

232

1L Subjects’ responses organized from lower to higher working memory capacity as measured by the

- Speaking Span Test

Subject 1: S
2

I bought one slice of cheesecake.
. My hands are big.

3

I went to a gas station.

I bought a red pen yesterday.

I like Donald duck.

4

I bought a desk made of wood.

This country have big roads.

I have a beauty glass.

I have a bad brain.

3

My mouth is big.
- I like this bag.

6

The alarm clock is ringing,

People dies engulfed by a big wave.

2



233

I work 5 days a week.

I love rain.

3

In Japan young generation like going to club.
I cut my finger with a knife.

Spring came after a long winter.

4

I like catch ball.

Sky was clear.

I have a big table.

5

I have long hair.

My husband bought a sweatshirt.

1 went into the West Bank.

6

The Japanese usually have dinner.

I have a pair of trousers.

Holly cow!

2

I'm feeding a beautiful bird.

I broke a cup this morning.

3

My sister loves Parmesan cheese.
There’s red paper on the desk.

I made a snowman of snow.

4 v

1 wrote a long letter to my friend yesterday.
I skipped a pronunciation class today.
5

T bought a basket ball.

It’s a beautiful day, isn’t it?

I went to the mall yesterday.

6

I don’t like butter.

I saw beautiful woman walking that street.
That dog is mean.

Span: 11/60
Subject 2: MJ
2

1 like eating cake.

My hands are small.

3

I saw a duck near my house.

I have a pen.

4

This is a big desk.

I drank a glass of juice this morning.
5

I have a file.

I saw the sun set.

6

I have a heavy coat.

This is 1999 vear.

I look at the map sometimes in the car.-



2

T go to the supermarket once a week.
3

I sometimes go to the golf club.

I use a knife when I eat.

.4

Today we can see blue sky.

I saw a deer near my hose.

I have a big table in the house.

5 .

I have not had my hair cut for 4 months.

I ate an egg this moming.

6

I'm going to cook dinner this evening.

I don’t go to church because I'm not Christian.
I have a pair of shoes.

-2

I have kept a bird for years in Japan.

I drank a cup of coffee.

3

I like cheese.

There’s a lot of snow here.

4

I wrote a letter to my friend.

I attended my English class this morning,
I have a blouse.

5

I’'m going to the Mall of America this weekend.
6 .

I need butter to bake a cake.

I have a nice bedroom:.

I know that woman.

I use spoon when I eat soup.

Span: 12/60
Subject 3: Ay
2

I like cake.

3

The duck is in the pond.

I forgot my pen at home.

4

The desk is made of wood.
The glass is on the table.
The road is closed.

5

The sun is rising.

This kev opens the door.

6

I need a tool.

I need a coat.

2

This week I have lots of things to do.
The rain is falling.

3

234



Do you have a knife?

1 never go to the club.

The spring is the best season of the year.
4 :

Hunters like to hunt deer.

5

The bank is closed.

You hair is black.

6 : '

I go to church to pray.

2

That’s a beautiful bird.

Before coming here I had a cup of tea.
3 .
I need to write a paper.

4

You’re wearing a nice blouse.

5

The day is beautiful.

6

The woman is crying.

The dog is barking,

Span: 17/60

Subject 4: Ben
2

I made my birthday cake.

I washed my hands.

3

There are a lot of ducks around the park.
[ used a red pen to write.

The gas is dangerous material.
4 :

Can I drink a glass of milk?

5

The earth go around the sun.

1 have the kev.

6

I used my tools.

I watched my map.

2

What are you going to do this week?
It’s raining.

3

They went to the club.

Do you like the spring?

4

She is sat on the table.

I like looking at the skv.

The children are playing with the ball.
I like the deer.

5

I went to the bank.

I like fried eggs.
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I’m wearing a shirt.
6

He called me cow.

I went to the church.

2

I like this bird.

What a beautiful cup it is.

3

There are much snow.

Write your name on this paper.
4

She’s wearing a nice blouse.

I went to my grandfather’s farm.

I like cheese.

5

It is a heavy box. o
There’s a famous mall here.

6

I like butter.

We can not eat dog meat.

It's dangerous to walk here at night.
There are a lot of rooms here. '

Span: 19/60

Subject S: Flavia
2

1 baked a cake.

I shake hands.

3

I love Donaid Duck.
4 :

My amm is aching.

5

I love the sun.

I have a big mouth.

6

It’s ten 0° clock.

2

This week I’m going to Brazil.
I don’t like the rain.

3

I 'd like to go to a club.
I need a knife.

4

This is my desk.

5

Let’s go to the bank.
This is my ghirt.

I don’t like eggs.

6

The cow makes moo.
2

The bird is flying.
May I have a cup of coffee.
3



I don’t like the snow.
This is a piece of paper.
This is a chair.

4

My blouse is blue.

I love my English classes.
5

Today is a great dav!

I love Mall of America.
6

This dog is white.

I need a spoon.

Span: 20/60

Subject 6: Veronica

2

I liked to bake some cakes when I was at home in Indonesia.

In Indonesia there’s a costume that we have to take anything with the right hand.
3 ;

When I was a child my dad got me a doll.

4.

Next week I have to buy a desk.

When I was in secondary school I felt from my bicycle on the road.

I have never broke a glass.

Brain is the most important part of the human being.

5

People with a thin mouth usually like to talk.

6 .

When I go to the beach I like watching the waves.

2 .

I've been here for three weeks and I already feel bored.
In Indonesia there are no days without any rain.

-

b .

In Indonesia I joined a basketball club for 4 years.
I hurt my hand with a knife when I was peeled the orange.
4

1 usuaily study with the table.

Deer is a very cute animal.

5

I have to go to the bank.

Last week I bought a new shirt.

If there’s nothing I can eat I usually boil an egg.

I used to have long hair but now I have short hair.
6 .

Meat came from cow.

I have two pairs of earrings.

I usually go to church. '

2

Bird is very interesting animal.

Evervday I have a cup of tea.

3

This is the first time I see the snow.

Pt

I hardly ever wear a blouse.

I want to have a vacation on a farm.
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1 usually write letters to my friend in Indonesia.

5

The dav after tomorrow I’ll meet my tandem partner.
I usually have water. I don’t like soft drink.

Almost every weekend I go to the Mall of America with my sister.
6 .

I used to have a dog in Indonesia.

I used to study at night.

I usually use a spoon to eat, not a fork.

Isn’t she an adorable woman?

Span: 20/60

Subject 7: MG
2

I ate a cake last night.

I shake my brother’s hands.

3

I saw a duck today.

I filled gas yesterday in the car.
4

I’'m sitting near a desk.

5

The sun is shining.

- I'have the key to the exercises.
There are twelve months in the year.
6

I was in the army last year.

2

This is my third week here.

It rains a lot here.

3 .

I went to the club. -

I cut vegetables with a knife.
4

I'm sitting near a table.

I saw a deer yesterday.

5

I cut my hair.

6

I had dinner yesterday night.

I like to watch the sea.

2

I saw a bird on my perch vesterday.
3 .

This is the first time [ see the snow.
4

I have a class today.

My father has a farm..

1 wrote a letter to my friend.

3

Today is my second dav here.

My left arm is hurt

6

I have a dog and its name is Fizzy.
I have a very nice room here.

438



1 hate butter.

Span: 21/60

Subject 8: LR
2

I had a piece of cake this morming.
I wash my hands every day.

3

I like eating toasted duck.

I usually make notes in pen.

In China we usually cook by gas.
4

I wear glasses.

5.

There’s no sun today.

I have a big mouth. -

I have two keys, one for my apartment and one for the building.
6
There’s no clock here.
2
This is my third week in the US now.
Yesterday we had ice rain.
3
I’m not a member of any club.
The spring will be coming soon.
I eat steak with a knife.
4
I’ m sitting in front of a table.
It was surprise for me to see the deer in the highway.
5
My account belongs to TCF Bank.
1 bought a white shirt for my husband.
6
I saw a cow.
The shoes always should be a pair.
There’s a church very close to my apartment.
2
There are a lot of birds in the tree.
I drank a cup of tea.
3
. There was a lot of snow this winter.
I wrote the number in a piece of paper.
4
Your blouse is beautiful.
There are lots of animals on that farm.
5
Today is not too cold dav.
I usually drink a lot of water.
1 bring a lunch box with me everyday.
6 .
I love dogs very much.
I have a one bedroom apartment.
I think does not have moon tonight.
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Span: 23/60

Subject 9: I
2

This afternoon I’m going to bake a cake.

I hold a pen in my hand.
3
There’s a duck on the pond.
This pen can write in blue.
1 went out of gas this morning.
4
There’s a desk in the writing room.
On the road there are many cars.
There’s some glass on the street.
I have a very bad brgin at the moment.
5
0
6
That is a big wave.
There’s a clock on the wall.
There are 12 months in the vear.
The sun is shining.
2 .
It rained a lot last week.
I saw the rain through my window.
3
1 like going to the club.
I cut vegetables with a knife.
4
I saw a deer.
I like playing with the ball.
There’s a letter on the table.
5
1 go to the bank every week.
1 usually wear a shirt and trousers.
6
I have a pair of shoes.
. There’s a cow in the field.
2
There’s a bird in the sky.
There’s a cup on the table.
3.
QOutside there’s snow.
There’s paper on the desk.
4
I have to write a letter.
5 R
This is a beautiful day.
I have a box at home.
I go to the mall every weekend.
6
There’s a dog in the room.
There’s a bed in the room.

Span: 25/60
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Subject 10: PA
2

I like that cake.
" Could you give me a hand?

3

The duck is black.

I have a new pen.

The car is out of gas.

4

This is not my desk. :
My brain can not memorize all these words.
5

The sun is shining.

Her mouth is open.

The bag is heavy.

This file is full

6

The time in the clock is two o'clock.
2

The weather this week is pretty good.
3

I like to go to that club.

The knife is so sharp.

4

I have a table in my apartment.
There is a ball over there.

5

My bank is Northwest.

The sky is blue.

6

Yesterday I bought a new car.
The year is running very fast.

I enjoyed the dinner we had two months ago.
2

I saw a bird this afternoon.

I like drinking coffee in the car.
3

The snow in Minneapolis is Very hard for us that come from another country.

1 don't like cheese.

4

Your blouse is cute.

I had class before coming here.

I have to write a Jetter.

5

Tomorrow is the dav when the assignment is due.
Let's go to the mall.

6

The dog is trying to reach the cat.

Yesterday I went to a dinner with my friend.

Span: 29/60

Subject 11: AL
2

I like chocolate cake.
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1 have one hand.

3 _

1 like Peking duck.

1 don't have a pen.

I stopped at the gas station.
4

The pen is on the desk.

5

The sun is shining.

6

The clock is on the table.
I have a tool set.

I have an ordinary map.
2

~ I'll see you next week.
Come and see the rain.

3

Let's go to the club.

We are looking forward to the spring.

I have one knife.

4

The book is on the table.
There's a deer in the zoo.
5 .

There's a TCF bank near here.

I'd like to have a sunny side up egg.
6

There's a cow on the farm.

2

There's a black bird

Next year we'll have a world cup.

3

There's a lot of snow.

I don't have any paper to write soon.

4

That's your blouse.
It's a big farm.

s -

Today is a bright dayv.

He has only one arm.

I'd like some water.

6

I have a dog. .
The apartment has only one room.
Today we'll have a freezing night.

Span: 32/60
Subject 12: KB
2

This cake tastes good.

I usually use the right hand to eat.
3 ' ,
Look at the duck over there.
I like pen, rather than pencil.
I need to go to gas station.
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4
I don’t have a desk in my house.
The road is really wide.

Please give me a glass of water.

5 . .

The sun is very bright today.

Your mouth is really big.

I lost my car kev.

6 .

This clock is out of order.

The sound of waves makes me feel good.
Look in the tool box.

I love this coat.

What is the map showing?

2

What are you gonna do this week?
I hate the rain.

3

I went to a nightclub last night.

I like the spring.

A knife is a very dangerous object.
4

We can’t find a table in this restaurant.
5

I went to the bank to withdraw some money.

Your shirt is really nice.

I heard that egg has a lot of cholesterol.
What is the date for today?

6 A

Looﬁ at the cow!

I go to church on Sunday!

I feel very good by the sea.

I have never taken a bus in Minneapolis.
2

1 like to hear a bird sing.

A cup of coffee sometimes relaxes me.
3

There’s a lot of snow in Minneapolis.

I always prefer white paper to colored paper.

I like cheese but I don’t like cheesy food.
4

Your blouse is really nice.

I had class today.

Is there any farm around here?

5

You work hard every day.

My arm is hurt.

Are you afraid of the water?

Is there any letter in the mailbox?

I went to the mall two days ago.

6

['m afraid of dogs.

I like to stay up until late at night.

I need a spoon.

This is the woman I met in the mall.
I don’t like butter.
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Span: 43/60

Subject 13: AK
2

The cake is delicious.

My hands are beautiful.

3

The duck is beautiful.

The pen is not blue.

The gas station is not open.
4

The desk is empty.

The road is slippery.

The glass is broken.

3

The sun is hot.

My mouth is big.

I forgot my key.

My bag is heavy.

The file was lost.

6

The wave is big.

I have my tool.

The coat is beautiful.

2

I was busy last week.

The rain is cold.

3

I went to the club yesterday.
The spring is a beautiful time.
That knife is very dangerous,
4

The table is big.

The sky is blue.

The deer is so cute.

5

I have to go to the bank.
My shirt is beautiful.

1 like eating egg.

My hair is beautiful. \ ‘
Tomorrow is the day I celebrate my wedding anniversary.
p _
Look at the cow.

I like going to the church.
The sea is beautiful.

The bus is too crowd.

2

The bird is singing.

I had a cup of coffee.

3

The snow is white.

I need a sheet of paper.

I like cheese.

4

My blouse is blue.
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1 have class tomorrow.

I love farm.

I have to write a letter.
5

The day is beautiful.
My amm is hurt.

The water is so hot.

The box is empty.

6

I have a dog.

My room is a mess.

1 love the night.

The spoon is made of silver.
~ The woman is beautiful.
I like butter.

Strict score: 47/60



APPENDIX B
OPERATION-WORD SPAN TEST

1. Stimuli:

(8/4)+2=4  OUT
(9x3)+2=29 DANCE
O/H+1=10 - WIRE
(10X2) +3=23 LOCK
8/1)-5=15 HARD
(7/1)+6=12 FILE
(10/1)+1=11 MEAL
(9/1)-8=18 SCORE
(5/5+1=2  BOMB
(10/1)-1=11 KNEE
“2)-2=2 FORM
(10/2)+6=10 TOWN
(6X4)-1=25 KNIFE
(7XT)-1=49 EAST
(7/1)+2=7  NOSE
(7/1)+2=7  DUST
¥OX1H-9=1 CUT
(6X2)+2=14 HALL
GB/1)+1=4  ARM
(6/3)+2=4  DOOR
94X2)-1=9  GAS
(93)+1=4  FAR
(9X7)-1=49 CAUSE
(7X2)=3=17 TRUCK
O/ +5=14 JUMP
G/1H-1=4 BIRD
(10/10) +9 =19 RAIN
(3X2)-1=6 HEAD
(10/2)-4=3 CARE
3/1)+3=6  KEY
(6X1)-6=1 BREAK
(9/1)+8=18 MOON
(5/1)+4=9  TREE
(9/3)+3=6  ROCK
8/4)-2=2 SNAKE
(7X2)-1=14 FACT
4/1)-4=2 GUY
(6X3)-2=17 STAY
(4X2)+1=9 TYPE
(7X1)-6=2  BUY
(10/1)+3=13 GREEN
@/1)-1=3 TASTE
8/1)-6=4 WAIT
(10/1)-3=13 DREAM
(10X2)+3=23 TALK
(8X1)+8=16 HELP
(10X6) + 1=61 NEAR
4/2)-1=3 BACK
(4X4)+1=17 BRAIN
(8X4)+2=34 SKILL



(10/1)-5=7  SEND
(9/1)-7=4  SCENE
(5X1)+1=6 CLOSE
(6X4)+1=25 TOOL
(7X7)+1=50 PAIR
(102)+4=9 BEACH
(3X1)-2=2 ADD
(3X1)-3=1 GUEST
@/1)-2=2  SEA
(4X2)-2=7 TRADE

IL. Subjects organized from lower to higher working memory as measured by the Speaking Span
~Test ' '

Subject 1: S
Span: 59/60
Math: 53/60
Subject 2: MJ
Span: 60/60
Math: 40/60
Subject 3: Ay
Span: 57/60
Math: 41/60
Subject 4: Ben
Span: 54/60
Math: 43/60
Subject 5: FL
Span: 58/60
Math: 55/60
Subject 6: Ve
Span: 56/60
Math: 43/60
Subject 7: MG
Span: 57/60
Math: 36/60
 Subject 8: LR
Span: 59/60
Math: 40/60
Subject 9: I
Span: 59/60
Math: 53/60 _ .
Subject 10: PA
Span: 58/60
Math: 52/60
Subject 11: AL
Span: 60/60
Math: 44/60
Subject 12: KB
Span: 60/60
Math: 47/60
Subject 13: AK
Span: 58/60
Math: 58/60
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APPENDIX C
DESCRIPTIONS AND NARRATIVES

Subjects’ speech samples organized from lower to higher working memeory as measured by the
Speaking Span Test

Subject 1: S

1. Picture description

Uhm: (0.6) the left one (.) itisa (.) in Egypt . (0.7) uh: (1.1) it has a big pyramid (0.9) and () uh (1.2)
ma- maybe inside (1.5) it has a mummy: . (0.8) and uh (1.3) I think that (1.8) uhm (1.4) many people (1.2)
take some trips to visit mummy . (0.8) in these days (1.6) uhm (0.6) I (.) left side means a (1.8) uhm (1.6)
people (1.8) uhm (1.6) astronaut (1.3) it means a: (1.4) uh (1.9) how people (0.72) people’s power (2.3)
its’ growing . (0.7) and a (1.) and (4.6) last year uh last year ? No (0.7) s- (0.67)maybe couple of years ago
(.) people already (0.5) uh reached the: (.) Mars . (1.7) so (.) uhm also then (.) for messages they want to
(1.1) sendus. (1.4) but uh (2.7) people is always uh: (2.2) look for the new thing and uh: (1.) how
people (1.3) people’s power (.) is growing () growing up (1.7) and (1.5) uhm (2.4) and uh (0.6)
maybe long standing ci- civirili- civilization (1.6) I think .

Total time: 1m38s08 (118s)
No. of words: 108/103

I1. Narrative:

It was a (1.5) uhm (3.5) man which: (1.5) try to: () save the: (1.5) earth. (1.6) he uhm (2.5) uhm (0.8)
some (1.2) I'm not sure the (0.8) correct b- (.) word but uh (1.) meteorite () meteorite (1.3) almost uh
(.) hits uh us . () uh () ubm (0.6) so (0.7) uhm (2.5) American army (1.2) send a (.) a special person
to: (0.8) uhm (0.5) send a (1.3) send a special person (2.1) save the () earth . (1.7) and uh (2.0) they
(0.8) they success (0.6) success but uh (1.7) they are proud (.) but uh: (1.5) uh (.) successful (1.3) or but
uh (0.6) uh (0.6) someone had to: (1.0) leave the (1.7) meteorite () meteorite () meteorite so uhm (4.1)
do you know the (.) actor ? Bruce Willis uhm (2.9) wasa(1.) a (3.7) a (1.4) Bruce Willis (2.3) uh (1.2)
decided to: (1.3) live the (1.7) live there and uh (3.5) stay there. '

Total time: 1m59s98 (120s)
N. of words: 86/77

Subject 2: MJ
L. Picture description:

In Egypt (0.5) picture (.) there are sh- two (0.5) s- st- statue: (0.87) and (4.1) it’s and it seems very
important place . (1.5) and (1.4) uhm regarding astronome (0.6) there’s one person in the: (2.3) in this kind
of sky (.) but (2.8) ubm (.) 1/ don’ t know the name . (laugh) (2.7) place above sky (laugh) (0.9) and (2.2)
there (.) there only one (2.7) person and (1.3) it looks very cold (.) co/d . (1.2) uhm (.) and dark (1.2) and
maybe (1.9) this picture (0.9) want to say (1.3) the: (1.1) uhm (1.6) cu/tu- (1.7) the cultural progress ? (2.3)
in the (2.6) Egypt . (4.6) uhm (2.3) before Christian there are (1.6) ubm (0.7) big (1.) cultural society in
Egypt ? as they made big statue: (2.3) and (0.5) now (1.) we (0.6) uh (0.8) we uh: (.) we are creating more
(1.) and we can go to the: (1.5) sky.

Total time: 1m40s99 (101s)
No. of words: 96/90

II. Narrative
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1 like the movie (0.7) th- (.) I’'m not sure of the (.) Eng- (0.8) English title (1.) uhm (1.5) I like actress
Audrey (1.2) Hepburn ? () Audrey Hepburn (0.9) and romance holiday (.) this kind of thing . (1.7) uhm
(0.5) the reason why I like the movie ? () is that (1.2) I like Audrey Hepburn because she’s very beautiful
? (.) and (1.2) her character in the movie is very cute so: (.) she’s very attractive for me ? () and (1.4) 1/
also I like Rome ? (0.5) it’s very (.) beautiful city ? an:d (3.7) s- and (.) there is love story . (0.8) the: (0.6)
men (.) who are working (.) in this particular company ? (.) and Audrey Hepburn (.) so just (0.6) their
relationship (1.2) is very: uhm (0.6) how can I say (2.3) very: good (1.) and so (1.2) I like that movie.

Total time: Im13s22 (73,22s)
Number of words: 105/101

Subject 3: Ay
1. Picture description

This uhm this picture () this picture uh (0.6) from old times . (0.8) from ancient times probably . (1.2)
uh an old time picture . uhm: (0.7) the left hand side (.) is old picture . (1.2) uh: (0.8) it must uh: () it
must belong to: (0.8) an () Egypt culture (.) maybe . (1.6) the other part is uh: (3.4) it includes an
astronaut man . (1.2) I don’t know what to call this (1.4) it (.) in this uh: this picture (2.8) uh (0.8) show
{1.2) uh (0.7) uh beginning of (.) human being (.) and (2.4) uh (.) now where’s (.) the (1.4) where's the
human being (1.) and () uh (0.7) it’s (0.64) this picture try (.) to describe (.) that the: (1.6) development
of the life of human being (1.2) or the development of technology ? (2.8) and at the same time (1.3) the
‘picture (.) is rather strange too . (3.9) maybe uh (0.7) saying (.) uh (0.7) astronaut work hard and (0.9) it’s
a hard job (1.2) in the space (1.6) so the: uh (0.7) hard work (0.6) these guys have done a hard work
(2.4) uhm (0.5) two men are moving here (2.4) uhm (.) that’s it. : .

Time: 1m39s07 (98)
No. of words: 130/122

II. Narrative

I saw uh: a movie (.) about uh (.) young people . (1.5) and uh (0.7) uh (.) the uh (1.2) American
football (0.6) Varsity Blues (0.8) and uh (0.6) American uh football (0.6) uh I’m very fond of uh (0.8)
American football . and so: sometimes uh (0.9) Iwatchit . uh (1.2) Americans like to play football (.)
with their children (1.1) and uh (0.6) there was a coach (0.6) team coach (0.8) and uh (0.7) he had
every time on- at this his own uh (2.) he was sad also (0.6) and uh (0.9) he only talks how to do things
correctly (0.8) and this (1.2) a strong relationship between these uhm (0.6) uh (1.) young people: (0.6)
and the coach of the team (2.3) and (0.8) I liked it very much

Total time: Im08s06 (68s)
No. of words: 86/85

Subject 4: Ben
L. Picture description:

Lt is (0.6) a scene to uh looks like Egyp- (0.5) Egypt . (0.5) and there’s a asphynx (sphinx) (0.9) a
landscape and (1.4) uh (1.) the work have to (1.) about (1.) many image and many things . () and there is
alot of (1.) uhm (3.4) uh: there is a lot of uhm (2.) I'm sorry (2.) columns ? (0.5) a lot of columns an:d
there is two people ? (1.5) uh-uh (1.3) uhm (3.5) it is day time . (1.1) uh (1.2) there is a small (0.5) small
() aisle (1.) on the right () aisle (5.4) I think that’s right (1.1) and the second one is a: ( 5.1) is a ( 1.5)
he: uh operating the: some machine . (.) uhm the machine has (.) the machine has uh () a camera and (.)
that uh () th- the person ? wear the helmet (1.16) that protect (1.1) for protecting the head and uh () he
has a very special (1.3) uh wear (1.) that protecting (0.9) Ai- his body . (0.6) an: d (0.9) /- loo- uh he loo-
(0.8) he looks like fat (0.6) uh look fat . (0.5) and uhm the /- the the clothes was printed by the Nasa letter
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. (0.6) uh letter color is red (0.7) and (1.9)- th- uh the person is in the (0.6) out of the (1.2) atmosphere (.)
the space . (0.8) 2m // uh-uh () he’s using gloves (> 0.5) an:d that’s all.

Total time: 2m07s07 (120s)
No. of words (up to 2m): 149/132
II. Narrative:

I watched the: (.) Attack Troopers (.) it’s uh about the: uh () invaders (0.5) from () the outer space .
uhm the enemy ? is the: bug (0.8) that is the cockroach . and a: () a very dangerous bug . (0.7) they
also uh (2.6) the people (.) live in in the on the earth . (0.6) they want (0.5) want the truth . uh figh- fight
with the bug (0.6) so they (1.2) they (.) went through the: (0.8) ou- outer space other sphere (0.7) so they:
(0.5) fight with the bug (0.6) uh the first time they: () uh the human () are was defeated by the bug .
(0.5) but uh () the: in the conclusion (0.5) conclusion of the (0.7) theater (0.6) uh movie uh (0.9) the
human figh- (1.3) won the the fight . (0.6) I don’t like this movie because the: (0.9) they are all over the
earth so: (0.73) so so terrible (1.1) they are the (0.5) the (2.7) uh: there is a lot uh: (.) a human uh (0.6)
was uh () killed by the bug (1.1) so terribly (.) and so cruel (0.8) so I don’t like this movie .

Total time: 1m27s04 (87s)
Number of words: 138/127

" Subject 5: FL.
L. Picture description

Ok Mailce (.) uhm: (0.8) it is very difficult ? but (0.8) I will try . () this () figure (laugh) (0.8)
sho:ws (0.5) uh: I guess (.) they are talking about (0.5) uhm: (1.2) the evolution of the history (.) or (.)
the evolution of the humanity . (0.5) right ? (1.1) ‘Cause (0.8) uh: ha:lf (0.8) of the figure (1,6) uh (.)
shows (1,1) like an Egypt (0.5) symbol (0.7) you know ? (0.6) uh perhaps of (.) one thousand years ago
(0.6) you know ? and the predom- predominant color is re: d . (1. 5) an:d the other si: de (1.) of the f: igure
? (0.7) shows a man in space (1.6) ok ? (0.7) and the predominant color is blue ? (1.2) an:d it’s written the
official network of every millennium (1.3) so it shows a: (0.7) the evolution ? (0.7) you know ? of
humanity . (1.2) uh: (1.) what else () can I say 7 I don’t know (0.6) uh: (1.5) I guess that’s all.

Total time: Im18s65 (78,65s)
No. of words: 108/107

I1. Narrative

Uh: (1.) I'm going to: (0.7) talk about the (0.7) movie called city of angels . () ok (.) it’s really beautiful
it’s really romantic (1.1) the story (0.7) uh: is about (0.6) an angel (.) that falled in love ? (1.1) with a
woman ? (0.6) and she fall in love with him ? (0.8) an:d (0.7) an:d (1.1) he was trying to: (0.7) begin
human (1.1) to (.) marry him (0.6) he her ok ? (.) an:d to become a human ? (0.7) uh all e- (0.7) ub: he has
to do is (1.1) to jump (0.6) and (0.5) fall (0.6) uh: on the floor . (.) ok ? (1.3) and so (.) he jump (1.4) by
(0.7) the building ? (0.6) ok ? (.) and fall the floor ? (1.) and he get it he got it ! yeah (.) he becomes (.) and
s0: (0.7) uh: (1.2) he can stay with her but after this unfortunately (0.5) she died ! (0.7) and so she stayed
alone in this () terrible world (0.6) yeah he: stays alone (.) yeah (.) I liked it () very much () it’s very
beautiful (.) the movie.

Total time: Im37s13 (89,88s)
No. of words: 130/128
Subject 6: Ve

1. Description
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Uhm (0.7) this is a (.) pi: cture uhm like (1.) sometimes like a statue . (0.6) and (0.8) is (0.5) only (0.7) in
one country . (2.8) like (0.8) this side (1.1) uhm (0.7) there’s lot of (0.8) pillars there . (2.5) and (3.3)
they have (1.1) the country ha:d (0.6) has (1.1) a pyramid. (1.1) an: d uhm (1.8) and it’s some kind like
a: (0.9) sculpture (1.) I mean (1.6) the (1.8) old treasure of the country . (3.7) and (0.7) the other side is
(1.1) an astronaut (2.5) he’s fly the (.) base (1.7) like in the movie Armageddon (4.7) the:y (0.8) he: (4.)
sit (1.3) on some kind like a: (1.7) robot (3.4) they wea: he wearing a (2.5) white (0.6) clothes (2.5) and
(0.5) ahelmet . (3.5) I think the picture is very interesting (0.7) especially (1.7) the statue one . because
it’s something like a (3.5) it’s known in the world (0.7) and it’s very famous.

Total time:1m53s50 (115,50s)
No. of words: 108/106

II. Narrative

The (1.) I like (0.5) Patch Adams very much . (0.5) it’s uh: (.) it is a () true story (0.9) and (1.8) and 1
never thought that (1.2) there was a man like that (0.7) who cared for (2.3) somebody else who was (.) not
as (1.6) arelated () to him . (1.7) and it's very touchful I guess (2.2) and (cough) (1.7) he jus: he tried to
do anything (2.) for make (2.5) others happy (3.9) uhm (3.6) it's about (2.6) a man who (0.9) who likes to
help people ? (0.7) and study in a (1.2) medical . (1.3) in the medical ? he's the oldest from all the school ?
(1.) so (3.2) he likes (1.8) to visit the hospital ? (.) and cheer up the patients there ? (1.4) he never studies
(1.) but he always (.) has () a good result. (.) the in the test (.) only his ¢/~ classmate was jealous with
him and said bad things about him (0.83) that he's cheating (1.3) and he always (0.9) dreamed (1.6) about
helping, : :

Total time: 1m48s99 (109s)
No. of words: 130/127

Subject 7: MG
1. Picture Description

Well (.) when I first (0.5) looked at the picture: (0.7) I divided it (0.6) because (0.6) the: left side is more
(1.1) looks like a picture from Egypt .. (0.9) and (0.8) Egypt is very close to Israel . (0.6) so I saw this kind
of stuff but . (0.7) when I look at this whole picture ? (.) I think that (1.3) this (0.8) the (0.8) they try to
(0.6) uhm (2.) connect (1.) the past (0.9) and the: future . (2.) an:d (1.1) we (1.2) I can see here () like (.)
uhm: (3.) the difference in technology (0.6) this is very sophisti- (.) the the right side is very sophisticated
(0.6) an: d there is very: (0.6) in () in the future ? (0.8) and the left side is very: (0.6) old ? (0.8) and: not
sophisticated (2.5) an:d ( 2.8) and (0.9) I don’t really know what they’re trying to say here ? (0.8) bu:t (5.6)
uhm (.) well I don’t have anything to say but but I really (.) want to know what it means.

Total time: 1m29s88 (89,88s)
No. of words: 129/125

II. Narrative

Ok (.) it’s about a man that uhm : (.) went to prison because uhm ( 1.) uhm the judge judge believed that
he murdered (0.7) his wife and he: her uhm mistress . (.) an:d (0.7) so he’s been in the jail like twenty
years ? (.) and during this time he was ( 1.2) digging a hole from his (0.6) uhm ( 1.5) room ? it’s not really
room ? but I don’t know any other word (0.7) so: ( 1.4) digged he t4- he dug this room ? an: (0.5) a hoile
(0.8) a very long one ? (.) and after twenty two years he: (0.7) he: (0.6) went out (0.9) an:d ( .) ran away
from the prison . (0.7) so: ( 1.1) that’s it now he’s free . () I liked it very much because when: ( 1.) when
1 saw the movie (0.8) I /- I tried to see myself instead of him ? (0.7) and I think I'd do the same.

Total time: 1m05s13 (65,13s)
No. of words: 119/117
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Subject 8: LR
L. Picture description

I have a picture here (.) an:d (.) the: (.) in the: () left part of the picture (0.7) there is a: (0.5) there are s- (.)
uhm (.) several (0.7) a lots of columns (.) t#- large (0.6) tall or high columns ? (1.) an:d () it seems (.) like
in Egypt . (0.6) an:d (0.6) the: ( 1.) in the mid- (1.1) middle have (.) uh (.) in the middle have other picture
on the left (0.5) there is half (0.7) st- statue 7 (1.1) like a (0.5) 5- () you can imagine like something like a
(.) a ei- age () how do (.) how do () a pyramid (.) yeah (.) there’s a man sit there () and it’s very huge
(0.6) and you can see: (.) there’re two: ( 1.4) s:ome people like who (.) come from ei- () Eygypt and here
() and it looks very small () so the pic.ture and the statue looks very huge . (.) and on the: () left side of
the picture (.) it’s a blue one ? and there is a: man ? who is the (0.7) astro.naut (0.5) looks like (.) he is in
the space ? (0.6) and #:- this like some in the: (0.9) like something you can see: in (0.7) the: science fiction
(0.6) /~ movies ? and I think this means (0.9) uh you can compare with the () old part of time (.) and the:
(0.6) the the science developing very quickly now you can go to the (.) space (0.7) an:d (0.5) and find some
(1.1) find some (0.7) uhm (.) surprise there. '

Total ime: Im52s67 (112,67s)
No. of words: 194/186

II. Narrative

Uh (0.5) several weeks ago (.) I saw: a movie called Mighty Joe Young ? (0.5) I loved this movie very
much (0.7) because (0.6) somehow I think I /- love animals . (0.7) and also (.) this story talked about a (.)
gloria (gorilla) (0.6) a lots of people wanted to protect him 7 (0.5) because (.) the nature was destroyed by
some people and also (0.7) some () bad people wanted to make money ? from the animals ? they %- killed
the animals or they (.) just uh (0.7) uh: how to: chased them ? () and they locked théem ? (1.1) made
money from them . (0.6) so: (.) this story talks about a (.) a lady ? I forgot her name ? (0.5) and she wants
(0.5) to protect this gloria ? (.) and this is a very huge () huge gloria (0.9) like thousand pounds . (.)
really (.) very huge (.) I think it’s not real (.} it’s not true (0.6) how do you say that the word made by
machine ? (0.6) mechanical () yeah () and () it’s looks real so it’s lovely! (.) wow I loved that movie !
(.) and also you can (0.7) see his () Ais (0.6) face (0.9) uh: emotion (.) something like that he can (0.5)
uh response for yo- what you say to him ? (0.7) oh! I can’t find the right word for this . (.) but it’s so cute
you know? (.) And he (.) e (0.6) he knows who (.) treated him well ? who is (.) his animal ? oh no
enemy! Enemy right? (.) who wants to kill him and (0.7) oh! I7(0.7) how to say that ? (0.7) and also he
(-) he tried to: protect the (.) nice people (0.5) and because he’s huge sometimes 2m // (> 0.5) he can ()
he can do that (.) he can (.) oh () finally (.) finally he caught a: (> 0.5) very nice place (> 0.5) and they
got some money from the: (> 0.5) from the some organization (.) and they they (.) how do you say ? (> 0.5)
they build they build a nice () garden for him (> 0.5) yeah () like in the nature (.) he can live there (.)
freedom and nobody: like uh want (.) can nobody can (> 0.5) atta- attack ! attacked him (> 0.5) I’s it’s it’s
very good movie! I love that! '

Total ime: 2m45s52 (120s)
Number of words (up to 2m): 226/220

Subject 9: I

1. Picture Description

I see uh: a picture: (.) that is uh divided into two halves . (0.7) uh (.) the left hand () uh side (1.1) uh
shows an (.) Egyptian uhm temple: () with a: (2.) very big uh (0.9) symbol of an Egyptian god in the:
very center of the picture . (0.7) and uh the right handed side uh shows (.) uh a flying astronaut in the sky .
(1.1) uh () the connection of the two: halves (.) uh is given uh through that the two: (0.7) uh figures the
Egyptian god and uh the astronaut (.) are in the: uh (1.1) very front and splitted in two halves . () as as if
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each (.) as if they were one person (0.8) but still the two different sides give a very different impression and
a different mood . (.) uh and uh give the the: uhm (1.8) the impression of really two very different pictures
that are just () thrown together (1.) uh the (0.5) the left hand side ? of the Egyptian uh temple () uh ()
sh:ows this very big uh god sh- uh from (.) the top to: the: (0.8) uh basic of uh the picture: (.) and uhm
(0.6) on the left hand side ? shows uh a row o:f uhm (.) columns uh of uh six columns (0.6) that uh lead to
the end (.) uh there’s no move on or uh the temple ? you can look into the: uh () kind of uh: very bright ?
sounding sky (0.6) right hand side oh is it finished ? .

Total time: 2m (120s)
No. of words: 184/180

I1. Narrative

Yesterday night uh (.) I saw uh (.) the film Gold Rush by uh Charles Chaplin . (0.5) and uh I saw that a
long time ago (.) uh but I couldn’t I could hardly (.) hardly remember it anymore . (0.8) you don’t know
the film 7 so uh (.) uh (.) the story of the film () is very easy (.) it’s uh basically is about this /i- fellow (.)
uh played by Charles Chaplin who goes out into the world (.) to uh make his money to make a fortune and
uh to: uh: () get uh the woman uh that he loves . (0.7) so uh the story is very simple and there is a a
happy end (.) in that story as well . (0.8) but uhm (1.9) yeah (0.7) first of all in that (.) uh whole uh
story the language is.not important at all . (.) like in all Chaplin films (0.6) uh it’s more this kind of basiz
(.) ub playing he’s doing . (2.3) and uhm (0.5) I liked it especially (.) uh because of uh the (.) I liked it
especially because of uh (0.7) the: uh possibility of Chaplin to express (.) really basic skills (.) and basic
feelings (0.6) of all people in a very inter-national (.) language . (0.9) so uh I always feel very touched
when [ see him (0.8) uhm emotionally: (0.9) uh and uh he touches me (.) especially that (.) he can be
so: uh show so opposite so different things in on in in in one scene . (.) so he can be uh poor and rich (.) at
the same time and uh uh especially use a lot to be weak (2m) and clever both in one () and so that I find
really uh amazing (0.5) the way how he can express his uhm () normal and usual daily life uh (0.5)
contro-versial uh things but he can put it uh into one situation into uh: one person and I find that amazing
(0.5) uhm: (0.5) also I think (.) although the film uh emotionally uh touches you straight away (.) it
gives you the: uh opportunity uh in uh lots of situation (0.5) to think about (0.5) uh your own life and
about uh the own kind of basic uh situations you are in (.) at the moment and the kind of handling and
feeling uh that you are doing for those (.)so he gives you a good opportunity to: think about yourself and
about your own life (.) for example what uh makes uh: uh: it uh: (.) what makes it uh: (0.5) strong or
weak (0.5) and uh what kind of which kind of strength do you yourself need to keep your own life in a
balance and uhm (.) yeah (.) what is really important for you personally and uh whom do you really love
and this kind of basic really basic questions in your own life (.) so: (0.5) I think uh there are different kinds
of uhm levels that are touched by this film () it’s not only the emotional uh: uhm: () skills () and uh
ways you can see the film you can also uh take it very intellectually: (0.5) and uh think about different
things in uh a way and uh (.) yeah use it as an opportunity to uh go forward yourself .

Total ime: 3m5429 (120s)
No. of words (up to 2 m): 211/206

Subject 10: PA
1. Picture description

Well (.) the picture () is divided () into two half . (0.6) one of them shows (.) uh: half of an old
sculpture (.) of a king of a pharaoh (0.6) in: Egypt . (1.1) the second complementary half (0.6) shows an
astronaut (.) in: the space . (2.8) in my: opinion (.) the idea (.) that uh the picture #i- tries to to show (0.6)
uh: the message that the picture tries to give (0.6) us . (0.5) is of the evolution ? of uh: mankind () since
the ancient times to our days (4.1) and uh: () trying to: (0.6) fo show uh: the technology: (1.) uh:
employed (.) in our days and the relation () with uh: () with the old times () when the: those this
‘technology were uh was not available at all . (1.2) and even though () the man uh: kind (.) was able to:
(0.5) to evoluted s- (0.7) from that time until now . () that's ok.
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Total time: Im08s99 (69s)
- No of words: 118/114

II.Narrative

Well (.) I J will talk about a @ movie (.) actually uh: (.) one that I saw last week (0.7) uh: on the tv. (0.7)
it was a series (0.6) and uh: () it uh: (0.7) ir was about the war (.) between Israel () and the Arabs (1.1)
and uh: it was divided into () two sessions . (.) the first one was on Sunday ? (1.58) and uh: three hours
uhm in the evening ? () an:d the second part (.) was on Monday (.) also three hours (.) without any break .
(1.1) for both of them . (1.3) an:d uh: (.) what was interesting ? (0.5) was that they they show (0.6)
uh: the history (.) of uh: the relationship (0.8) uh: of Israel ? (.) with all the surrounding countries ? (0.9)
an:d since the (.) the war in nineteen sixty seven (0.5) with the the war between uh Israel () and the
Palestinians ? (0.7) when the: (0.6) Israel won and uh: (0.6) and took some uh: (0.5) lands of- from Egypt ?
(0.7) and the Sinai ? () and also from: the: the: (0.7) the: wills (hills) of uh: Jordan ? (1.2) and uh: it it
showed (.) images of the war at that time ? of uh: (.) of all this period of time different wars not wonly
(only) one but different wars . (0.5) and also ? we: we heard the testimony (.) of different people (.) involved
(-) in different ways (.) in that war (0.7) in those wars (.) and uh: we had opportunity (.) to: fo hear (0.7)
uh: andto see the images and and hear the deposition (.) of people ? that -e were involved () uh: like uh
presidents (.) of the United States giving their own deposition ? (.) about what uh how was the: (.) how
were the negotiations ? at that time uh: in the different periods o- of the war ? how do they (.) did they act ?
(-} in order to: fo solve the conflicts ? (.) and uh: 2m also people from different nationalities (.) that were
involved in different countries ? (.) and how do they: try to solve the: the the questions the probems uh: of
uh: mainly related to to Isra- Israel (0.5) and uh: (0.5) uh: also uh: about uh: uh th- k- uh: the king
Hussein ? uh: from from Jordan (0.5) he: he: (0.5) he had a very strategic uh: (0.5) participation in those
events (.) and he talked about uh: () what what uh: (.) what was exactly his participation how how did
Jordan saw (.) uh: the conflict at that time () and uh: also uh: we had image from Egypt ? (.) and Iraq (.)
and uh: () another part that called my attention was the: (0.5) uh: (0.5) the creation ? of uh the: (.) PRO
(0.3) how u: the organization was uh: organized and created (0.5) uh: at the beginning of this period of time.
That's ok.

3m22s74 (120s)
Total number of words (up to 2m): 245/230

Subject 11: AL
I. Picture Description:

Uh this picture (0.9) is from uh history channel (0.5) and (1.5) it represents (.) uh () two steps of the
human (1.4) race . (0.9) uh () its represents (2.) by the: (2.8) uhm (2.1) ke placement (0.5) of (0.5)
a egi- Egyptian (egypchian) egyptian (0.6) egyptian sculpture . (1.1) uh m- I think it's a (0.9) kind of a
god (0.8) an-uh half of it and on the other half () we have uhm astronaut on a (.) astronaut suit (0.6) uhm
(2.5) inspace . (0.9) and uhm (1.3) as I said it's the other part () of the sculpture () so we have the
representation of (0.6) uhm (2.5) of the human race (.) I / mean four sundr- four thousand years uh (1.8)
ago . and uh: the human race kind of representation nowadays . (0.5) uh: (0.9) and it seems to fo fo say
that () in the past (.) the world was uh (0.8) represented by (1.8) the (1.1) uh: (1.7) Egypt? (0.9) Of
Egypt 7 (2.4) and nowadays () it's uh represented the human race is represented by the () the domination of
the United States . (0.8) because you'll see that the astronaut’s from the United States () and the TV
channel is from the United States (1.5) uhm (2.1) ok that'sit.

Total ime: 1m48s17 (108,17s)
No. of words: 151/142

II. Narrative:
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OK (.) the film (.) I will describe is called (.) the thi:n red line . (.) and (.) unfortunately I 4- I did not like it
(0.5) at all because uh I couldn't () couldn’t understand what (1.3) the actors uh were saying . (1.) and
(0.5) uh (.) so: I 77 just tried to figure (.) out what was happening (.) and what were they saying (0.7) and
what was it all about . (0.9) I think uh well (1.5) it's about ? the film is about (.) uh: (1.1) the American
(0.5) uh occupation (.) during the second (1.5) world (.) war (0.9) and uh in the south Pacific (.) and it's
about the (0.9) - the reasons (1.) of of this I guess so: the reasons uh: (0.5) for young so/- soldiers (.) to
be fighting that war (0.5) uh away from home (0.5) away from the persons o- o- of the people they the-
they loved . () and (2.7) and the reasons (.) to be (.) fighting that war (0.9) so the:y uh: th- the film? Uh:
describes (1.) this kind of thinking uhm (.) what did they uh think ? and uh what did they feel ? () their
fears and (0.8) uh: (2.) what was on their mind () and (. ) uhm (.) the t#e film uh (1.3) also shows uhm
'(0.5) the problems concerning the: uhm (1.8) the orders (.) that (0.7) the soldiers in the front uhm (0.8)
had to follow . (1.1) but these orders uh: were from (1.8) uh superiors which were not (.) in the right in
the front as they were 2m so: (0.5) they ordered things that (.) they were not able to: (0.5) uh accomplish (.)
this kind of drama (0.5) and situation .

Total time: 2m10s23 (120s)
No. of words (up to 2 m): 189 /180

Subject 12: KB
1. Description

Uhm (.) at the: right side of the picture (.) on right side of the picture (.) there is a: (0.7) spaceman ? (1.5)
who is flying (0.6) in the space (.) in (0.6) space clothes . (1.2) and (0.6) in left side (0.7) there is a (0.6)
huge (1.3) uh: picture (0.6) of (0.8) Asian king ? maybe (1.1) uh (.) and yeah (.) just a half (1.1) half of
their body (0.6) and (.) yeah the: (1.3) their bodies are (.) matching (0.7) as a one person (.) uh like one
person. (1.0) and (1.5) uhm (0.9) yeah (2.3) uh in in this picture: (2.) uh (.) the (1.3) maybe the person
who: (.) took the picture uh make the picture wanted to: () made the picture wanted to: make wan- wanted
to: (0.6) give some message about (0.8) uh (.) message that there was a (0.5) high-ly () developed (1.)
culture (1.) on the earth in ancient time (1.2) maybe before (1.8) uh maybe (0.8) three (.) three thousand
years ago ? in my knowledge maybe and (1.) uhm so: (2.1) yeah I guess that’s it . I don’t have any (.)
other ideas with that () but (0.7) yeah (1.2) I think this #his (.) picture is (.) kind of sterile for me () uh (.)
and (.) Ok

Total time: 1m43s36 (103,365s)
No. of words: 150/145

II Narrative

" I like the movie (.) Love Affair (2.0) yeah (1.8) which is starred (.) uh starring uh starred by ? I don’t
know this grammar . (.) starred by Warren Beatty and Annete Benning uh: (0.7) and maybe there was a
classic movie which (1.) had the sa: me title but (1.) yeah () the same story uh: (0.6) but I like (.) this
movie Love Affair very much . () so () I watched it over and over maybe over (.) ten times ? uh (0.6) I
love the movie ! uh (0.9) and is is a love story (.) uh (0.7) uhm yeah two: rwo persons (.) yeah a man and
woman (0.7) and @ woman me- met on the plane (0.6) uh meet on the plane (.) an:d (1.0) the boo- the man
is a plavbov actually and (1.1) the woman is (.) just ordinary person but (0.7) each of them has ha- has
(1.3) a fiancé (0.5) and (.) but they felt (1.1) love to each other (.) felt in love with to each other (.) and
(2.1) so maybe the title is affair but () Idon’t like the title but (.) the story is really beautiful uhm and (0.6)
but as they have (.) fiance (1.2) uhm (.) so they just (1.1) come to meet (1.2) on top of the empire state
building (.) with three months later . (0.7) after they: (1.) yeah (.) make some decisions during the period
. (1.6) uh and () yeah they (.) of course the man the g- the wo the man (0.7) goes to empire state building
on the day (0.6) and a woman (.) and the woman (1.1) yeah goes to empire state building too . but (0.8)
suddenly (1.2) uh () she got she get traffic accident so: (1.5) 2m she couldn’t go (.) she can’t go she: ()
cannot go to: (.) yeah (.) to him (.) on the empire state building (0.5) an:d but (0.5) he didn’t know why (.)
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she (0.5) doesn’t come () so: ju- she he was waiting (.) but (0.5) she did- she doesn’t show up (.) so:
(0.5) he give up gives up and (0.5) go back to: (0.5) his: () yeah () life (0.5) but () in Christmas season
(.) in (0.5) yeah in Christmas season (0.5) the two of (.) uh (0.5) each of them (.) goes to: (0.5) a kind of
Christmas concert ? (0.5) of Ray Charles (.) Ra- Ray Charles the singer (0.5) I like him very much (0.5)
uh and (0.5) suddenly (.) he (.) he sees the (.) woman (.) who is (.) sitting on (0.5) on chair with () yeah (.)
former fiancé (0.5) her former fiancé (-) and (0.5) of course he was he is surprised (0.5) and but () just -
(.) go () go over (.) goes over (.) without (.) saying anything and (0.5) on Christmas day (0.5) he: .uh (.)
but you know .7 uh yes I didn’t tell this one (0.5) uh (.) because of the accident she: she became (0.5) she
become (0.5) uh a handicapped person ? with leg so (.) she can’t walk and (0.5) so that’s why she can not
meet him (.) and but he doesn’t know that (.) anyway (.) on Christmas day she was (.) sitting (.) on the sofa
(0.5) alone (.) reading books (0.5) but she suddenly (0.5) hears the sounds of knocking and (0.5) there
was a man uh (0.5) there was the man (.) yeah () at the first time they (.) they met (0.5) they visit (.)
visited (0.5) yeah (.) his aunt in Tahiti (.) island (0.5) yeah (.) that’s why she (.) fell in love with him (0.5)
yeah (.) I cannot explain well about this but I think you’d better. watch it (.) and (0.5) just (.) he: painted a
picture for her (.) uh (0.5) an- and the present (0.5) was a scarf (.) re- red beautiful scarf (0.5) and uh uh
she was moved (.) by the present (0.5) and she knows that his aunt was there (.) uh (.) and (0.5) and yeah
(0.5) he painted a picture for her but () (0.5) when the uh and but he: (.) throw it away when uh in the
empire state building (0.5) but (.) she () by accident ? she: yeah () found the picture (0.5) was in uh in the
hotel uh in in a hotel and (0.5) he uh she (0.5) yeah (0.5) bought it from hotel (0.5) and () an: d (.) h- sh
uh she: (0.5) she : han- hang it on the wall (0.5) in the room (.) but he didn’t see it yet he doesn’t see it
yet because they’re in living room (.) an: d (0.5) of course he heard he: heard that (.) some woman (0.5)
some hand- handicapped woman (.) buy bought a picture from hotel and (0.5) just sh- uh he he felt like it
was just a handicapped person who: (0.5) has not (.) ha- who has no relationship with him so (0.5) he
doesn’t () doubt anything (.) about it (.) but (0.5) suddenly he he knew that he knows that she (0.5)
doesn’t move at all (0.5) on the sofa (.) so (.) uhm (0.5) so he thou — he (.) thought (.) maybe and he try to
(.) find (.) a picture (.) of in the house and (.) he (.) yeah (0.5) when he (.) open the door (0.5) there was a
(-) picture of his own so (0.5) (.) he knew that (.) it was her (.) who bought the picture and (0.5) an:d realize
that (.) he was he’d became handicapped person (0.5) so: (.) yeah (.) this is the end (.) they kiss in the end
it’s a happy end . :

Total time: 6m47s76 (120s)
No. of words: 226/217

Subject 13: AK
I. Picture description

Well (.) what [ see in this picture () uhm is about the: () history channel . () whm (1.1) it’s write in
here (.) uh th- that the history channel is the official network of every millenium . (0.6) and for e- me ? it
means that () it covers everything that (1.50 happen (.) is happen (0.8) is (0.7) is happenning since the:
(1.5) since the: (0.8) the past until nowadays (1.0) and this pic- an:d the picture (0.7) we can see the:
(1.3) some things (0.5) I think it’s (.) from Egypt ? (0.8) it looks like the esfinge but it’s not the esfinge I
know that . (0.5) maybe it’s the (.) coliseum in Az- Athens I don’t know (.) and - the page is divided (0.6)
with this (0.6) with this picture (.) and the other part of the page we have the an astronaut in the space .
(0.9) which means the: how men are progressing (.) in technology during this millenium . (0.5) and this
channel use to talk about evervthing (0.9). they they gave us the: (1.0) the email address (0.9) so you y-
you can see: (1.2) uhm: (.) many: news about this channel in the internet if you: () if you prefer (0.8) use
the intermet . () and [ think it’s very very interesting ? because I (.) personally (.) I love history (.) and we
can learn a lot about the men (.) the past and also what we the men are planning for our furure (1.3) like go
to the Mars (1.8) and the: (1.1) 1(0.7) [ really enjoyed the picture I thinkit’s a good ad
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1 saw a movie ? last week that I (0.5) and I really enjoyed the movie (0.6) the: the name is () was (0.9)
uhm at first sight (1.1) and it’s a story of a man (0.7) first it’s i¢’s a true story . () andit’s a story of a man
(.) that worked at a: spa () I don’t know (0.6) the word in English for this one as a: (0.6) uhm (0.9) his
job was massage (.) making massage (.) and the: (.) so he met a girl a woman (0.8) and they fall (.} in love
(.) with each other (.) and she tried to help him to: (0.9) fo: (0.5) fo see again (1.2) uhm (1.0) so he: uhm
(-) they move to New York (.) to try to find a: (0.8) a cure for (.) his problem . (1.) and: (1.7) I thought it
was very: uhm (0.8) good movie because (.) they (1.1) they (0.8) it shows us uh (1.1) how the woman
(1.3) helped him (.) because at first (0.3) uhm (1.5) uh it wasn’t uh () it was very difficult for him
because he () ke lost her sigh- his sight () uh when he was a child . (0.5) so when he started to see again
(.) he didn’t know what what was a a: can of coke . (0.9) he had to learn everything again (0.8) and sh:
(.) she /elp- she helped him a lot (0.5) but then (0.5) ubm he lost his sight again (0.8) and the (0.8) it was
very sad (.) part of the story (0.5) and the end I’'m not tell you (.) because you should see this movie (.)
because [ really enjoyed and I think you will enjoy it too .

Total time: Im33s03 (113s)
No. of words: 227/216



APPENDIX D
INSTRUCTIONS TO SUBJECTS

L Speaking Span Test
Dear student,

Read these instructions carefully. They are about the task you will be asked to perform now. Ask as many
questions as necessary! .

The task you will perform now is a memory test. You will see sets of words on the screen. Each word in a
set will appear alone on the middle line of the screen. The word will remain on the screen for one second
‘only and then it will disappear from the screen. Ten milliseconds later, the next word of the set will appear.
The sets begin with 2 words. Then a blank screen will be shown and you will have to produce two
sentences: one containing the first word you saw and the other containing the second word you saw on the
screen. You have to produce the sentences orally. When you finish producing the sentences, I will press
“enter” and then a set with three words will be shown. Again. it will be one word at a time. For example, in
a set with “book, child, cat”, you will first see “book”, then “child”, then “cat”. Then you will see a blank
screen. Again, you will have to produce, orally, a sentence containing the word “book”, another sentence
containing the word “child”, and, finally, a sentence containing the word “cat”. When you are done, a set
with four words will appear. Then, a set with five words will be shown. The last set has six words and vou
will have to produce six sentences, one sentence for each word in the set. Then, we will go back to two
"words again, then three, four, five, and six words. After that. we will go through the last sets of two, three,
four, five, and six words. It is important to concentrate on and pay attention to these words because they
will be shown for one second, only. The words are not related, so do not try to combine the sentences. It is
not necessary. You must use the word in its exact order of presentation and in its form of presentation.
Thus, in the example above, your first sentence has to contain the word “book™ because that was the first
word in the set, and it must be used in exactly the same way it appears. Your last sentence must contain the
word “cat” since that was the last word in the set. You can produce both long and short sentences, but they
must make sense on their own and should contain at least a subject and a verb and, of course, the word you
are making the sentence for. You will first go through a practice trial. You can rehearse as many times as
necessary. We will begin the test only when you decide you are comfortable enough.

IL. Operation-word span test

The second task you will perform is another memory test. In this test, you will see sets of a math operation
followed by a word, in English, on the middle line of the screen. You have to analyze the operation, decide
if the result shown on the screen is True or False and mermorize the word next to the operation. If the result
is true, then press the letter “T” on the keyboard. If the result is false, then press the letter “F” on the
keyboard. As soon as you press any of these letters, the operation and the word will disappear and another
pair of operation-word will be immediately shown on the screen. Unlike the first task. there is no time
pressure on this one, but you must remember that the operation and the word will be gone as soon-as you

“press “T” or “F”. Again, the sets will begin with 2 pairs of operation-word, one pair shown at a time. When
you hear a beep and see a blank screen, you have to recall the words accompanying the operations. For
example, in the following set of two pairs, you will first see:

6X3=18 BOOK
Then, you will decide if the answer is true or false, memorize the word “book”, and press “T” or “F”. As

soon as you press any of these letters, the next pair will be shown:

2/2=1CHILD
After deciding if the result of the operation is true or false and memorizing thé word, you will hear a beep
and see a blank screen. This will signal that you have to recall the words “book” and “child”, in their exact
order and form of presentation. Sets will increase from two to 6 pairs of operation-word, but this time, we
can not predict the order in which they will be presented. For example, you may see a set of two pairs, then
a set of 6 pairs, then one of 3 pairs, and so on. Like in the first task, you will be presented with three sets of
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two pairs, three of three pairs, three of four, three of five, and three of six. However, their order will be
randomized. Again, you will go through a practice trial. You can practice as much as necessary and we will
begin the test only when you decide you are comfortable enough.

IIL Picture description task

The two tasks you will perform now aim at eliciting your oral production in English. The first task is a
picture description task. You will be shown a picture and will have to describe the picture and make
comments about it. Try to describe the picture as if I had not seen it. Besides describing the picture, you
also have to give your opinion about the message the picture carries, if any. Try to speak as much as
possible about the picture. You have to say as much as possible in two minutes. Before speaking, you can
plan what to say and check any vocabulary difficulties you have. You can also write down any words and
sentences you might want to use. You can check your notes quickly while speaking, but you can not speak
as if you were reading them. The task will begin when you signal you are ready. Please, remember that you
have 10 say as much as possible in two minutes. A stopwatch will be used to signal the beginning and end
of the time allotted. '

IV. Narrative task

This is the second task aimed at eliciting your oral production in English. Now, I want you to retell the
story of a movie you have seen which you have liked or disliked. Besides retelling the story, you also have
to state why you liked (or not) the movie. There are no time constraints on this task. but you should try to
give as much information as possible. Again, you can plan what to say and check any vocabulary
-difficulties you have. You can also write down any words and sentences you might want to use. You can
check your notes quickly while speaking, but you can not speak as if you were reading them. The task will
begin when you signal you are ready.



APPENDIX E
RECRUITMENT SCRIPT

Dear

This is an invitation to participate in my research! My name is Mailce Mota and I am from Brazil. 1 am
writing a Ph.D. dissertation about oral fluency in English and would like to invite you to participate in my
study. Your teacher, Patricia Maguire, who teaches speaking to you at the Minnesota English Center, gave
me your name. I am inviting every student in your class, since all of you have the profile of the students I

need — advanced students!

If you accept to participate in my study, we will need to meet 2 TIMES, for approximately 1 HOUR each
time, during the quarter: the first time will be next week and the second and last time will be before your
final exams. In each meeting, 1 will ask you to perform speaking tasks --such as describing a picture and
telling a story-- and memory tasks.

Unfortunately, I can not pay you to participate in my study. But if you accept to help me, you will learn
why speaking fluently in English is sometimes so hard! You will also help me to find out how to help other

students learning English!
If you accept‘to participate, we’ll need to meet next week for the first session. I will meet each of you
individually, at 128 Klaeber Court. We can meet from Monday to Friday, from 1 p.m. to 4 p.m. As I said,

you’ll need to stay with me for 1 hour in this first session. If you can’t come at any of these times, please let
me know what good time for you would be. I’ll be glad to arrange our meeting at you convenience.

Please email me and tell me:

a) If you accept to participate in the study,

b) The day of the week and the time you can meet me.

¢) A phone number where I can contact you to remind you of our meeting
If you have ANY questions, please email me or call me at 612-617-0424.

I look fofward to hearing from you. Thank you for your time and attention.

Mailce Mota
motax001@tc.umn.edu


mailto:l@tc.umn.edu
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Appendix F
Consent Form

CONSENT FORM

Title of study: Working memory capacity and L2 speech production

You are invited to be in a research study of the development of L2 speech production and working
memory capacity. You were selected as a possible participant because you are an ESL student at the
intermediate level and are in the process of developing your speech production in English. We ask you to
read this form and ask any questions you may have before agreeing to be in the study.

s
This study is being conducted by Mailce Borges Mota (doctoral candidate in linguistics) under the
supervision of Dr. Andrew Cohen, and the Federal University of Santa Catarina, Brazil, in conjunction
with the University of Minnesota.

Background informat_ion:

The purpose of this study is to examine the relationship between working mémory capacity and L2 speech
production across time.

Procedures:

If you agree to be in this study, we would ask you to do the following things: (1) Perform memory tasks on
a computer, (2) describe a picture and tell a story, and (3) answer 3 questionnaires. You will have to
perform these tasks on two occasions: at the beginning and the end of the term. All three tasks will be
performed in one session of approximately 1 hour, on both occasions.

Risks and benefits of being in the study:

There are no risks of being in the study. The benefits to participation, on the other hand, include your
knowing and understanding better how your speech production and memory performance increase.

Confidentiality:

The records of this study will be kept private. In any sort of report we might publish, we will not include
any information that will make it possible to identify a subject. Research records and tape recordings will
be kept in a locked file. Only the principal investigator and the advisor of this study will have access to the
records. The records will be erased in August 1999, when this study will be finished.

Voluntary nature of the study:

Your decision whether or not to participate will not affect your current or future relations with the
University. If you decide to participate, you are free to withdraw at any time without affecting those
relationships.

Contacts and questions:




The researchers conducting this study are Mailce Borges Mota (student researcher) and Dr. Andrew D.
Cohen (advisor). You may ask any questions you have now. If you have questions later, you may contact
Mailce B. Mota at 612-378-1761 or Dr. Andrew Cohen at 130 Klaeber Court, 320 16th Ave SE,

Minneapolis, MN 55455. Phone: 612-624-3806.

You will be given a copy of this form to keep for your records.

Statement of Consent:

I have read the above information. I have asked questions and have received answers. I consent to
participate in the study.

Signature ' Date

Signature of Investigator Date




Appendix G
Biographical Information/Personal data

BIOGRAPHICAL INFORMATION/PERSONAL DATA

CONFIDENTIAL
1. Name:
(Last) _ (First)
2. Email: Tele:
3. Dominant language: ' Country of origin:

4. Other languages;

5. Age: ' 6.Gender:  Female ( ) Male ( )

7. Occupation:

8. Education (check highest level):
()Secondary  ()Jr. College ()BA/BS (O OMA/MS ()Law ()Doctorate

9. How long have you been in the US (in months and years)?

10. How long will you stay after the Winter Quarter is over?

11. How long have you been studying English (in years)?

12. Besides this course in speaking skills, what other English courses are you taking or have
. taken? ‘

Thank you for your interest in this research project!
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APPENDIX I - STRATEGY USE QUESTIONNAIRE

Subject:

Directions: Below you have a number of questions assessing the strategies you use to improve your speaking skills in
English. Please answer these questions, checking ONE answer for each.

PART I - General
1-Do you speak your dominant language out of class?
() Very often () Often () Sometimes () Rarely () Never
2-Do you speak English with other nonnative students out of class?
() Very often () Often () Sometimes () Rarely () Never
3-Do you speak English with native speakers out of class?
() Very often () Often () Sometimes (O Rarely - () Never
4-Do you look for opportunities to speak English out of class?
() Very often () Often () Sometimes 0 Rarely () Never

- 3-Do you read (newspapers, magazines, books, brochures, pamphiets) with the primary
objective of learning new words and structures.in English?

() Very often () Often () Sometimes ORarely - () Never

6-Do you make an effort to use these new words and structures when you are speaking in
English? ' '
0 Very often - () Often () Sometimes O Rarely () Never

7-When listening to native speakers, do you observe the ways they express themselves (e.g. how they pause and hesitate, the
vocabulary they use, their pronunciation and intonation)?

() Very often () Often () Sometimes 0 Rarely () Never
8-Do you make an effort to use these ways? |
" () Very often "~ (O Often () Sometimes O Rarely (O Never

9-Do you watch TV or listen to the radio with the primary purpose of learning new words and structures to use when
speaking? )

(O Veryoften . () Often () Sometimes O Rarely (O Never
10-Do you make an effort to uée these words and structures learned from TV or radio when you are speaking?‘
() Very often () Often () Sometimes (O Rarely () Never
11-Do you practice reading aloud to improve ydur pronunciation?
() Very often () Often () Sometimes () Rarely () Never

12-Do you repeat words or phrases to yourself to improve your pronunciation?
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O Very often () Often () Sometimes () Rarely O Never

13-Do you watch TV/movies or listen to the radio/recordings with the primary purpose of improving your pronunciation and
intonation? . ‘
() Very often () Often () Sometimes O Rarely () Never

14-Do you think in English while working and/or studying?
() Very often () Often () Sometimes () Rarely (O Never
15-Do you speak to yourself in English, either silently or aloud?

() Very often- ~ (O Often () Sometimes ( Rarely () Never

Part II-Planning
1-Before starting a conversation, do you have an overall mental plan of what to say?
() Very often () Often () Sdmetimes O Rarely () Never
2-If you plan what to say do you' translate all from your native language into English?
0O Very often () Often () Sometimes O Rarely () Never
3-If you plan what to say do you translate specific words from your native language into English?

() Very often () Often () Sometimes () Rarely () Never
4-Do you write down full sentences or key words before speaking?

0 Very often () Often () Sometimes 0 Rarely (O Never
5-Do you practice silehtly what you will say before speaking?

()_ Very often () Often () Sometimes ( Rarely ' () Never
6-Do you practice pronunciation of specific words before speakihg?

() Very often () Often () Sometimes () Rarely - () Never
'}-Do you try to predict any difficulties you might have?

() Very often () Often () Sometimes O Rarely () Never
8-Do you try to predict what the other person will say?

() Very often () Often () Sometimes A () Rarely () Never
Part IIX-Monitoring

1-When vou are speaking in English do you pay attention to your grammar?

(O Very then () Often () Sometirhes _ () Rarely ~() Never
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2-Do you try to correct your grammar as you speak?
() Very often () Often () Sometimes (O Rarely R () Never
3-When you are speaking in Eﬁgﬁsh do you pay attention to your pronunciation?
() Very often () Often () Sometimes O Rarely | () Never
4-Do you try to cofrect ydur pronunciation as you speak?
() Very often O Often () Sometimes () Rarely () Never
5-When you are speaking and can’t remember a word, do you make it up?
() Very often ~ - Often () Sometimes QRarely = 0O Never
6-When you are speaking and can’t remember a word, do you substitute it with another word or phrase in English you know?
() Very often () Often () Sometimes 0 Rarely () Never

7-When you are speaking and can’t remember a word, do you use gestures?

() Very often () Often () Sometimes O Rarely () Never
Thank you!

Strategy Use Questionnaire — Speech production task 1: description of picture

Subject:_

Directions: The objective of this questionnaire is to assess the strategies you used when performing the picture description
task. Rate on a scale of 1 to 5 the extent to which you used each strategy below.

1= not at all 2=a little bit 3=part of the time 4=3 lot S=extensively

Planning

[}

1-Before starting to describe and comment on the pictures, I had an overall plan of what I would say.

1=not at all 2=a little bit 3=part of the time 4=3 lot | S=extensively
O O ) @ O 0
2-When planning, I translated all from my native language.
1=not at all 2=a little bit 3=part of the time 4=a ]ot S=extensively
O O O O O
3-When planning, I translated only some specific words from my native language.
1=not at all 2=a little bit 3=part of the time 4=a lot S=extensively

O O O O O N

4-I planned what to say in English. only.



1= not at all 2= little bit 3=part of the time 4=a lot S=extensively
O O @) O @)
5-1 wrote what I would say in full sentences before describing the pictures.
1= not at all . 2=a little bit 3=part of the time 4=a lot S=extensively
O _ @) @) O )
6-1 wrote key vocabulary words I wanted/needed to use.
~1=not at all =a little bit 3=part of the time =a lot 5=extensively
O O @) (ORE 0)
7-1 practiced everything I would say silently before I started describing and commenting on the pictures.
1= not at all 2=a little bit 3=part of the time 4=2a lot 5=extensively
0O 0) O O O

8-I practiced the pronunciation of specific words before I began speaking.

1=not at all 2=a little bit 3=part of the time "~ 4=alot S5=extensively
0 O O @) O

9-I tried to predict any difficulties I might have.

I=not at all - 2=a little bit 3=part of the time 4=a lot 5=extensively
O O @) @) O
10-I didn’t do any special preparation.
I=not at all 2=a little bit 3=part of the time =a lot 5=extensiVely
O O O O Q)

Part II - Monitoring

1-I paid attention to my grammar as I was speaking.

1= not at all =3 little bit 3=part of the time =a lot’ 5=extensively
0 @) @) O O
2-I tried to correct my grammar as I was speaking. |
1= not at all 2=a little bit 3=part of the time 4=3 lot : S=extensively
O O 0 0 O
3-1 paid attention to my pronunciation.
I=notatall - 2=3 little bit 3=part of the time 4=a lot S=extensively
O O O , O 0
4-] tried to correct my pronunciation as I was speaking.
1=not at all 2=a little bit 3=part of the time 4=a lot S=extensively
@) 0 O O O

5-When I couldn’t remember a word, I substituted it with another word or phrase I know.

1= not at all 2=a little bit 3=part of the time =a Jot 5=extensively

268



O O 0 O
6-When I couldn’t remember a word, I made up a word_
I=not at all 2=a little bit 3=part of thetime @ 4=alot
O O O 0

7-When I couldn’t remember a word, I just skipped that part of the description.

I=notatall - © 2=alittle bit 3=part of the time 4=a lot
O O O O
8-I tried to stick to my initial plan of what to say. - :
1=not at all | 2=alittle bit = 3=part of the time  4=alot
ON O -0 O

9-1 altered my plan as I was speaking.

O

S=extensively

O

S=extensively

O

S=extensively

O

S=extensively

O

S=extensively

1= not at all 2=a little bit 3=part of the time 4=a lot
O O @ O
10-1 didn’t pay much attention to how I was speaking. I concentrated on what I was saying.
1= not at all 2=a little bit 3=part of the time 4=alot
@) @ O O

Thank you!

O
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Strategy questionnaire — Speech production task 2: narrative

Subject: ’ -

Directions: The objective of this questionnaire is to assess the strategies you used when performing the narrative task. Rate
on a scale of I to 5 the extent to which you used each strategy below.

1= not at all 2=a little bit 3=part of the time 4=3 lot S=extensively
Planning
1-Before starting to narrate, I had an overall plan of what I would say.

1=not at all 2= little bit 3=part of the time 4=a lot S5=extensively
(O O 0 O : @)

2-When planning, I translated all from my native language.

1=not at all 2=a little bit 3=part of the time 4=a lot 5=extensively
0 O 0 0 O

3-When planning, I translated only some specific words from my dominant language.

1=not at all 2=a little bit 3=part of the time 4=a lot 5=extensively
O @) O O O

4-] planned what to say in English, only.

1=not at all =a little bit 3=part of the time 4=a lot 5=extensiv'ely
O ' O O Q) O

5-1 wrote what I would say in full sentences before start narrating.

1= not at all 2=a little bit 3=part of the time 4=3a lot S=extensively
O @) O O O

6-1 wrote key vocabulary words I wanted/needed to use.

1=not at all 2=a little bit 3=part of the ime 4=a ot S5=extensively
O O O O O

7-1 practiced everything I would say silently before I started narrating.
1=not at all 2=a little bit 3=part of the time 4=a ot 5=extensively
O O O O ()
8-I practiced the pronunciation of specific words before I began speaking.

1= not at all 2=a little bit 3=part of the time 4=a lot S5=extensively
O O O O @)

9-1 tried to predict any difficulties I might have.

I= not at all 2=a little bit 3=part of the time 4=a lot S5=extensively
O @) O 0 O



10-I didn’t do any special preparation.

1= not at all 2= little bit 3=part of the time 4=a lot
O O @) O

Part II - Monitoring
1-I paid attention to my grammar as I was speaking.

I= not at all 2=a little bit 3=part of the time 4=a lot
0 O O O

2-] tried to correct my grammar as I was speaking.

1= not at all - 2=a little bit 3=part of the time 4=a lot
S O O 0
3-1 paid attention to my pronunciation.
1=notatall 2=a little bit 3=part of the time 4=a lot
O B O 0) 0.

4-] tried to correct my pronunciation as I was speaking.

1= not at all 2=a little bit 3=part of the time 4=a lot
O O @) O
5-When I couldn’t remember a word, I substituted it with another word or phrase I know.
I= not at all 2=a little bit 3=part of the time 4=a lot
O ' O , O : O

6-When I couldn’t remember a word, I made up a word.

I=not atall - 2=a little bit 3=part of the time 4=a lot
O 9) O O

7-When I couldn’t remember a word, I just skipped that part of the narration.

1= not at all 2=a little bit 3=part of the time 4=a lot
O O O O

8-1 tried to stick to my initial plan of what to say.

1= not at all 2=a little bit 3=part of the time 4=alot
O O Q) O
9-1 altered my plan as I was speaking.
1=not at all 2=a little bit 3=part of the time 4=a lot
O O @) : 0

S=extensively

0

S=extensively

O

S5=extensively

O

S=extensively

0

5=extensively

O

S=extensively

O

S=extensively

0

S=extensively

0

S=extensively

O

S=extensively

O

10-1 didn’t péy much attention to how I was speaking. I concentrated on what I was saying.

<71



, p : 272
1= not at all =a little bit 3=part of the time 4=a lot 5=extensively

O 0 _ Q) O : O

.-

Thank you!




APPENDIX J - COMPLEXITY SCORES (raw)

Participant | Description | Narrative
1 4 6
2 1 5
3 4 2
4 3 3
3 2 9
6 3 13
7 10 8
8 7 15
9 7 10
10 9 16
11 7 18
12 10 9
13 16 17

APPENDIX K - LEXICAL DENSITY SCORES (raw) - Description

Participant Grammatical Items | Lexical Items Total Percentag
e
1 26.3 38 64.5 58.91
2 30 35.5 65 54.61
3 31 49 80 61.25
4 38.3 . 48 86.5 55.49
5 41.3 33.5 75 44.66
6 36 38 74 51.35
7 39 37.5 76.50 4901
8 54 51 105 48.57
9 51 58.5 109.5 53.42
10 38 36.5 74.5 48.99
11 42 39 81 48.14
12 47 47 94 50
13 72 62.5 1345 46.46
Narrative
Participant Grammatical Items | Lexical Items Total Percentage
1 25 28 53 52.83
2 29 50 79 63.29
3 23 33.5 58.5 57.26
4 40.05 44 84.5 52.07
5 37.5 36.5 74 49.32
6 40 42.5 82.5 51.51
7 45.5 36 81.5 44.17
8 67 67.5 134.5 50.18
9 60 71 131 54.19
10 91 66 157 42.03
11 58 51 109 47.78
12 545 64.5 119 54.20
13 68.5 62.5 131 47.70







Descriptives

Descriptive Statistics
. Std.

: N Minimum | Maximum Mean Deviation
SSTS 13 11.00 47.00 | 24.5385 10.8214
OWST 13 54.00 60.00 | 58.0769 1.7541
SRU 13 5491 | 117.32 | 82.7600 19.0602
SRP 13 52.46 111.42 | 79.0969 18.6067
SPPM 13 | 7.99 22.12 | 18.0500 45132
HPM 13 4.15 30.49 | 18.2438 8.4238
MLR ‘ 13 245 5.09 3.2331 6982
ACC100 13 1.55 19.44 9.6577 5.7554
SRU2 - 13 42.99 122.49 | 95.2177 22.5715
SRP2 13 38.49 114.99 | 91.4600 21.9250
SPPM2 13 6.99 22.05 | 15.5923 4.0864 |
HPM2 13 8.25 36.99 | 21.7969 7.6097
MLR2 13 1.70 476 3.5208 .8080
ACC1002 13 1.68 15.11 66200 | . 3.8445
REVLD1 13 44.66 61.25 | 51.6046 " 4.8814
REVLD2 13 42.03 6329 | 51.1946 5.5843
COMPPM 13 .59 8.57 3.8131 2.6160
COMPPM2 13 1.76 ©9.02 | 57246 2.5156
Valid N (listwise) 13
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Correlations

SSTS - SRU SRP MLR SPPM HPM
SSTS Pearson Correlation 1.000 .732™ 724" .706™ -.432 .203
Sig. (1-tailed) . .002 .003 .003 .070 .253
N 13 13 13 13 13 13
SRU Pearson Correlation 732* 1.000 .994™ .839" -.687*"" .539*
Sig. (1-tailed) .002 . .000 .000 .005 .029
N 13 13 13 13 13 13
SRP Pearson Correlation 724™ .994™ 1.000 .824™ -.693™ .523*.
Sig. (1-tailed) .003 .000 ) .000 .004 - .033
N 13 13 13 13 13 13
MLR Pearson Correlation .706™ .839™ .824™ 1.000 -.573" .213 .
Sig. (1-tailed) .003 .000 .000 . .020 .243 :
N 13 13 13 13 13 13
SPPM Pearson Correlation -.432 -.687" -.693" -573* 1.000 -.681™
Sig. (1-tailed) ' .070 .005 .004 .020 ) .005
N 13 13 13 13 13 13
HPM Pearson Correlation .203 .539* .523* .213 -.681*% 1.000
Sig. (1-tailed) 253 .029 .033 .243 .005 .
N 13 13 13 13 13 13
ACC100 Pearson Correlation -.536* -610* -.663™ -.519* .320 .080
Sig. (1-tailed) 029 .013 .007 .035 .143 .398
N 13 13 13 13 13 13
COMPPM Pearson Correlation 766" 795" 7991 719" -.509" .290
Sig. (1-tailed) .001 .001 .001 .003 .038 .168
N 13 13 13 13 13 13
REVLD1 Pearson Correiation -.578* -.570" -.602* -.604* .253 .148
Sig. (1-tailed) 018 .021 .015 .014 .202 .315
N 13 13 13 13 13 13
SRU2 Pearson Correlation .698™ .852™ .843™ 879 -.602* .463
Sig. (1-tailed) 004 .000 .000 .005 .015 .056
N : 13 13 13 13 13 13
SRP2 Pearson Correlation .681™ .848™ .846™1 B71* -.586* 436
Sig. (1-tailed) .005 .000 .000 .006 .018 .068
N 13 13 13 13 13 13
MLR2 Pearson Correlation 621" .680™ .686™ .616* -.434 .193
Sig. (1-tailed) .012 .005 .005 .013 .069 .264
N 13 13 13 13 13 13
SPPM2 Pearson Correlation -.224 -.297 -.319 -218 767" -.390
Sig. (1-tailed) . ©.231 .162 .144 237 .001 .094
N 13 13 13 13 13 13
HPM2 Pearson Correlation -.429 .589" .554* .413 - 757" 673"
Sig. (1-tailed) 072 .017 .025 .080 001 | .006
N 13 13 13 13 13 13
COMPPM2  Pearson Correlation 542~ .552* 579" .640™ -.395 -.236
: Sig. (1-tailed) ©.028 .025 .019 .009 .091 .219
N 13 13 13 13 13 13
REVLD2 Pearson Correlation -.395 -.553* -.563* -.524* .308 .035
Sig. (1-tailed) .091 .025 .023 .033 .153 .455
N 13 13 13 13 13 13
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Correlations

+

ACC100 | COMPPM | REVLD1 SRU2 SRP2 MLR2

SSTS Pearson Correlation -.536* .766™ -.578" .698™ .681™ 621~
Sig. (1-tailed) .029 .001 .019 .004 .005 .012-
N 13 13 13 13 13 13

SRU Pearson Correlation -.610* .795™ -.570" .852™ .848™ .680™
Sig. (1-tailed) .013 .001 .021 .000 .000 .005
N 13 13 13 13 13 13

SRP Pearson Correlation -.663™1 .799™1 -.602* .843" .846™ .686™
Sig. (1-tailed) .007 .001 015 .000 .000 .005
N 13 13 13 13 13 13

MLR Pearson Correlation -.519* 719" -.604* 679" 671" 616~
Sig. (1-tailed) .035 .003 .014 .005 .006 .013
N 13 13 13 13 13 13
SPPM Pearson Correlation .320 -.509* .253 -.602* -.586"* -.434
Sig. (1-tailed) .143 .038 .202 .015 .018 .069
N 13 13 13 13 13 13
HPM Pearson Correlation .080 .290 .148 1463 .436 .193
' Sig. (1-tailed) .398 .168 315 .056 .068 .264
N 13 13 13 13 13 13

ACC100 .Pearson Correlation 1.000 -637" .760™ -.626* -.662" -.660"1
Sig. (1-tailed) ; .010 .001 .011 .007 .007
N 13 | 13 13 13 13 13

COMPPM Pearson Correlation -.637™ 1.000 -.487* 737" .720™ .669™1

Sig. (1-tailed) .010 . .046 .002 .003 006 |

N 13 13 13 13 13 13

REVLD1 Pearson Correlation .760™ -.487* 1.000 -.623* -.632* -.560"
Sig. (1-tailed) .001 .046 . .012 .010 .023
N 13 13 13 13 13 13

SRU2 Pearson Correlation -.626* 737 -623* 1.000 .995*% .863*1
Sig. (1-tailed) 011 .002 .012 . .000 .000
N 13 13 13 13 13 13

SRP2 Pearson Correlation -.662" .720™ -.632* .995* 1.000 .887™"
Sig. (1-tailed) .007 .003 .010 .000 . .000
N 13 13 13 13 13 13
| MLR2 Pearson Correlation -.660"" .669™ -.560* .863™1 .887™" 1.000
Sig. (1-tailed) .007 .006 .023 .000 .000 )
N 13 13 13 13 13. 13
SPPM2 Pearson Correlation 224 -.244 257 -.515* -512* -.447
Sig. (1-tailed) 231 211 .198 .036 .037 .063
N 13 13 13 13 13 13
HPM2 Pearson Correlation -.152 .460 -.160 .610* .559* 215
Sig. (1-tailed) .310 .057 .301 .013 .024 .240
N 13 13 13 13 13 13

COMPPM2 Pearson Correlation -.728™ .602* -.833'7 .533" .540* .546*
Sig. (1-tailed) .002 .015 .000 .030 .028 .027
v N 13 13 13 13 13 13
REVLD2 Pearson Correlation 721 -.669™ .618* -.443 -.424 -.348
Sig. (1-tailed) .003 .006 .012 .065 .074 122
N 13 13 13 13 13 13
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Correlations

. SPPM2 HPM2 COMPPM2 | REVLD2
SSTS Pearson Correlation -224 .429 .542* -.395
Sig. (1-tailed) 231 .072 .028 .091
N 13 13 13 13
SRU Pearson Correlation -.297 .589* .552* -.553
Sig. (1-tailed) .162 .017 .025 .025
N 13 13 13 13.
SRP Pearson Correlation -.319 .554* 579 -.563*
Sig. (1-tailed) 144 .025 .019 .023
"N 13 13 13 13
MLR Pearson Correlation -.218 413 .640™ -.524*
Sig. (1-tailed) .237 .080 .009 .033
N 13 13 13 13
SPPM Pearson Correlation 767" -757" -.395 .308
Sig. (1-tailed) .001 .001 .091 .183
N 13 13 13 13
HPM Pearson Correlation -.390 673" -.236 .035
Sig. (1-tailed) .094 .006 219 455
N 13 13 13 13
ACC100 Pearson Correlation .224 -.152 -.728™ 7211
Sig. (1-tailed) .231 .310 .002 .003
N 13 13 13 13
COMPPM Pearson Correlation -244 .460 .602* -.669™
Sig. (1-tailed) 211 .057 .015 .006
N 13 13 13 13
REVLD1 Pearson Correlation .257 -.160 -.833™ 618~
Sig. (1-tailed) .198 .301 .000 .012
N 13 13 13 13
SRU2 Pearson Correlation -.515* 610" 533 -443
Sig. (1-tailed) .036 .013 .030 .065
N 13 13 13 13
SRP2 Pearson Correlation -512* .559* .540* -.424
Sig. (1-tailed) . .037 .024 .028 .074
_ N ' , 13 13 13 13
MLR2Z Pearson Correlation -.447 215 .546* -.348
Sig. (1-taited) .063 .240 .027 122
N 13 13 13 13
SPPM2 Pearson Correlation 1.000 -.580* -.364 .016
Sig. (1-tailed) ) 019 110 480
N 13 13 13 13
HPM2 Pearson Correlation -.580* 1.000 .187 -.288
Sig. (1-tailed) .019 . 270 170
N 13 13 13 13
COMPPM2  Pearson Correlation -.364 .187 1.000 -.697"1
Sig. (1-tailed) .110 270 ) .004
N 13 13 13 13
REVLD2 Pearson Correlation .016 -.288 -.697™ 1.000
Sig. (1-tailed) .480 .170 .004 )
N 13 13 13 13

*_ Correlation is significant at the 0.01 level (1-tailed).
*. Correlation is significant at the 0.05 level (1-tailed).
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Correlations

SSTS SRU SRP MLR SPPM HPM

SSTS Pearson Correlation 1.000 732 721 .800™ -.604" .118
Sig. (1-tailed) . .005 .006 .002 .024 .365
N 11 11 11 11 11 11

SRU Pearson Correlation 732" 1.000 .992* .836™ -.688™ 576>
Sig. (1-tailed) .005 ) .000 |  .001 .010 .032
N 11 11 11 11 1 11

SRP Pearson Correiation 721 .992™ 1.000 .831 -.694™ .548*
Sig. (1-tailed) .006 ©.000 ) .001 .009 .041
N 11 11 11 11 11 11
MLR Pearson Correlation .800"j .836™ .831"} 1.000 -607* .255
Sig. (1-tailed) .002 .001 .001 . 024 .225
N 11 11 11 11 11 11

SPPM Pearson Correlation -.604" -.688" -.694™ -.607* 1.000 -.708™
Sig. (1-tailed) .024 .010 .009 .024 . .007
N 11 11 11 11 11 11
HPM Pearson Correlation .118 576" .548* .255 -.708* 1.000
Sig. (1-tailed) .365 .032 .041 .225 .007 .
N 11 11 11 11 11 !
ACC100 Pearson Correlation -.726™ -.646" -.702" . -.738"1 316 114
Sig. (1-tailed) .006 .016 .008 .005 172 .370
N 11 11 11 11 11 1"
COMPPM Pearson Correlation .633* .709™ 718" 650 -.506 .255
Sig. (1-tailed) .018 .007 .006 .015 .056 .225
N 11 11 1 1" 11 1
REVLD1 Pearson Correlation -.610* -.490 -.531* -.646 197 .212
Sig. (1-tailed) .023 .063 .046 .016 281 266
N 11 11 11 11 11 1
SRU2 Pearson Correlation .694™ .851™ .832"1 .804* -617* 442
Sig. (1-tailed) 009 .000 .001 .001 .022 .087
N 11 11 11 11 11 11
SRP2 Pearson Correlation 682" .852™ .841™ .809™1 -.598* 410
Sig. (1-tailed) .010 .000 .001 .001 .026 .105
N . 11 11 1 11 11 B
MLR2 Pearson Correlation 517 .618* .623* .680" -.424 137
Sig. (1-tailed) .052 .021 020 011 097 .344
_ N 11 11 11 11 11 11
SPPM2 Pearson Correlation -.451 -.396 -.414 -.459 .825 -.398
Sig. (1-tailed) .082 114 .103 .078 .001 113
N 11 11 11 11 11 1

HPM2 Pearson Correlation .622* 837" .588* 567" =772 670"
Sig. (1-tailed) .021 .017 .029 .034 .003 012
N 11 1M 11 11 11 11
COMPPM2 Pearson Correlation 734 .463 .505 .581* -.316 -.286
Sig. (1-tailed) .005 .076 .057 .030 172 .197
N 11 11 11 11 11 11
REVLD2 Pearson Correlation -.689™ -.579% -.590* -.626* .262 .033
Sig. (1-tailed) .009 .031 .028 .020 218 461
N 11 1 11 11 11 11
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Correlations

ACC100 | COMPPM | REVLD1 SRU2 SRP2 MLR2
SSTS Pearson Correlation -.726™ .633* -.610" .694™ .682" 517
Sig. (1-tailed) .006 .018 .023 .009 .010 .052
N 11 11 11 11 11 11
SRU Pearson Correlation -.646" 709" -.490 .851™ .852" 618~
Sig. (1-tailed) .016 .007 .063 .000 .000 .021
N 11 11 1 11 11 11
SRP Pearson Correlation -.702™ 718 -.531* .832™ .841™ .623*
Sig. (1-tailed) .008 .006 .046 .001 .001 .020
N . 11 11 11 1" 11 1
MLR Pearson Correlation -.738"™ .650* -.646" .804™ .809™ .680™
Sig. (1-taiied) ' 005 015 016 .001 .001 011
N 11 11 11 11 1" 11
SPPM Pearson Correlfation .316 -.506 197 -617* -.598" -.424
Sig. (1-tailed) 172 .056 .281 .022 .026 .097
N 11 1" 11 1" 1" 1
HPM Pearson Correiation 114 .255 212 442 410 137
: Sig. (1-tailed) .370 .225 .266 .087 105 344
N 11 1 1" 1 1 1
ACC100 Pearson Correlation 1.000 -.686™ .762™ -.619* -.656* -.658*
Sig. (1-tailed) . .010 .003 .021 .014 .014
N ' 11 11 1" 1" 1" 1
COMPPM . Pearson Correlation -.686™ 1.000 -.376 .672* 657" 570
Sig. (1-tailed) .010 - 127 .012 .014 .034
N 11 11 1 1 11 1
REVLD1 Pearson Correlation 762™ -.376 1.000 -.568* -.582* -.493
Sig. (1-tailed) .003 127 . .034 .030 .062
N , 11 11 11 11 11 1|
SRU2 Pearson Correlation -619* 672 -.568* 1.000 995" .831™M
Sig. (1-tailed) .021 .012 .034 . .000 -.001
N 11 11 11 11 11 11
SRP2 Pearson Correlation -.656* 657 -.582* .995™ 1.000 .863*1
Sig. (1-tailed) .014 .014 .030 .000 . .000
N 11 11 11 11 1" 1
MLR2 Pearson Correlation -.658" .570* -.493 .831™ .863*" 1.000
Sig. (1-tailed) .014 .034 .062 .001 .000 )
N 11 11 11 11 | 11 11
SPPM2 Pearson Cotrelation 231 -.340 291 -.584" -575* -.513
Sig. (1-tailed) 247 .153 .193 .030 .032 .053
N 11 1 1" 1 11 11
HPM2 Pearson Correlation -.135 494 -.129 .624* .565* .184
Sig. (1-tailed) .346 .061 .353 .020 .035 .294
N 11 11 11 11 1 11
COMPPM2  Pearson Correlation -774™ .579* -.843" 523 .535* 539~
Sig. (1-tailed) .003 .031 .001 .049 .045 .043
N 11 11 11 11 11 11
REVLD2 Pearson Cofrelation 751 -.790™ 632 -.477 -.455 -.371
Sig. (1-tailed) .004 .002 .018 .069 .080 .130
N 11 11 11 11 11 11
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Correlations

SPPM2 HPM2 COMPPM2 | REVLD2

SSTS Pearson Correlation -.451 622 .734™ -.689"
Sig. (1-tailed) .082 .021 .005 . .009
N 11 11 11 11

SRU Pearson Correlation -.396 837 463 -.579*
Sig. (1-tailed) 114 .017 .076 .031
N 11 11 11 11

SRP Pearson Correlation -414 .588* .505 -.590*
Sig. (1-tailed) .103 .029 .057 .028
N 11 11 11 11

MLR Pearson Correlation -.459° 567 .581" -.626*
,Sig. (1-tailed) .078 .034 .030 .020
N 11 11 11 11
SPPM Pearson Correiation .825™ - 772" -.316 .262
Sig. (1-tailed) .001 .003 172 .218
N 11 11 11 11
HPM Pearson Correlation -.398 .670* -.286 .033
Sig. (1-tailed) 113 .012 197 .461
N. 11 11 11 11

ACC100 Pearson Correlation 231 -.135 - 774" 751
Sig. (1-tailed) .247 .346 .003 .004
N 11 11 11 11

COMPPM Pearson Correlation -.340 .494 579 -.790"
Sig. (1-tailed) .153 .061 .031 .002
N 11 11 11 11

REVLD1 Pearson Correlation 291 -.129 -.843™ 632
Sig. (1-tailed) .193 .353 .001 .018
N 11 11 11 11
SRU2 Pearson Correlation - -.584" .624* 523 -.477
Sig. (1-tailed) .030 .020 .049 .069
N 11 11 11 11
SRP2 Pearson Correlation -.575* .565* .535* -.455
Sig. (1-tailed) .032 .035 .045 .080
N 11 11 11 1
MLR2 Pearson Correlation -.513 .184 .539* -.371
Sig. (1-tailed) .053 .294 .043 1130
N ' 11 11 11 11
SPPM2 Pearson Correlation 1.000 -.590* -.433 .035
Sig. (1-tailed) ) .028 .092 .460
N 11 1 11 11
HPM2 Pearson Correlation -.590* 1.000 .169 -.287
Sig. (1-tailed) .028 . 310 .196
N 11 11 1 11

COMPPM2 Pearson Correlation -.433 .169 1.000 -.684*
Sig. (1-tailed) .092 310 . .010
N 11 11 11 11
REVLD2 Pearson Correlation .035 -.287 -.684* 1.000
Sig. (1-tailed) .460 .196 .010 .
N 11 11 11 11

. Correlation is significant at the 0.01 level (1-tailed).
*. Correlation is significant at the 0.05 level (1-tailed).

Page 4



Correiations

SSTS SRU SRP MLR

Spearman'srho  SSTS Correlation Coefficient 1.000 .831™ .831™M 7571
Sig. (1-tailed) . .000 .000 .001
N 13 13 13 13

SRU Correlation Coefficient .831™ 1.000 .984™ .819™
Sig. (1-tailed) .000 . .000 .000
N 13 13 13 13

SRP Correlation Coefficient .831™ .984™™ 1.000 797
Sig. (1-tailed) .000 .000 . .001
: N 13 13 13 13
MLR Correlation Coefficient 757 - .819" 797 1.000
Sig. (1-tailed) .001 .000 .001 .
N 13 13 13 13

SPPM Correlation Coefficient -710™ -.758"" -.720™ -.709"1
Sig. (1-tailed) .003 .001 .003 .003
N 13 13 13 13
HPM Correlation Coefficient 261 .560* .555* .302
Sig. (1-tailed) .194 .023 .025 .158
N 13 13 13 13

ACC100 Correlation Coefficient -.674™ =577 -.643™ -.670™
Sig. (1-tailed) .006 .019 .009 .006
N 13 13 13 13

COMPPM Correlation Coefficient .806™ 786" 791 .659*
Sig. (1-tailed) .000 .001 .001 .007
N 13 13 13 13

REVLD1 Correlation Coefficient -.685™ -.621* -.637™ -.632"
Sig. (1-tailed) .005 .012 .010 .010
N 13 13 13 13

SRUZ2 Correlation Coefficient .796™ .916™ .913™ .718*1
Sig. (1-tailed) .001 .000 .000 .003
N 13 13 13 13

SRP2 Correlation Coefficient .823™ .940™ .929™ 753"
Sig. (1-tailed) .000 .000 .000 .001
N 13 13 13 13

MLR2 Correlation Coefficient 741 757 737" .630"
Sig. (1-tailed) .002 .001 .002 .01
N 13 13 13 13
SPPM2 Correlation Coefficient -.490" -.505* -.451 -.423
Sig. (1-tailed) .045 .039 .061 .075
N ) 13 13 13 13

HPM2 Correlation Coefficient .564* | 571 .538* .599*
Sig. (1-tailed) .022 .021 .029 .015
N 13 13 13 13

COMPPM2  Correlation Coefficient 746" 659" .659™ .692"1
Sig. (1-tailed) .002 .007 .007 .004
N _ 13 13 13 13

REVL.D2 Carrelation Coefficient -.490" -.451 -.500" -.588"
Sig. (1-tailed) .045 .061 .041 .017
N 13 13 13 13
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Correlations

SPPM HPM ACC100 | COMPPM

Spearman'’s rho SSTS Correlation Coefficient -.710™ .261 -.674™ .806™"
Sig. (1-tailed) .003 .194 .006 .000
N 13 13 13 13

SRU Correlation Coefficient -. 758" .560* -577* .786™
Sig. (1-tailed) .001 .023 .019 .001
N 13 13 .13 13

SRP Correlation Coefficient -.720™" 555~ -.643"" 791
Sig. (1-tailed) .003 .025 .009 .001
N 13 13 13 13

MLR Correlation Coefficient -.709™ .302 -.670™ .659M
Sig. (1-tailed) .003 .158 .006 .007
N 13 13 13 13

SPPM Correlation Coefficient 1.000 -.676™ 275 -.648"
Sig. (1-tailed) ) .006 182 .008
: N 13 13 13 13
HPM . Correlation Coefficient -.676™ 1.000 .10 242
. Sig. (1-tailed) .006 . .360 213
N , 13 13 13 13

ACC100 Correlation Coefficient 275 .110 1.000 -.659™
Sig. (1-tailed) .182 .360 . .007
N 13 13 13 13
COMPPM Correlation Coefficient -.648* .242 -.659™ 1.000

Sig. (1-tailed) .008 213 .007 L
N 13 13 13 13

REVLD1 Correlation Coefficient .280 121 747" -.484*
Sig. (1-tailed) A77 .347 .002 .047
N 13 13 13 13

SRU2 Correlation Coefficient -.765™ .589* -.580* .754™
Sig. (1-tailed) .001 017 .019 .001
N 13 13 - 13 13

SRP2 Correlation Coefficient -.780™ .549~ -.610* .786™1
Sig. (1-tailed) .001 .026 .013 .001
N 13 13 13 13

MLR2 Correlation Coefficient -627" .248 -.525* 743"
Sig. (1-tailed) .011 207 .033 .002
N 13 13 13 13
SPPM2 Correlation Coefficient 753" -.445 .159 -.302
Sig. (1-tailed) .001 .064 .302 .158
N ) 13 13 13 13

HPM2 Correlation Coefficient - 797 .681™ -.187 .352.
Sig. (1-tailed) .001 .005 271 119
N 13 13 13 13

COMPPM2  Correlation Coefficient -.527" -.088 -.698™ 687
"~ Sig. (1-tailed) .032 .388 .004 .005

N 13 13 13 . 13 |

REVLD2 Correlation Coefficient .335 .132 - 775" -.588*
Sig. (1-tailed) 131 .334 .001 017
N 13 13 . 13 13




Correlations

Il

SRP2

REVLD1 SRU2 MLR2

Spearman’s rho  SSTS Correlation Coefficient -.685™1 .796™ .823" 7411
Sig. (1-tailed) ©.005 .001 .000 .002
N 13 13 13 13

SRU Correlation Coefficient -621* .916™ .940* 757
Sig. (1-tailed) .012 .000 .000 .001
N 13 13 13 13

SRP Correlation Coefficient -8637"" 913" .929* 737"
Sig. (1-tailed) .010 .000 .000 .002
N 13 13 13 13

MLR Correlation Coefficient -.632* 7181 753" .630*
Sig. (1-tailed) .010 .003 .001 .011
N 13 13 13 13

SPPM Correlation Coefficient .280 -.765" -.780™ -.627
Sig. (1-tailed) A77 .001 .001 .01
N 13 13 13 13
HPM Correlation Coefficient 121 .589* 549~ .248
Sig. (1-tailed) .347 017 .026 .2Q7
N 13 13 13 13

ACC100 Correlation Coefficient 4T -.580" -.610* -.525*
Sig. (1-tailed) .002 .019 .013 .033
N 13 13 13 13

COMPPM Correlation Coefficient -.484~ 754" .786"1 743
Sig. (1-tailed) .047 .001 .001 .002
N 13 13 13 13
REVLD1 Correlation Coefficient 1.000 =547 -.599* -.421
Sig. (1-tailed) . .026 015 . .076
N 13 13 13 13

SRU2 Correlation Coefficient -.547* 1.000 .993* .780™
Sig. (1-tailed) .026 . .000 .001
N 13 13 13 13

SRP2 Carrelation Coefficient -.599* .993™ 1.000 784"
Sig. (1-tailed) .015 .000 ; .001
) N 13 13 13 13
MLR2 Correlation Coefficient -.421 .780™ .784™ 1.000
Sig. (1-tailed) .076 .001 .001 .
N 13 13 13 13
SPPM2 Correlation Coefficient .220 -.523" -.555* - -.462
Sig. (1-tailed) 235 .033 .025 .056
N 13 13 13 13
HPM2 Correlation Coefficient -.187 613" 615" | 217
Sig. (1-tailed) .271 .013 .013 -.238
N 13 13 13 13

COMPPM2  Correlation Coefficient -.852™ 591 659" .602"
Sig. (1-tailed) .000 017 .007 .015
N 13 13 13 13
REVLD2 Correlation Coefficient 720™ -.492* -.533* -.399
Sig. (1-tailed) .003 .044 .030 .088
N 13 13 .13 13




Correlations

i

COMPPM2

SPPM2 HPM2 REVLD2

Spearman’s tho  SSTS Correlation Coefficient -.490* .564* 7467 -.490*
Slg. (1-taited) .045 .022 .002 .045
N ' 13 13 13 13
SRU Correlation Coefficient -.505* 571* .B59™ -.451
Sig. (1-taited) .039 .021 .007 .061
N 13 13 13 13

SRP Correlation Coefficient -.451 .538* .655*9 -.500*
Sig. (1-tailed) .061 .029 .007 .041
N _ 13 13 13 13

MLR Correlation Coefficient -.423 1 .599* .692™ -.588"
Sig. (1-tailed) .075 .015 .004 .017
N 13 13 13 13
SPPM Correlation Coefficient .753™ =797 -.527 .335
Sig. (1-tailed) .001 .001 .032 131
N 13 13 13 13
HPM Correlation Coefficient -.445 .681™1 -.088 1132
: Sig. (1-tailed) .064 .005 .388 334
N 13 13 13 13

ACC100 Correlation Coefficient .159 -.187 -.698™ 775"
Sig. (1-tailed) .302 271 .004 .001
N 13 13 13 13

COMPPM Correlation Coefficient -.302 .352 687" -.588"
Sig. (1-tailed) .158 119 .005 .017
N 13 13 13 13

REVLD1 Correlation Coefficient .220 -.187 -.852"1 7201
Sig. (1-tailed) .235 271 .000 - .003
N 13 13 13 13

SRU2 Correlation Coefficient -.523* 613" .591* -.492*
Sig. (1-tailed) .033 .013 017 .044
N 13 13 13 13

SRP2 Correlation Coefficient -.555" 615* 659" -.533*
Sig. (1-tailed) .025 .013 .007 .030
N 13 13 13 13
MLR2 Correlation Coefficient -.462 217 .602* -.399
Sig. (1-tailed) .056 .238 .015 .088
N 13 13 13 13
SPPM2 Cormrelation Coefficient 1.000 -632" -.445 .088
Sig. (1-tailed) . .010 .064 .388
N ) 13 13 13 13
HPM2 Correlation Coefficient -.632* 1.000 .269 -.159
Sig. (1-tailed) .010 . .187 .302
N 13 13 13 13

COMPPM2 Correlation Coefficient -.445 .269 1.000 -.808™
Sig. (1-tailed) .064 .187 . .000
: N 13 13 13 13
REVLD2 Correlation Coefficient .088 -.159 -.808™ 1.000
Sig. (1-tailed) .388 .302 .000 .
N 13 13 13 13

**. Correlation is significant at the .01 level (1-tailed).
*. Correlation is significant at the .05 leve! (1-tailed).
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C:Wy Documents\SPSS\variaples.sav

ssts owst sru srp sppm hpm mir
1 11.00 59.00 | 54.91 52.46 20.84 16.27 2.45
2 12.00 60.00 57.03 53.46 21.38 14.25 2.59
3 17.00 57.00 78.78 74.24 21.90 20.69 2.71
4 18.00 54.00 74.50 66.00 19.99 | 24.00 3.04
5 20.00 58.00 82.39 81.62 22.12 12.96 327
6 20.00 56.00 56.10 55.06 21.81 4.15 2.51
7 21.00 57.00 86.11 83.44 20.69 10.01 3.58
8 23.00 59.00 103.31 99.05 14.37 26.62 3.35
) 25.00 59.00 92.00 80.00 7.99 30.49 3.60
10 29.00 58.00 102.61 99.13 12.17 28.69 3.37
11 32.00 60.00 83.75 78.21 17.74 6.10 3.59
12 43.00 60.00 87.07 84.17 18.73 22.05 2.88
13 47.00 58.00 117.32 111.42 13.92 20.89 5.09

1-1




C:\My Documents\SPSS\variables.sav

acc100 sru2 srp2 sppm?2 hpm2 mir2 acc1002
1 19.44 42.99 38.48 19.50 15.99 1.70 | 15.11
2 18.75 86.04 82.76 | 12.00 19.66 3.18 | 6.66
3 13.07 76.76 75.88 22.05 17.64 2.93 8.13
4 17.44 95.10 87.58 18.62 26.20 | 3.20 10.86
5 4.62 86.78 85.44 20.02 16.02 2.88 8.46
6 8.33 71.55 69.90 16.51 8.25 3.42 10.00
7 1.55 109.62 107.78 16.58 14.73 4.76 1.68
3 9.27 112.99 109.99 12.99 21.98 4.18 3.98
9 7.60 105.48 102.99 6.99 30.49 3.98 3.31
10 423 122.48 114.99 11.49 36.99 3.60 | 3.67
11 6.62 94.50 90.00 14.49 27.99 3.31 3.17 .
12 7.33 112.99 108.49 15.00 22.99 418 7.07
13 7.30 114.69 16.46 24 .42 4.45 3.96

120.53




C:\My Documents\SPSS\variables.sav

revid2

ind filter_$ revid1 ;l comppm comppm2
1 1 58.91 ' 52.83 ' 2.03 3.00
2 2 54.61 63.29 | 59 4.09
3 3 61.25 57.26 2.43 1.76
4 4 55.49 52.07 1.50 2.06
5 5 44.66 49.32 1.52 6.00
6 6 51.35 51.51 155 7.15
7 7 49.01 44.17 6.67 7.36
8 8 48.57 50.18 ! 3.72 7.50
9 9 53.42 54.19 3.49 4.99
10 10 48.99 42.03 7.82 7.99
11 11 48.14 46.78 3.88 9.00
12 12 50.00 54.20 5.80 4.50
13 13 46.46 47.70 8.57 9.02

1-3




Kuder-Richardson Formula 20 (Cronbach’s Alpha)
« = 1/n-1 (s’t-3s%/s%)

the KR 20 rehablhty estimate

= the number of items in the test - /
\sJ t;\ the variance of the test scores >

Zs i= the sum oﬁmes of all items_

T {

From Henmng, G (1987) A guzde to Zanguage testing. New York: Newbury
House.




