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Measurement of the Charged Pion Electromagnetic Form Factor
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Separated longitudinal and transverse structure functions for the reaction 'H(e,e’7m)n were mea-

sured in the momentum transfer region Q% = 0.6—

1.6 (GeV/c)? at a value of the invariant mass W =

1.95 GeV. New values for the pion charge form factor were extracted from the longitudinal cross section
by using a recently developed Regge model. The results indicate that the pion form factor in this region
is larger than previously assumed and is consistent with a monopole parametrization fitted to very low

0? elastic data.
DOI: 10.1103/PhysRevLett.86.1713

The pion occupies an important place in the study of
the quark-gluon structure of hadrons. This is exemplified
by the many calculations that treat the pion as one of their
prime examples [1-8]. One of the reasons is that the va-
lence structure of the pion, being {¢g), is relatively simple.
Hence it is expected that the value of the four-momentum
transfer squared 02, down to which a perturbative QCD
(pQCD) approach to the pion structure can be applied, is
lower than, e.g., for the nucleon. Furthermore, the asymp-
totic normalization of the pion wave function, in contrast
to that of the nucleon, is known from the pion decay.

The charge form factor of the pion, F,(Q?), is an essen-
tial element of the structure of the pion. Its behavior at very
low values of QZ, which is determined by the charge radius
of the pion, has been determined up to 9% = 0.28 (GeV/c)?

0031-9007/01/86(9)/1713(4)$15.00

PACS numbers: 14.40.Aq, 11.55.Jy, 13.40.Gp, 25.30.Rw

from scattering high-energy pions from atomic electrons
[9]. For the determination of the pion form factor at higher
values of Q2 one has to use high-energy electroproduction
of pions on a nucleon, i.e., employ the 'H(e, ¢/ )n reac-
tion. For selected kinematical conditions this process can
be described as quasielastic scattering of the electron from
a virtual pion in the proton. In the 7-pole approximation the
longitudinal cross section o7, is proportional to the square
of the pion form factor. In this way the pion form factor
has been studied for Q2 values from 0.4 t0 9.8 (GeV/c)? at
CEA/Cornell [10] and for Q% = 0.7 (GeV/c)? at DESY
[11]. In the DESY experiment a longitudinal/transverse
(L/T) separation was performed by taking data at two val-
ues of the electron energy. In the experiments done at
CEA/Cornell this was done in a few cases only, and even
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then the resulting uncertainties in o were so large that the
L/T separated data were not used. Instead for the actual
determination of the pion form factor o, was calculated
by subtracting from the measured (differential) cross sec-
tion a o that was assumed to be proportional to the total
virtual photon cross section. No uncertainty in oy was in-
cluded in this subtraction. This means that existing values
of F, above Q% = 0.7 (GeV/c)? are not based on L/T
separated cross sections. This, together with the already
relatively large statistical (and systematic) uncertainties of
those data, precludes a meaningful comparison with theo-
retical calculations in that region.

Because of the excellent properties of the electron beam
and experimental setup at CEBAF it is now possible to
determine L/T separated cross sections with high accu-
racy and thus to study the pion form factor in the regime
of 0% = 0.5-3.0 (GeV/c)?. Using the High Momentum
Spectrometer and the Short Orbit Spectrometer of Hall C
and electron energies between 2.4 and 4.0 GeV, data for
the reaction 'H(e, ¢’ 7" )n were taken for central values of
0?2 of 0.6, 0.75, 1.0, and 1.6 (GeV/c)?, at a central value
of the invariant mass W of 1.95 GeV.

The cross section for pion electroproduction can be writ-
ten as

o d*c
et =Ty S,
dE'dQ,dQ), dtd¢
where I'y is the virtual photon flux factor, ¢ is the azi-
muthal angle of the outgoing pion with respect to the elec-
tron scattering plane, and ¢ is the Mandelstam variable

t = (p» — ¢)*. The twofold differential cross section can
be written as

ey

d*o doy dor dorr
2 = + +4/2e(e + 1
Tade ~ € ar di ele + 1) =~ cos¢
d
+ e 27T o2 )

where € is the virtual—‘?hoton polarization parameter. The
cross sections oy = % depend on W, QZ, and 7. The
longitudinal cross section o is dominated by the ¢-pole
term, which contains F,. The ¢ acceptance of the ex-
periment allowed the interference terms o7 and o7y to
be determined. Since data were taken at two energies at
every 02, o could be separated from o7 by means of a
Rosenbluth separation.

The analysis of the experimental data included the fol-
lowing [12]. Electron identification in the Short Orbit
Spectrometer was done by using the combination of lead
glass calorimeter and gas Cerenkov containing Freon-12 at
atmospheric pressure. Pion identification in the High Mo-
mentum Spectrometer was largely done using time of flight
between two scintillating hodoscope arrays. A small con-
tamination by real electron-proton coincidences at the high-
est O setting was removed by a single beam-burst cut on
e-m " coincidence time. Then Q% , W, ¢, and the mass of
the undetected neutron were reconstructed. Cuts on the lat-
ter excluded additional pion production. Backgrounds from
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the aluminum target window and random coincidences were
subtracted. Yields were determined after correcting for
tracking efficiency, pion absorption, local target-density
reduction due to beam heating, and dead times. Cross sec-
tions were obtained from the yields using a detailed Monte
Carlo (MC) simulation of the experiment, which included
the magnets, apertures, detector geometries, realistic wire
chamber resolutions, multiple scattering in all materials,
reconstruction matrix elements, pion decay, muon track-
ing, and internal and external radiative processes.

Calibrations with the overdetermined 'H(e,e’p) re-
action were critical in several applications. The beam
momentum and the spectrometer central momenta were
determined absolutely to 0.1%, while the incident beam
angle and spectrometer central angles were absolutely
determined to better than 1 mrad. The spectrometer
acceptances were checked by comparison of data to MC
simulations. Finally, the overall absolute cross section
normalization was checked. The calculated yields for
e + p elastics agreed to better than 2% with predictions
based on a parametrization of the world data [13].

In the pion production reaction the experimental accep-
tances in W, Q2, and r were correlated. In order to mini-
mize errors resulting from averaging the measured yields
when calculating cross sections at average values of W,
072, and t, a phenomenological cross section model [12]
was used in the simulation program. In this cross section
model the terms representing the oy of Eq. (2) were op-
timized in an iterative fitting procedure to globally follow
the 7- and Q? dependence of the data. The dependence of
the cross section on W was assumed to follow the phase
space factor (W? — Mlz,)_z.

The experimental cross sections can then be calculated
from the measured and simulated yields via the relation

) [ e o

This was done for five bins in ¢ at the four Q2 values. Here,
(Y) indicates that the yields were averaged over the W and
Q2 acceptance, W and Q7 being the acceptance weighted
average values for that # bin. Even while the average values
of W and Q? differed slightly at high and low e, the use of
Eq. (3) with a MC cross section that globally reproduces
the data allows one to take a common average (W, Q?)
value.

A representative example of the cross section as a func-
tion of ¢ is given in Fig. 1. The dependence on ¢ was
used to determine the interference terms o ;7 and o after
which the combination o,s = o7 + €0 was obtained at
both the high and low electron energy in each ¢ bin for each
Q? point. The statistical uncertainty in these cross sections
ranges from 2% to 5%. Furthermore, there is a total sys-
tematic uncertainty of about 3%, the most important con-
tributions being: simulation of the detection volume (2%),
dependence of the extracted cross sections on the MC cross
section model (typically less than 2%), target density re-
duction (1%), pion absorption (1%), pion decay (1%), and
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FIG. 1. ¢ dependence of % at 0% = 1.0 (GeV/c)? for high
and low € (filled and empty circles, respectively). The curves
represent the results of the fits.

the simulation of radiative processes (1%) [12]. Since the
same acceptances in W and Q2 and the same average val-
ues W and Q2 were used at both energies, o; and o7
could be extracted via a Rosenbluth separation.

These cross sections are displayed in Fig. 2. The error
bars represent the combined statistical and systematic un-
certainties. Since the uncertainties that are uncorrelated in
the measurements at high and low electron energies are en-
larged by the factor 1/(A€) in the Rosenbluth separation,
where A€ is the difference (typically 0.3) in the photon
polarization between the two measurements, the total er-
ror bars on o, are typically about 10%.

The experimental data were compared to the results of a
Regge model by Vanderhaeghen, Guidal, and Laget (VGL)
[14]. In this model the pion electroproduction process is
described as the exchange of Regge trajectories for 7 and
p like particles. The only free parameters are the pion
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FIG. 2. Separated cross sections o, and o7 (full and open sym-
bols, respectively) compared to the Regge model (full curve for
L, dashed curve for T). The Q? values are in units of (GeV/c)?.

form factor and the 7 p y transition form factor. The model
globally agrees with existing pion photo- and electropro-
duction data at values of W above 2 GeV. The VGL model
is compared to the data in Fig. 2. The value of F, was
adjusted at every Q2 to reproduce the o data at the low-
est value of ¢. The transverse cross section o is under-
estimated, which can possibly be attributed to resonance
contributions at W = 1.95 GeV that are not included in
the Regge model. Varying the 7 py transition form fac-
tor within reasonable bounds changes o7 by up to 30%,
but has a negligible influence on o, , which is completely
determined by the 7 trajectory. This 7-pole dominance
was checked by studying the reactions *H(e, e/7r " )nn and
>H(e, ¢’7~)pp, which gave within the uncertainties a ra-
tio of unity for the longitudinal cross sections. Hence the
VGL model is still considered to be a good starting point
for determining F .

The comparison with the o data shows that the ¢ de-
pendence in the VGL model is less steep than that of the
experimental data. As suggested by the analysis [15] of
older data, where a similar behavior was observed, we at-
tributed the discrepancy between the data and VGL to the
presence of a negative background contribution to the longi-
tudinal cross section, presumably again due to resonances.
Since virtually nothing is known about the effect of these
resonances on o, we proceeded on two paths to deter-
mine a trustworthy value of F,. First we fitted the VGL
prediction for o to the data by adjusting F',; at the lowest
|z| bin, as shown in Fig. 2, where it is assumed to be most
reliable, owing to the dominant ¢ pole behavior. However,
since there is no reason to believe that the (negative) back-
ground is zero at the lowest —¢, the result is an underes-
timate for F,. Second, F, was determined adding a 0?
dependent negative background to o, (VGL) and fitting it
together with the value of F,.. The background term was
taken to be independent of ¢. This was suggested by look-
ing at the “missing background” in o, i.e., the difference
between the data and VGL for or. That background is
almost constant or slightly rising with |¢|. Then, assuming
that the background in o has a similar ¢ dependence, a
constant background leads to an overestimate of F,. Our
best estimate for F, is taken as the average of the two
results. The model uncertainty (in relative units) is taken
to be the same for the four Q2 points, and equal to one
half of the average of the (relative) differences. The re-
sults are listed in Table I and shown in the form of Q2F,
in Fig. 3. The error bars were propagated from the statisti-
cal and systematic uncertainties on the cross section data.
The model uncertainty is displayed as the gray bar. The
fact that the value of F, at Q% = 0.6 (GeV/c)? is close
to the extrapolation of the model independent data from
[9], and that the value of the background term is lower at
higher W (see below), gives some confidence in the pro-
cedure used to determine F.

For consistency we have reanalyzed the older L/T sepa-
rated data at Q2 = 0.7 (GeV/c)? and W = 2.19 GeV from
DESY [11]. We took the published cross sections and
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TABLE I. Best values for F, from the present data and from
the reanalyzed data from Ref. [11]. The total (systematic and
statistical) experimental uncertainty is given first, and second the
model uncertainty.

0? (GeV/c)? W (GeV) F.
0.60 1.95 0.493 + 0.022 * 0.040
0.75 1.95 0.407 * 0.031 = 0.036
1.00 1.95 0.351 * 0.018 = 0.030
1.60 1.95 0.251 * 0.016 * 0.021
0.70 2.19 0.471 * 0.032 * 0.037

treated them in the same way as ours. The background
term in o was found to be smaller than in the Jefferson
Lab data, presumably because of the larger value of W of
the DESY data, and hence the model uncertainty is smaller,
too. The resulting best value for F, also shown in Fig. 3,
is larger by 12% than the original result, which was ob-
tained by using the Born term model by Gutbrod and
Kramer [15]. Here it should be mentioned that those
authors used a phenomenological ¢-dependent function,
whereas the Regge model by itself gives a good descrip-
tion of the ¢ dependence of the (unseparated) data from
Ref. [10].

The data for F, in the region of Q% up to 1.6 (GeV/c)?
globally follow a monopole form obeying the pion charge
radius [9]. It should be mentioned that the older Bebek
data in this region suggested lower F';; values. However, as
mentioned, they did not use L/T separated cross sections,
but took a prescription for or. Our measured data for o
indicate that the values used were too high, so that the
values for F,; came out systematically low.

In Fig. 3 the data are also compared to theoretical cal-
culations. The model by Maris and Tandy [16] provides
a good description of the data. It is based on the Bethe-
Salpeter equation with dressed quark and gluon propaga-
tors, and includes parameters that were determined without
the use of F,; data. The data are also well described by the
QCD sum rule plus hard scattering estimate of Ref. [2].
Other models [5,7] were fitted to the older F, data and
therefore underestimate the present data. Figure 3 also in-
cludes the results from perturbative QCD calculations [3].

In summary, new accurate separated cross sections for the
'H(e, ¢’ 7 )n reaction have been determined in a kinemati-
cal region where the ¢-pole process is dominant. Values for
F, were extracted from the longitudinal cross section
using a recently developed Regge model. Since the model
does not give a perfect description of the ¢ dependence
of the data, our results for F, contain a sizable model
uncertainty. Improvements in the theoretical description
of the 'H(e, ¢/ )n reaction hopefully will reduce those.
The data globally follow a monopole form obeying the
pion charge radius, and are well above values predicted by
pQCD calculations.
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FIG. 3. The Jefferson Laboratory and reanalyzed DESY values
for F, in comparison to the results of several calculations. The
model uncertainty is represented by the gray area. The (model-
independent) data from Ref. [9] are also shown. A monopole
behavior of the form factor obeying the measured charge radius
is almost identical to the Maris and Tandy curve.
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