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Standard parallel computing operations are considered in the context of algorithms for

solving 3D graph problems which have applications, e.g., in vertex finding in HEP. Ex-

ploiting GPUs for tree-accumulation and graph algorithms is challenging: GPUs offer ex-

treme computational power and high memory-access bandwidth, combined with a model

of fine-grained parallelism perhaps not suiting the irregular distribution of linked repre-

sentations of graph data structures. Achieving data-race free computations may demand

serialization through atomic transactions, inevitably producing poor parallel performance.

A Minimum Spanning Tree algorithm for GPUs is presented, its implementation discussed,

and its efficiency evaluated on GPU and multicore architectures.

1 Introduction

We are concerned with the problem of finding parallel algorithms to compute a Minimum
Spanning Tree for a weighted undirected graph. We introduce a parallel algorithm for computing
minimum spanning trees over weighted undirected graphs.

An undirected graph G is a pair (V,E), where V is a finite nonempty set of vertices and
E is a set of unordered pairs of vertices in V , called the set of edges of G. A path in G is a
sequence of edges e0, e1, . . . , en, with ei and ei+1, for i ∈ {0..n− 1}, sharing exactly one vertex.
A cycle is path e0, e1, . . . , en, where e0 and en share one vertex. A graph G is connected

if there is a path between any pair of its vertices. A tree is connected graph containing no
cycles. A spanning tree for a graph G is a tree containing all vertices in G. A spanning

forest for a graph G that is not connected is a set of spanning trees, one for each connected
component of G. A graph G is weighted when a function w assigns weights to each edge of
G. A graph’s weight is the sum of weights of its edges. A Minimum Spanning Tree (MST) of
a graph G is a tree of minimal weight among all spanning trees of G. The concept extends to
that of Minimum Spanning Forest (MSF) of G as a spanning forest of minimum weight.

Throughout this paper we will use n to denote number of vertices in a graph G, and m

to denote its number of edges. An MST in R2 can be computed in O(n lg n) using Delaunay
triangulations. However, the work demanded to compute an MST in Rd is limited from below
by Ω(m) when d > 2, see [1]. Even the representation in memory of the edges of a 220 vertices
graph could be a challenge.
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Minimum spanning trees have applications, for example, in computer networks, water supply
networks, and electrical grids. The computation of MSTs is considered a fundamental challenge
in Combinatorial Optimization [2] and is of interest for the HEP community.

In the next sections, we discuss first sequential algorithms for computing connected and
spanning trees, and the difficulties involved in parallelizing them. Then we present an algorithm
for computing minimum spanning trees on GPU architectures and discuss its performance on
both GPU and multi-core architectures.

2 Sequential Algorithms

Minimum spanning tree computations make use of the following property to choose edges from
the underlying graph to add to its MST. See [3] for a proof of its soundness.

Cut property: The lightest edge connecting any nonempty subset X of V (G) to V (G)−X

belongs to MSF (G).
The Borŭvka algorithm is historically the first and possibly most general MSF algorithm.

It uses the cut property to maintain the following invariant: each tree in the forest is an MST
for the vertices in it, and each vertex in the initial graph belongs to exactly one tree. It starts
with a set of forests, each containing exactly one vertex from the given graph G. Borŭvka’s
is essentially a non-deterministic algorithm in which, at any time, all lightest edges that can
expand any of its trees can be added. It’s important to notice, however, that each edge addition
joins two trees and this must be reflected in the data structures used in its implementation.
Also, its non-deterministic nature appeals to parallel implementations, but introduces possible
data-race conditions.

Most theoretically efficient MST algorithms use Borŭvka functions, as for example [4], and
the deterministic algorithm given by [1] and [5]. These algorithms, however, seem to lack
efficient practical implementations or parallel versions. The most successful implementations
of sequential MST algorithms, the Prim-Dijkstra and Kruskal algorithms evaluated in [6],
can be seen as specializations of the Borŭvka algorithm and they also maintain an invariant,
see [7], where at any moment in the computation the edges already selected by the algorithm
form an MST of the subgraph in question and any new edge added satisfies the cut property.
In particular the Kruskal algorithm [3] is a sequential version of the Borŭvka algorithm where
edges are processed in increasing order of weights.

In the next section, we discuss the challenges found in parallelizing the Borŭvka algorithm
and the fundamental requirements for parallelization of a minimum spanning tree computation.

3 Parallel Algorithms

The nondeterministic nature of Borŭvka’s algorithm clearly invites the introduction of asyn-
chronous parallelism in its implementation. We would have an algorithm that performs a
sequence of parallel steps, where each parallel step joins all possible pairs of trees, using the
lightest edges connecting them. However, care must be taken in that: more than two trees may
be joined in the same parallel step; given two trees t0 and t1 joined in a parallel step, all edges
connecting vertices in t0 to vertices in t1 must be discarded.

Those problems result from the fact that many trees may be expanded simultaneously. The
Prim-Dijkstra algorithm expands exactly one tree and thus avoids complications of performing
simultaneous unions of vertices and edges by being strictly sequential. The Kruskal algorithm
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excludes the possibility of joining more than two trees simultaneously by processing the edges
in increasing order of weight. It still keeps track of more than one tree being expanded at any
time, but each expansion and join is serialized. Its first obvious disadvantage is in processing the
edges in increasing weight order, which demands ordering all edges before the real construction
of the tree starts, which can be very expensive or even prohibitive when processing, for example,
Euclidean graphs where the number of edges can approach n2. A graph with 220 vertices might
demand memory to maintain close to 240 edges, maybe two to four terabytes just to store edge
weights.

The Kruskal algorithm, or any other derived from the Borŭvka algorithm, must still take
care of the joining of trees and the union of sets of respective vertices and edges. In practice
this is performed using efficient implementations of the disjoint-set data structure, see [8]. A
disjoint-set data structure offers fast union of two sets by labeling the elements of two sets
with a common identifier that defines that new common set that they belong to. It offers fast
set membership tests by performing a fast search from the vertex to the label of the structure
representing the set it belongs to. In a sequential implementation this is achieving by making
vertices the leaves of trees where each node points to its parent, with the root of the tree
pointing to itself and being taken as the label of the tree. Set union is trivially performed by
making the root of one tree to point to the root of another tree. However, this is an operation
that must be synchronized. Synchronization may also be needed if the search for a tree’s root
is performed concurrently with a join operation.

Nondeterminism has been forcefully defended by authors like Dijkstra [9] and Lamport [10]
as a powerful tool in the design of computer algorithms and concurrent systems. More re-
cently, Steele [11] has made a strong point for the integration of asynchronous computations
in synchronous parallel algorithms, given that asynchronous programs tend to be more flexible
and efficient when processing conditionals. In addition many authors have pointed out asyn-
chronous and non-deterministic parallelism as the root of success of many programs based on
the MapReduce model [12].

An ideal implementation of Borŭvka’s algorithm would start as many asynchronous threads
as possible, each expanding a different minimum spanning tree. Synchronization, however,
would be needed, for example, if a tree t0 must be joined to a tree t1 while, simultaneously, t1
is being joined to t2 and t2 is being joined with t0. That sort of synchronism is a fundamental
requirement of any parallel implementation of Borŭvka’s algorithm.

The objective of this paper is to present a GPU algorithm. Its design must take into ac-
count that GPU architectures perform at their peak when running in SIMD (Single-Instruction-
Multiple-Data) fashion. Performance is lost when atomic transactions, or conditions that send
threads into different paths, are present.

Correctness in parallel and concurrent computation can only be achieved by ensuring non-
interference between threads. Blelloch et ali [13], see also [14], have argued that being data-race
free is the minimum requirement in order to achieve correctness in the presence of concurrency.
However, being data-race free at the cost of atomic operations may be too costly for SIMD
computing. Internal determinism is the solution they introduce to obtain a fast multi-core
algorithms by transforming the code to ensure that internal steps are always deterministic.
Internal determinism, however, should not be introduced through the introduction of expensive
atomic transactions or nesting of conditional structures and code. Possibly the fundamental
mandate for SIMD (and GPU) architectures must be functional determinism, where the absence
of side effects between threads is a guarantee of non-interference and absence of the need for
atomic constructions as semaphores or even transactional memory. This should be achieved by
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program transformations to perform parallel computation through the composition of efficient
GPU parallel constructions.

In the next section we present a parallelization of the Kruskal algorithm and discuss its
performance on both GPU and multi-core architectures.

4 A Parallelization of the Kruskal Algorithm and its Per-

formance Evaluation

We introduce a parallel version of the Kruskal algorithm. The algorithm is composed of two
phases: parallel sorting of the edges of the given graph, followed by the construction of the
minimum spanning tree. The sorting phase is performed by a standard parallel sorting function
and is not described here. We describe the construction phase by introducing first its objects
and the morphisms that transform them. The objects used by the algorithm follow.

• A set of weighted edges. Represented by a vector of triples (v, v, w), where u and v are
the edge vertices and w is its associated weight, it is ordered by a parallel sorting function
in the first phase of the algorithm.

• An ordered sequence of prioritized edges. Represented by a vector of triples (i, u, v), u
and v being vertices and i the order of the edge (u, v) in the sorted set, it is generated by
a parallel zip of the index i and an edge from the sequence of ordered edges fused with a
parallel map to form triple.

• A set of vertex reservations. Represented by a vector that at any moment assigns a vertex
to an edge, where reserved[u] = i, states the fact that edge i owns the vertex u.

• A set of delayed edges. A vector of booleans indexed by edges, which determines if, in a
given parallel step, the addition of an edge to the tree will be suspended and delayed to
be performed in a future step.

• A disjoint set of trees. Represented by a vector SV of vertices to trees, it assigns to a
vertex v the partial minimum spanning tree it belongs, in the sense that if SV [u] equals
to v then v if the parent of u in disjoint-set structure, and they belong to same tree. We
assume a function root(u) which returns the root of u in SV .

The edges are processed in blocks of p edges. An edge (u, v) is considered for processing and
consequent addition to a tree only if its vertices do not belong to the same tree, i.e., root(u)
and root(v) are different. Each block is processed by the sequence of parallel transformations
described below.

• Parallel reservation. reserve(i, u, v). It is implemented by a parallel loop, where each
parallel step takes a triple (i, u, v) from the sequence of prioritized edges described above
and tries to mark u and v as reserved by i. It is important to notice that a data-race
condition arises when two parallel steps try to acquire the same vertex for different edges.

• Parallel delay. A parallel loop where each step takes a prioritized edge (i, u, v) and the
reserved set and marks the edge i as delayed if neither u nor v is reserved for i.
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• Parallel commit. Another parallel loop where each step commits a prioritized edge by
linking v to u when v is reserved by i, or linking u to v, when u is reserved by i. Linking
u to v consists in assigning v to SV [u].

• Parallel disjoint set compression. Using a pointer jumping technique as described in the
rake and compress algorithm of Shiloach and Vishkin [15] applied to the disjoint set
structure implemented by SV , it compresses the structure to make each leaf to point
directly to its respective root.

Problem 1 HT 4 HT 8 HT GPU
sort 1.34 1.11 0.91 0.078
Uniform 6.31 4.05 4.12 0.74
PLaw 7.90 5.91 6.05 1.24

Table 1: Time (seconds) comparing sorting
floats and MST construction

Table 1 shows times for tests with an imple-
mentation of the algorithm on a machine with an
Intel Xeon E5620 and an Nvidia Tesla C2070.
Ubuntu 14.04 was the operating system and nvcc,
the compiler. Each line shows the time to solve a
problem using 1, 4, 8 threads, and the time on the
GPU. The first line shows the problem of sorting
225 single-precision floating-point numbers from
a uniform distribution. It is important to notice
that the Intel Xeon E5620 has four cores, that can be used to run 2 hyperthreads (HT) each.
The GPU sort produces close to 11.7 times acceleration compared to sorting on eight threads.
In both cases, the tests used the standard sort function provided by the NVidia thrust library.

The second line shows the times to build a minimum spanning tree with 220 uniformly
distributed vertices, and 223 edges on an Euclidean three dimensional space. The GPU gives
around 5.56 times acceleration compared with running on 8 threads. The last line shows tests
for random graphs with 220 nodes and 224 edges with a power law distribution, based on [16].

5 Conclusions and Further Work

The technical literature generally presents the construction of minimum spanning forests as
an outstanding combinatorial optimization problem, that is challenging enough to be used in
several benchmarks as shown in the recent [13]. Even if many theoretical parallel algorithms
can be found, only a few seem to show effective implementations. Badder et ali [17] have studied
parallelizations both based on the Borŭvka algorithm and on the Prim-Dijkstra algorithm. The
paper [17] shows some gain from the range of two to four processors, but the absence of numbers
for one core tests doesn’t allow for a clear evaluation of the acceleration obtained. Chong [18]
presents a multi-core asynchronous parallel algorithm relying on atomic transactions, that would
hardly be realizable on a GPU architecture. The algorithm in [19] seems to be an exception
in targeting a GPU architecture. It is based on the Prim-Dijkstra algorithm and achieves less
than 3 times acceleration when compared with a single core algorithm. Belloch [13] presents
an algorithm for multi-core architectures that introduces the idea of vertex reservation used in
this paper. It seems, however, to depend on atomic transactions to access a disjoint-set data
structure. The algorithm presented in this paper borrows from Blelloch and from Steele’s ideas
on combining asynchronous and synchronous parallelism.

A clear limitation of any algorithm derived from Kruskal is the need to use an explicit
representation of the edges. We have previously presented a parallel algorithm for k-d-tree
construction [20] that could be used to avoid the huge allocation of space when a quadratic
number of edges is present in an Euclidean graph.
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