
SUBMITTED 1
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Abstract

This paper is concerned with the reliable H∞ filtering problem for a class of stochastic spatial-temporal systems

with sensor saturations and failures. Different from the continuous-spatial temporal systems, the dynamic behaviour

of the system under consideration evolves in a discrete rectangular region. The aim of this paper is to estimate the

system states through the measurements received from a set of sensors located in some specified points. In order to

cater for more realistic signal transmission process, the phenomena of sensor saturations and sensor failures are taken

into account. By using the vector reorganization approach, the spatial-temporal system is first transformed into an

equivalent ordinary differential dynamic system. Then, a filter is constructed and a sufficient condition is obtained

under which the filtering error dynamics is asymptotically stable in probability and the H∞ performance requirement

is met. Based on the analysis results, the desired reliable H∞ filter is designed. Finally, an illustrative example is given

to show the effectiveness of the proposed filtering scheme.
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I. Introduction

The H∞ filtering problem can be briefly described as the design of a filter to estimate the unknown state

by using the available measurements such that the L2 gain from the exogenous disturbance to the estimation

error is less than a prescribed level [1]. Different from the well-known Kalman filtering where the statistical

properties of the noise processes are required to be known exactly, in the H∞ filtering scheme, the disturbance

noises are only assumed to be bounded in energy. Due to such an advantage, in the past years, considerable
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research efforts have been made with respect to H∞ filtering problems and various H∞ filters have been

designed in order to cater for specific engineering issues, see e.g. [2–14]. In the design of H∞ filters, the

general techniques include the linear matrix inequality approach [2,3,7,9,10,13] and Riccati equation approach

[5,6, 11].

It is well known that the characteristics of the available measurements play a key role in the filtering problem.

The measurements are usually received from the sensors placed according to engineering requirements. In

reality, due to physical limitations of the components, sensor saturations often occur. Compared to the

saturation-free case, the nonlinear feature induced by sensor saturation brings in significant difficulties in

designing a filter that can guarantee desired filtering performance. Therefore, in the past decade, the H∞

filtering problem with sensor saturations has received considerable attention and a number of results have

been reported that have offered different ways to handle the sensor saturation phenomenon, see, e.g., [15–22].

For example, both the sensor saturations and the missing measurements have been considered in [18] and the

H∞ filter has been designed for systems with such phenomena of incomplete information. In [16], the robust

H∞ filtering problem has been investigated for a class of discrete time-varying Markovian jump systems with

randomly occurring nonlinearities and sensor saturations.

Another sensor-related imperfection, sensor failure, is often encountered in real-world systems owing to

unavoidable component aging. When the sensor failure occurs, the dynamic behavior of the filtering error

will not evolve as expected and the overall filtering performance might be seriously degraded. As such, the

reliable filtering problem with sensor failures has emerged as an attractive topic of research. So far, a variety

of reliable H∞ filters have been proposed to deal with the sensor failures. For example, in [23], a new sensor

failure model with uncertainties has been proposed and a robust and reliable H∞ filter has been designed for

a class of nonlinear networked control systems by using the T-S fuzzy approach. In [24], an adaptive reliable

H∞ filter has been designed against sensor failures by the aid of the linear matrix inequality approach and

adaptive method. Very recently, a reliable filter has been designed in [25] for a class of discrete-time piecewise

linear systems where both sensor failures and infinite distributed delays are taken into account.

On the other hand, spatial-temporal systems have received increasing research attention because of their

successful applications in practical situations such as wildfire, road traffic and flood. With respect to the fil-

tering problems, there have recently appeared some initial results on the stochastic spatial-temporal systems.

For example, in [26], a robust H∞ filter has been designed for linear stochastic spatial temporal systems with

external disturbance and measurement noise, and the results have been extended in [27] to the nonlinear case

and the nonlinear robust H∞ filtering problem has been investigated by recurring to the fuzzy interpolation

approach. However, the existing H∞ filtering methods are only applied to continuous-spatial temporal sys-

tems. For the discrete-spatial temporal systems with or without sensor saturations and failures, to the best

of our knowledge, the corresponding reliable H∞ filtering problem has not been investigated yet. Indeed, for

stochastic discrete-spatial temporal systems with imperfect sensors, there would be some fundamental diffi-

culties to be overcome in the design of reliable H∞ filter. For example, how to analyze the complex dynamic
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behavior induced by spatial-temporal nature and how to design the reliable H∞ filter for such spatial-temporal

systems when the sensors can’t work normally. Therefore, it is the main motivation of this paper to offer

satisfactory answers to these questions by developing an H∞ filtering scheme for discrete-spatial temporal

systems with both sensor saturations and failures.

In this paper, the reliable H∞ filtering problem is investigated for a class of stochastic spatial-temporal

systems with sensor saturations and failures. The dynamic behavior of systems under consideration evolves

in both space and time. In order to estimate the system states in the given rectangular region, some sensors

are located in the specified points. The effects from both the sensor saturations and the sensor failures

are taken into consideration in the information transmission. By using the vector reorganization approach,

the spatial-temporal system is represented by an equivalent ordinary differential dynamic system. For the

obtained ordinary differential dynamic system, a filter is constructed and the H∞ performance of the filtering

error dynamics is analyzed. With the help of the Lyapunov stability theory, a sufficient condition is derived

under which the filtering error dynamics is asymptotically stable in probability and the H∞ performance

requirement is satisfied. Based on the obtained sufficient condition, the desired reliable H∞ filter is designed.

Finally, an illustrative example is presented to show the effectiveness of the filtering scheme proposed.

Notation The notation used here is fairly standard except where otherwise stated. Rn and Rn×m denote,

respectively, the n dimensional Euclidean space and the set of all n×m real matrices. ∥A∥ refers to the norm

of a matrix A defined by ∥A∥ =
√

trace(ATA). The notation X ≥ Y (respectively, X > Y ), where X and Y

are real symmetric matrices, means that X − Y is positive semi-definite (respectively, positive definite). MT

represents the transpose of the matrix M . I denotes the identity matrix of compatible dimension. diag{· · · }

stands for a block-diagonal matrix. E{x} stands for the expectation of the stochastic variable x. P{·} means

the occurrence probability of the event “·”. L2([0,∞);Rn) is the space of square integrable vector-valued

functions. “⊗” and “◦” represent the Kronecker and Hadamard products, respectively. In symmetric block

matrices, “∗” is used to denote a term induced by symmetry. Matrices, if they are not explicitly specified, are

assumed to have compatible dimensions.

II. Problem Formulation

Stochastic spatial-temporal systems have been studied in [26,27] where the systems are continuous in both

time and space. In this paper, we consider a class of stochastic discrete-spatial temporal systems. Specifically,

let a discrete rectangular region be given as {0, 1, 2, . . . ,M}×{0, 1, 2, . . . , N} and denote by (m,n) the location

of the mth row and nth column in the rectangular region. The system under consideration is of the following
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form: 

dxm,n(t) =
{
κ(xm+1,n(t) + xm−1,n(t) + xm,n+1(t) + xm,n−1(t)− 4xm,n(t))

+A(xm+1,n(t) + xm,n+1(t)− 2xm,n(t)) +Bxm,n(t) +Gvm,n(t)
}
dt

+G1xm,n(t)dWm,n(t),

ymi,ni(t) =σ(Cmi,nixmi,ni(t)) +Dmi,nivmi,ni(t), i = 1, 2, · · · , l

zm,n(t) =Hxm,n(t),

(1)

where xm,n(t) ∈ Rnx is the state vector at the location (m,n), ymi,ni(t) ∈ Rny is the measurement output

received by the sensor at the location (mi, ni), zm,n(t) ∈ Rnz is the signal to be estimated at the location

(m,n), vm,n(t) ∈ Rnv is the external disturbance input at the location (m,n) which belongs to L2([0,∞);Rnv),

and Wm,n(t) ∈ R is a zero-mean Brownian motion with unit covariance that is used to describe the stochastic

noise at the location (m,n). The initial values of states at the inner points are denoted by xm,n(0) = x0m,n.

κ, A, B, G, G1, Cmi,ni , Dmi,ni and H are known real constant matrices with appropriate dimensions.

The saturation function σ(·) is defined as

σ(w) =
[
σ(w1) σ(w2) . . . σ(wny)

]T
, ∀w ∈ Rny (2)

where σ(wi) = sign(wi)min{wi, |w|i} for i = 1, 2, · · · , ny. Here, “sign” denotes the signum function and wi is

the saturation level. It is known from [20] that, for the saturation function σ(·), there exists scalar 0 ≤ ai < 1

such that the following inequality holds:

[σ(wi)− aiwi] [σ(wi)− wi] ≤ 0. (3)

Assumption 1: The values of states on the boundary satisfy the Dirichlet boundary condition, i.e., xm,n(t) =

0 for m = 0, M or n = 0, N .

Remark 1: Spatial-temporal systems have wide applications in the practical engineering such as ocean or

wind circulation and heat or propagation equations [28]. Spatial-temporal systems are usually characterized

in terms of partial differential equations which are continuous in both time and space. In this paper, we are

concerned with a new model to describe spatial-temporal systems where the dynamic behavior evolving in

space is discrete, which could be more suitable to model digitally transmitted signals in a dynamical way.

Remark 2: It is not difficult to see from (1) that the states on the boundary do not follow the dynamic

evolution characterized by (1) and the values of states on the boundary need to be given. Actually, the

boundary condition is of vital importance for the existence of the solution to the spatial-temporal systems. In

this paper, the Dirichlet boundary condition is imposed for the spatial-temporal systems under consideration.

The spatial-temporal systems with other boundary conditions could be dealt with by following the same lines

in this paper.

Reorganize all the state variable xm,n(t) (m = 0, 1, · · · ,M and n = 0, 1, · · · , N) into the following vector

x(t) =
[
xT0,0(t) . . . x

T
m,0(t) . . . x

T
M,0(t) . . . x

T
m,n(t) . . . x

T
0,N (t) . . . xTm,N (t) . . . xTM,N (t)

]T
. (4)
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Introduce an index j defined as j = n(M + 1) + m + 1 and set xj(t) = xm,n(t). Obviously, xj(t) is

the jth element in the vector given by (4). The index set of boundary points is denoted by J = {j =

n(M + 1) + m + 1|m = 0, n = 0, 1, · · · , N or m = M,n = 0, 1, · · · , N or m = 0, 1, · · · ,M, n = 0 or

m = 0, 1, · · · ,M, n = N}. Similarly, we can define v(t), z(t), vj(t), Wj(t) and zj(t). Moreover, the l sensors

fitted in the rectangular region are organized as y(t) = [yTm1,n1
(t) yTm2,n2

(t) . . . yTml,nl
(t)]T . Then, the

spatial-temporal system (1) can be transformed into the following ordinary differential dynamic system
dxj(t) =[κΓ1jx(t) +AΓ2jx(t) +Bxj(t) +Gvj(t)]dt+G1xj(t)dWj(t),

y(t) =σ(C̄x(t)) + D̄v(t),

zj(t) =Hxj(t),

(5)

where

Γ1j =


[

j−M−2︷ ︸︸ ︷
0 . . . 0 In

M−1︷ ︸︸ ︷
0 . . . 0 In − 4In In

M−1︷ ︸︸ ︷
0 . . . 0 In

L−j−M−1︷ ︸︸ ︷
0 . . . 0︸ ︷︷ ︸

L

], j /∈ J,

0, j ∈ J,

Γ2j =


[

j−1︷ ︸︸ ︷
0 . . . 0 −2In In

M−1︷ ︸︸ ︷
0 . . . 0 In

L−j−M−1︷ ︸︸ ︷
0 . . . 0︸ ︷︷ ︸

L

], j /∈ J,

0, j ∈ J,

C̄ = [CT
1 CT

2 . . . CT
l ]

T , D̄ = [DT
1 DT

2 . . . DT
l ]

T ,

with

Ci = [

ji−1︷ ︸︸ ︷
0 . . . 0 Cmi,ni 0 . . . 0︸ ︷︷ ︸

L

], Di = [

ji−1︷ ︸︸ ︷
0 . . . 0 Dmi,ni 0 . . . 0︸ ︷︷ ︸

L

],

ji = ni(M + 1) +mi + 1, L = (M + 1)(N + 1).

Setting

Γ1 =
[
ΓT
11 ΓT

12 . . . ΓT
1L

]T
, Γ2 =

[
ΓT
21 ΓT

22 . . . ΓT
2L

]T
,

Ā = (IL ⊗ κ)Γ1 + (IL ⊗A)Γ2 + IL ⊗B, J =
[
1 1 . . . 1

]T
,

Ḡ = IL ⊗G, Ḡ1 = IL ⊗G1, H̄ = IL ⊗H,

W (t) =
[
W1(t)J

T W2(t)J
T . . . WN (t)JT

]T
,

we further have the following augmented system
dx(t) =[Āx(t) + Ḡv(t)]dt+ Ḡ1x(t) ◦ dW (t),

y(t) =σ(C̄x(t)) + D̄v(t),

z(t) =H̄x(t).

(6)
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with the initial condition

x(0) =
[
(x00,0)

T . . . (x0m,0)
T . . . (x0M,0)

T . . . (x0m,n)
T . . . (x00,N )T . . . (x0m,N )T . . . (x0M,N )T

]T
where x0m,n = 0 for m = 0, n = 0, 1, · · · , N or m = M,n = 0, 1, · · · , N or m = 0, 1, · · · ,M, n = 0 or

m = 0, 1, · · · ,M, n = N .

In this paper, we aim to estimate all the states in the given rectangular region by employing the available

measurement y(t). When the sensors receive the measurement y(t), the possible sensor failures may occur.

Now, we consider the following model to describe such sensor failures:

yf (t) = Fy(t) (7)

where yf (t) ∈ Rnyl is the final measurement entering the filter and F ∈ Rnyl×nyl is the sensor fault matrix

defined by

F = diag{f1, f2, . . . , fnyl} (8)

and fi satisfies f i
≤ fi ≤ f i for all i = 1, 2, . . . , nyl .

For the purpose of manipulation convenience, we rewrite the fault matrix F as follows

F = F0 +∆F, ∆F ≤ F̃

where

F0 = diag

f
1
+ f1

2
,
f
2
+ f2

2
, . . . ,

f
nyl

+ fnyl

2

,

F̃ = diag

f1 − f
1

2
,
f2 − f

2

2
, . . . ,

fnyl − f
nyl

2

.

Based on the measurements with sensor failures, the following filter structure is adopted dx̂(t) =[Āx̂(t) + Lfy
f (t)]dt,

ẑ(t) =H̄x̂(t),
(9)

where x̂(t) ∈ RnxL is the state estimate, ẑ(t) ∈ RnzL is an estimate of the output z(t) and Lf is the parameter

matrix to be determined, x̂(0) is the initial state.

Setting η(t) = [xT (t) x̂T (t)]T and e(t) = z(t)− ẑ(t), we have the following filtering error system: dη(t) =[Ãη(t) + Ã1σ(C̄Zη(t)) + B̃v(t)]dt+ B̃1η(t) ◦ dW̄ (t),

e(t) =C̃η(t),
(10)
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with the initial condition η(0) = [xT (0) x̂T (0)]T , where

Ã =

Ā 0

0 Ā

 , Ã1 =

 0

LfF

 , B̃ =

 Ḡ

LfFD̄

 , B̃1 =

Ḡ1 0

0 0

 ,

W̄ (t) =

W (t)

W (t)

 , C̃ =
[
H̄ −H̄

]
, Z =

[
I 0

]
.

(11)

Note that the augmented system (10) is a stochastic system due to the existence of stochastic process W̄ (t).

Therefore, we need to introduce the following stochastic stability concept.

Definition 1: [29] The zero solution of the system (10) with v(t) = 0 is said to be asymptotically stable

in probability if, (i) for any ε > 0, limη(0)→0P{supt≥0 ∥η(t)∥ > ε} = 0 and (ii) for the initial condition η(0),

P{limt→0 ∥η(t)∥ = 0} = 1.

The reliable H∞ filtering problem to be investigated can be now stated as follows. For the stochastic

spatial-temporal system (1), we are interested in finding the filter gain matrix Lf such that, for all possible

sensor saturations and sensor failures, the following two requirements are simultaneously satisfied.

1) The zero solution of the system (10) with v(t) = 0 is asymptotically stable in probability;

2) Under the zero initial condition, the filtering error e(t) satisfies

E
{∫ ∞

0
∥e(t)∥2dt

}
< γ2

∫ ∞

0
∥v(t)∥2dt (12)

for all nonzero v(t), where γ > 0 is a given disturbance attenuation level.

Remark 3: In this paper, the vector reorganization approach is employed to transform the spatial-temporal

systems into an equivalent ordinary differential dynamic systems. Such a practice can effectively overcome the

difficulty resulting from the complex dynamic behavior of the spatial-temporal systems and the corresponding

H∞ filtering problem will be readily solved.

III. Main Results

In this section, we first derive a sufficient condition under which the filtering error system (10) is asymptoti-

cally stable in probability in the case of disturbance-free and, simultaneously, the H∞ performance constraint

(12) is met. Based on the obtained condition, the design method of the desired reliable H∞ filter is then

given.

Let us start with tackling the saturation function σ. According to the inequality (3), it is easily known that

the nonlinear function σ(C̄Zη(t)) satisfies[
σ(C̄Zη(t))− ΛC̄Zη(t)

]T [
σ(C̄Zη(t))− C̄Zη(t)

]
≤ 0 (13)

where Λ = diag{a1, a2, . . . , anyl}.

The following lemma will be used in the proof of our main theorems.

Lemma 1: [30] Let J = JT , M and N be real matrices of appropriate dimensions with F satisfying

FF T ≤ I. Then J + MFN + NTF TMT < 0 if and only if there exists a positive scalar σ such that
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J + σ−1MMT + σNTN < 0 or, equivalently,
J M σNT

MT −σI 0

σN 0 −σI

 < 0. (14)

The following theorem provides a sufficient condition that the desired filter should satisfy.

Theorem 1: For the given disturbance attenuation level γ > 0 and the filter parameter matrix Lf , the origin

of the system (10) with v(t) = 0 is asymptotically stable in probability and, under the zero initial condition,

the filtering error e(t) satisfies the H∞ performance constraint (12) for all nonzero exogenous disturbances

v(t) if there exist a positive definite matrix P and a positive scalar ε1 satisfying

Φ =


ÃTP + PÃ+ B̃T

1 PB̃1 + C̃T C̃ − ε1K1 PÃ1 − ε1K2 PB̃

∗ −ε1I 0

∗ ∗ −γ2I

 < 0 (15)

where K1 = ZT C̄TΛC̄Z and K2 = −ZT C̄T (Λ + I)/2.

Proof: Choose the Lyapunov function as V (η(t)) = ηT (t)Pη(t). With the help of Itô formula, the

stochastic derivative of V (η(t)) along the trajectory of system (10) with v(t) = 0 is obtained as

LV (η(t)) =ηT (t)(ÃTP + PÃ+ B̃T
1 PB̃1)η(t) + σT (C̄Zη(t))ÃT

1 Pη(t)

+ ηT (t)PÃ1σ(C̄Zη(t))

=ζT (t)Φ̄ζ(t),

where

ζ(t) =
[
ηT (t) σT (C̄Zη(t))

]T
,

Φ̄ =

ÃTP + PÃ+ B̃T
1 PB̃1 PÃ1

∗ 0

 .
(16)

By taking into account (13), it can be obtained that

LV (η(t)) ≤ζT (t)Φ̄ζ(t)− ε1
[
σ(C̄Zη(t))− ΛC̄Zη(t)

]T [
σ(C̄Zη(t))− C̄Zη(t)

]
=ζT (t)Φ̂ζ(t),

(17)

where

Φ̂ =

ÃTP + PÃ+ B̃T
1 PB̃1 − ε1K1 PÃ1 − ε1K2

∗ −ε1I

 . (18)

Noting that inequality (15) implies Φ̂ < 0, we have

LV (η(t)) < 0

from which, the asymptotical stability in probability of system (10) with v(t) = 0 is ensured in terms of the

stochastic Lyapunov stability theory [29].
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In order to show that the filtering error satisfies the H∞ performance constraint under the zero initial

condition , we calculate

E
{∫ tf

0
∥e(t)∥2dt

}
− γ2

∫ tf

0
∥v(t)∥2dt

=E
{∫ tf

0

[
eT (t)e(t)− γ2vT (t)v(t) + LV (η(t))

]
dt
}
− E(ηT (tf )Pη(tf ))

≤E
{∫ tf

0

[
eT (t)e(t)− γ2vT (t)v(t) + LV (η(t))

]
dt
}

=E
{∫ tf

0
[ηT (t)(ÃTP + PÃ+ B̃T

1 PB̃1 + C̃T C̃)η(t) + 2ηT (t)PÃ1σ(C̄Zη(t))

+ 2ηT (t)PB̃v(t)− γ2vT (t)v(t)]dt
}

=E
{∫ tf

0
ξT (t)Ψξ(t)dt

}
where

ξ(t) =
[
ηT (t) σT (C̄Zη(t)) vT (t)

]T
,

Ψ =


ÃTP + PÃ+ B̃T

1 PB̃1 + C̃T C̃ P Ã1 PB̃

∗ 0 0

∗ ∗ −γ2I

 .
(19)

Similarly, from (13) and (15), we have

E
{∫ tf

0
∥e(t)∥2dt

}
− γ2

∫ tf

0
∥v(t)∥2dt

≤E
{∫ tf

0
{ξT (t)Ψξ(t)− ε1

[
σ(C̄Zη(t))− ΛC̄Zη(t)

]T [
σ(C̄Zη(t))− C̄Zη(t)

]
}dt

}
=E

{∫ tf

0
{ξT (t)Φξ(t)}dt

}
<0.

(20)

for all ξ(t) ̸= 0. Letting tf → ∞, the H∞ performance constraint (12) is immediately obtained. The proof of

Theorem 1 is therefore complete.

Remark 4: In the proof of Theorem 1, the Itô formula is used to obtain the derivative of the Lyapunov

function and sector nonlinear description is employed to characterize the sensor saturation. It should be

pointed out that, in the analysis of the H∞ performance of the spatial-temporal systems, the major difficulty

results from the complex dynamic behavior induced by spatial-temporal nature. In order to overcome this

difficulty, the vector reorganization approach is exploited to transform the spatial-temporal systems into an

equivalent ordinary differential dynamic systems. This is the main difference between the methods in this

paper and the existing literature and hence the results derived in this paper are not a trivial extension of the

existing ones.
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According to the performance analysis conducted in Theorem 1, a solution to the reliable H∞ filtering

problem with both sensor saturations and failures is obtained in the following theorem.

Theorem 2: Let the disturbance attenuation level γ > 0 be given. For the spatial-temporal system (1) and

sensors with both saturations and failures, the design problem of the reliable H∞ filter is solvable if there

exist a positive definite matrix P = diag{Q1, Q2}, a real matrix Y and positive scalars ε1 and ε2 such that

Ξ =

Ξ11 Ξ12

∗ Ξ22

 < 0, (21)

where

Ξ11 =


Ξ̂ −H̄T H̄ −ε1C̄

T (Λ + I)/2 Q1Ḡ

−H̄T H̄ ĀTQ2 +Q2Ā+ H̄T H̄ Y F0 Y F0D̄

∗ ∗ −ε1I 0

∗ ∗ ∗ −γ2I

 ,

Ξ̂ =ĀTQ1 +Q1Ā+ ḠT
1 Q1Ḡ1 + H̄T H̄ − ε1C̄

TΛC̄,

Ξ12 =

0 F̃ TY T 0 0

0 0 ε2I ε2D̄

T

, Ξ22 = diag{−ε2I,−ε2I}.

(22)

Moreover, if inequality (21) is feasible, the parameter matrix of the desired filter is given as follows:

Lf = Q−1
2 Y. (23)

Proof: Noting P = diag{Q1, Q2} together with (11), we can rewrite Φ given in Theorem 1 as follows:

Φ =


Ξ̂ −H̄T H̄ −ε1C̄

T (Λ + I)/2 Q1Ḡ

−H̄T H̄ ĀTQ2 +Q2Ā+ H̄T H̄ Q2LfF Q2LfFD̄

∗ ∗ −ε1I 0

∗ ∗ ∗ −γ2I

 . (24)

Now, rewrite F as the following form

F = F0 + F̃χ (25)

with χ = F̃−1∆F satisfying χχT ≤ I. Then, it follows from (24) and (25) that

Φ = Ξ̄11 +Π1χΠ2 +ΠT
2 χ

TΠT
1 (26)

where

Ξ̄11 =


Ξ̂ −H̄T H̄ −ε1C̄

T (Λ + I)/2 Q1Ḡ

−H̄T H̄ ĀTQ2 +Q2Ā+ H̄T H̄ Q2LfF0 Q2LfF0D̄

∗ ∗ −ε1I 0

∗ ∗ ∗ −γ2I

 ,

Π1 =
[
0 F̃ TLf

TQ2
T 0 0

]T
, Π2 =

[
0 0 I D̄

]
.

(27)
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By using Lemma 1, it can be obtained that Φ < 0 if and only if there exists a positive scalar ε2 such that

Ξ̄11 + ε2
−1Π1Π1

T + ε2Π2
TΠ2 < 0. (28)

In virtue of Schur Complement Lemma and noting the relation Y = Q2Lf , it is easily seen that (28) is

equivalent to Ξ < 0. This means that the condition of Theorem 1 is satisfied and the rest of proof can be

obtained directly from Theorem 1.

Until now, we have analyzed the H∞ performance for the filtering error system with both sensor saturations

and failures, and obtained a sufficient condition which ensures the asymptotical stability in probability as well

as the H∞ performance requirements. In Theorem 2, the design method of the desired reliable H∞ filter

has been given. In the next section, we shall illustrate the effectiveness of the proposed filtering scheme by

providing a simulation example.

IV. An Illustrative Example

In this section, a numerical simulation example is given to show the effectiveness of the filtering methods

proposed in this paper.

Given the rectangular region [0, 3] × [0, 3], the parameters of the stochastic spatial-temporal system (1) is

set as follows

κ =

 6 1

0.5 3

 , A =

−2 −3

1 5

 , B =

−4 −1

−3 −2

 ,

G =

1
1

 , G1 =

1 0

0 1

 , H =
[
1 −1

]
,

Cm1,n1 = C1,1 =
[
0.9 0.8

]
, Dm1,n1 = D1,1 = 0.5,

Cm2,n2 = C2,1 =
[
0.7 1

]
, Dm2,n2 = D2,1 = 0.9,

Cm3,n3 = C1,2 =
[
0.6 0.9

]
, Dm3,n3 = D1,2 = 1,

Cm4,n4 = C2,2 =
[
1.2 0.9

]
, Dm4,n4 = D2,2 = 0.3.

The sensor fault matrix is assumed to be F = diag{f1, f2, f3, f4} satisfying

f
1
= 0 ≤ f1 ≤ f1 = 0.8,

f
2
= 0.3 ≤ f2 ≤ f2 = 0.9,

f
3
= 0.3 ≤ f3 ≤ f3 = 0.7,

f
4
= 0.4 ≤ f4 ≤ f4 = 1.

Therefore, it is easily obtained that F0 = diag{0.4, 0.6, 0.5, 0.7} and F̃ = diag{0.4, 0.3, 0.2, 0.3}.

Moreover, the saturation parameters are set as Λ = diag{0.5, 0.6, 0.4, 0.6}, the disturbance attenuation level

is selected as γ = 0.25, the boundary condition is taken as x0,0(t) = x0,3(t) = x3,0(t) = x3,3(t) = 0 and the
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initial conditions at the inner points are chosen as

x01,1 = x01,2 = x02,1 = x02,2 =
[
3× e−10×|0.06−0.03m| × e−30×|0.06−0.03n| 2× e−10×|0.06−0.03m| × e−30×|0.06−0.03n|

]T
.

With the above parameters, we solve (21) by using LMI toolbox in Matlab and the filter gain matrix Lf can

be obtained as follows

Lf =Q−1
2 Y =



0 0 0 0

0 0 0 0

0.0017 −0.0008 −0.0004 −0.0061

−0.0022 −0.0009 −0.0007 −0.0019

−0.0005 0.0001 −0.0006 −0.0066

−0.0014 −0.0027 −0.0009 −0.0033

0 0 0 0

0 0 0 0

0.0017 −0.0008 −0.0004 −0.0061

−0.0022 −0.0009 −0.0007 −0.0019

−0.0105 −0.0037 −0.0094 0.0405

0.0013 −0.0069 0.0012 −0.0781

0.0230 0.0353 0.0062 0.0706

−0.0291 −0.0434 −0.0129 −0.0837

0.0032 0.0052 0.0017 0.0081

0.0016 0.0024 0.0014 0.0099

−0.0006 −0.0010 0.0007 −0.0066

−0.0014 −0.0010 −0.0026 −0.0033

0.0233 0.0113 0.0265 0.0721

−0.0295 −0.0175 −0.0352 −0.0853

0.0232 0.0392 0.0350 0.1698

−0.0169 −0.0311 −0.0299 −0.1353

0.0029 0.0045 0.0041 0.0153

0.0018 0.0025 0.0021 0.0100

0 0 0 0

0 0 0 0

0.0032 0.0022 0.0043 0.0082

0.0017 0.0019 0.0019 0.0100

0.0029 0.0045 0.0041 0.0153

0.0018 0.0025 0.0021 0.0100

0 0 0 0

0 0 0 0



.
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In the simulation, the external disturbance is taken as vm,n(t) = sin(0.2t) × e−0.2t−0.003m and the sensor

fault matrix is chosen as F = diag{0.75, 0.8, 0.6, 0.9}. The simulation results are shown in Figs. 1-8. Figs. 1-4

plot the actual system outputs and their outputs at all inner points. Figs. 5-8 depict the their filtering errors.

The simulation results have demonstrated the effectiveness of the proposed reliable H∞ filter.

V. Conclusions

In this paper, we have studied the reliable H∞ filtering problem for a class of stochastic spatial-temporal

systems with sensor saturations and failures. The dynamic behavior of systems under consideration evolves in

both space and time. In order to handle the sensor failures, a reliableH∞ filtering scheme has been proposed for

the stochastic spatial-temporal system. By using the vector reorganization approach and Lyapunov stability

theory, a sufficient condition has been derived under which the filtering error dynamics is asymptotically

stable in probability and the H∞ performance requirement is satisfied. Then, the design method of the

desired reliable H∞ filter has been given. Finally, a simulation example has been presented to show the

effectiveness of the filtering scheme proposed.
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Fig. 1. Output z11(t) and its estimate ẑ11(t).
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Fig. 2. Output z12(t) and its estimate ẑ12(t).
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Fig. 3. Output z21(t) and its estimate ẑ21(t).

0 5 10 15 20 25 30 35 40
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

t

 

 
Output of plant
Output of filter

Fig. 4. Output z22(t) and its estimate ẑ22(t).
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Fig. 5. Filtering error e11(t).
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Fig. 6. Filtering error e12(t).
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Fig. 7. Filtering error e21(t).
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Fig. 8. Filtering error e22(t).


