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Photocurrent readout and electro-optical tuning of resonantly excited exciton polaritons in a trap
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We discuss a technique to manipulate and read out strictly resonantly excited exciton polaritons confined in a
three-dimensional trap. The polaritons are trapped via their photonic part in a locally elongated microcavity with a
high quality factor (Q ∼ 6000), giving rise to sharp zero-dimensional resonances. Manipulation of the polaritons
is achieved by spectrally tuning the quantum well excitons via the quantum confined Stark effect up to 10 meV,
while the signal of the resonantly excited polaritons is simultaneously read out via the photocurrent flowing
through the device. The effects of polariton-polariton interactions and interactions with the environment are
revealed in the zero detuning regime by excitation power dependent investigations. By increasing the polariton
number in our trap via resonant optical injection, we observe a pronounced blueshift of the lower polariton
eigenenergy towards the weakly coupled cavity resonance. Furthermore, the photocurrent exhibits pronounced
nonlinearities when self-tuned into resonance via its excitation dependent spectral blueshift.
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Exciton polaritons are fascinating bosonic quasiparticles,
arising from the strong coupling between quantum well (QW)
excitons and photons confined in a semiconductor microcavity.
They are extremely appealing for studying the fundamentals of
bosonic physics, such as Bose-Einstein condensation related
effects, even at very high temperatures (up to 300 K) [1–8].
Moreover, polaritons have also been proposed to be promising
candidates for the generation of single and indistinguishable
photons on demand, when they are strongly confined in zero-
dimensional structures [9,10]. To date, most compact sources
of single, indistinguishable photons are based on single quan-
tum dots (QDs) integrated in tailored photonic environments
[11]. While those systems have been optimized with respect
to their efficiencies and photon interference visibilities, a fully
scalable production of such devices is still a challenge due to
the commonly applied randomized QD growth techniques.
In contrast to semiconductor QD-microcavity systems, a
polaritonic single photon source would ideally not suffer from
very strong inhomogeneous broadening effects and hence
could clearly outperform these existing systems in the sense
of scalable realization. This would be highly beneficial for
linear optics quantum information processing [12]. Indeed,
the experimental realization of a system that exhibits polariton
blockade (and hence generates polariton number states)
would put a large number of goals in the emerging field
of solid state based quantum emulation within reach. For
instance, reaching the Mott insulator phase of a bosonic
system, which is a key requirement to simulate quantum
phase transitions [13], strongly relies on the abovementioned
effects.

Unfortunately, the prerequisites on the system for the
observation of the required polariton quantum blockade effect
are rather demanding, and conclusively the demonstration is
still elusive.

One important challenge towards the realization of polari-
ton single photon sources is related to the required tight spatial
trapping of polaritons. Following the theoretical analysis by

Verger et al. [9] and Na and Yamamoto [10], a trapping
potential of several millielectron volts in the zero detuning
range, along with a spatial extension of less than 1 μm,
is required to approach the blockade regime. Trapping of
polaritons can be achieved via several techniques, either
by trapping the exciton or the photon part. Unfortunately,
most gentle (or nondestructive) techniques only allow for the
realization of trapping potentials either in the submillielectron
volt range (i.e., the evaporation of metal masks on top of a
two-dimensional Fabry-Pérot cavity [14]) or do not allow for
trapping carriers down to the submicron range (i.e., the me-
chanical strain technique to trap excitons [3], surface acoustic
waves [15]). Large trapping potentials can be obtained, e.g.,
by etching micropillars through the entire polariton Bragg
structure [16,17], and even tighter confinements can be realized
by trapping polaritons in photonic crystal cavities [18]. Despite
polariton lasing having been observed with both approaches,
the rather large surface recombination velocities in etched III/V
based QWs [19] and etching induced QW broadenings limit
the applicability for the observation of true quantum effects. A
much more promising technique to deeply confine polaritons
in a small spatial trap is based on a local elongation of a
quasiplanar microcavity, such as first demonstrated by El Daı̈f
et al. [20].

In these locally elongated structures, the exciton polari-
tons are trapped via their photonic component. However, in
contrast to regular micropillar cavities, the photonic traps are
shallowly etched into the cavity spacer by some nanome-
ters, without affecting or damaging the QW itself. After
the etching step, the top distributed Bragg reflector (DBR)
is grown to accomplish the Fabry-Pérot cavity. Therefore,
detrimental surface recombination effects of QW excitons
and etching induced QW broadening are of minor influence
in such structures, even in the submicron trap diameter
range. The trapping potential provided by this technique
can easily exceed several meV, depending on the etch
depth.
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A second difficulty related to the observation of polariton
blockade is the requirement of strictly resonant pumping the
polaritons with the excitation laser. Such techniques usually
suffer from laser stray light, interfering with the sample signal
when normal incidence conditions are chosen. Especially on
the single-photon level, detection of the sample signal in the
background of laser stray light is a big challenge. Here, we
propose photocurrent (PC) readout techniques to detect small
polariton signals from such complex microcavity structures
subject to strict resonant excitation. While PC measurements
have been performed on planar polariton samples, we go one
step beyond and combine such a scheme to detect polariton
signals from the mesa trap. The effect of polariton blockade
likely cannot be directly manifested in such a scheme due
to the continuous PC generated by the pump beam and its
incapability to carry out photon number counting. However,
as we show in this paper it is suitable to resonantly probe
energy shifts of weak polaritonic resonances, and it is certainly
a useful approach to study coherent effects in resonantly driven
quantum systems [21].

Third, the exciton-photon detuning is a critical parameter
in order to observe polariton blockade, as the polariton
interactions scale with the affiliated excitonic content [9].
Fine-tuning for standard two-dimensional polariton samples
can be performed via the wafer position dependent cavity
energy, where single traps are fabricated along the cavity
thickness gradient. Temperature tuning is also possible, but
with temperature the system parameters are also changed
(especially the influence of phonons), while the tuning range is
limited to ∼1 meV. As an alternative route, we demonstrate that
we can utilize Stark tuning of the QW, even in a sophisticated
polariton trap geometry, as an effective and precise tuning
knob for this critical parameter without dramatically reducing
the QW oscillator strength.

In order to manipulate and probe the polaritons in our
device, we use a fabrication and contacting scheme introduced
elsewhere [22]. The device operation principle is depicted
in Fig. 1(a): The quasiplanar microcavity with the polariton
mesa trap in its center is contacted by a ring with a diameter
of 8 μm surrounding the spatially elongated region of the
cavity. By applying a bias voltage VB between the ring and
the backside contact, we can tune the QW emission into the
desired cavity-exciton detuning regime. Furthermore, we can
also probe the PC flowing through our p-i-n device, when the
structure is excited with an external laser.

The employed PC setup is briefly sketched in Fig. 1(b).
We use a tunable narrowband continuous wave (CW) diode
laser at normal incidence to inject carriers in our device with
a variable energy (monitored via a wavemeter) in the range of
the polariton resonances. The PC is read out via the electrical
contacts of the sample and detected by a picoampere meter.

At first, we will demonstrate that we can simultaneously
tune the QW resonance via the quantum confined Stark effect
(QCSE), while using PC spectroscopy [23] as a readout
mechanism: Fig. 2(a) shows PC spectra for a device with a
strong blue detuning of minimal � = EC − EX ∼ 6.5 meV,
which results in a high excitonic Hopfield coefficient of
|X|2 ∼ 0.96. The uncoupled exciton resonance (labeled as
X in the plot) appears as a peak in the PC spectrum with
a linewidth of ∼1.8 meV, indicating the persistence of a

FIG. 1. (Color online) (a) Schematic sketch of the sample design.
The type of doping is labeled at the left, the doping concentration is
ramped down towards the intrinsic cavity. The QW is drawn in red
color. (b) Scheme of the PC setup.

high optical quality. When the applied voltage is increased,
a continuous blueshift of the excitonic emission line is caused
by the QCSE as the build-in potential Vbi is compensated,
and the electric field inside the intrinsic Lcav-thick cavity
layer decreases with F = (Vbi + VB)/Lcav. The overall tuning
range of this technique is limited in our case to ∼10 meV;
however, this range can be easily extended by optimizing the
QW confinement. Consistently, when the flat-band condition
is approached and the applied voltage VB approaches −Vbi

(VB = −0.7 V to −1.0 V, depending on the injection power),
the absolute PC IPC exponentially decreases due to the
suppressed tunneling rate of electrons out of the QW [inset
Fig. 2(a)]. This dependence is given via

IPC = −e · ατ · nX, (1)

where the population of excitons nX is driven by the applied
laser power Plaser via nX = η · T · Plaser/ELP. ELP herein
denotes the energy of the lower polariton. The transmission
T and absorption probability η both depend on the detuning,
which changes through the QCSE. The introduced factor of
proportionality ατ depends on related tunneling times for
electron and holes and is approximated assuming steady-state
conditions [24]:

ατ = 2

τt,e

+ 1

τt,h

(
1

1 + τt,e

τNR

+ 1

)
∼ 2

τt,e

. (2)

Hence, it can be expressed (for the given QW parameters
τt,e ∼ 0.02 τt,h ∼ 0.001 τNR) via the tunneling time τt of an
electron out of the QW ατ = 2/τt,e [25]:

τt,(e,h) = 2m∗
e,hL

2
QW

�π
Exp

(
4

3�eF

√
2m∗

e,hU
3
e,h

)
. (3)
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FIG. 2. (Color online) (a) PC spectra of the uncoupled QW with
a large positive detuning showing an pronounced quadratic QCSE
shift towards flatband (towards higher VB ). Inset of (a) shows the
dependence of the extracted peak height on the external bias. (b)
Anticrossing behavior of the QW with the photonic resonance of a
2 μm trap and the planar background, tuned via the QCSE. Same
symbols as in (c) are used to mark the four corresponding energies.
(c) PC peak energy extracted from (b), plotted against external bias.
Red lines show a global fit based on quadratic QW shift, while dashed
lines indicate the uncoupled QW and photon energy.

The effective masses m∗
e,h, the QW width LQW, and the binding

energies Ue,h are given through the material composition. An
increase in PC [inset Fig. 2(a), VB = −0.3 V to −0.7 V], on the
other hand, can be explained by enhanced absorption because
of electron and hole wavefunction overlap and higher sample
transmission.

The general behavior changes drastically when the QW
approaches the cavity resonance. In Fig. 2(b), this scenario
is fulfilled for a 2-μm-diameter trapping device where the
detuning for the trapped ground state can be varied from
+5 meV (|X|2 ∼ 0.94 ) to −3 meV (|X|2 ∼ 0.13). Due to
the tight photonic confinement, the PC splits into a set
of zero-dimensional polaritonic resonances, which feature

the expected avoided crossing behavior. Due to their flat
dispersion, the trapped polariton modes appear as sharp
Lorentzian peaks in the PC, while the planar resonator modes
from the environment exhibit a short wavelength tail due to
their two-dimensional momentum dispersion. Due to the high
signal-to-noise ratio and the strict resonant excitation scheme,
we can conveniently detect all polariton branches related to
the trapped system and the planar system in the background
simultaneously at all available detunings. This is a major ad-
vantage, e.g., for photo- or electroluminescence spectroscopy,
where some of the branches usually are thermally depleted and
others are hidden in the luminescence background.

Figure 2(c) depicts the extracted mode energies of our
complex system as a function of the applied voltage together
with lower polariton (LP) and upper polariton (UP) branches
reproduced through a coupled oscillator model considering
a quadratic QW shift [25,26] EX = EX,f + β · (VB + V ∗

bi)
2,

where EX,f denotes the flatband energy of EX,f = 1.4054 eV
and β = −0.026 eV V−2. The resonance case between the
QW and the mesa trap ground mode is reached at an applied
voltage of VB = −0.41 V, giving rise to the upper and lower
zero-dimensional polariton branch with a characteristic Rabi
splitting of 2.7 meV. Subsequently, at higher VB , the QW shifts
towards resonance with the two-dimensional photon mode.

The parameter used for the effective build-in potential Vbi =
0.7 V at this given laser power is smaller than the theoretically
expected build-in potential Vbi ∼ 1.3 V. The deviation can be
caused by several effects such as screening of intracavity and
intra-QW electric field [27,28] or density dependent effects
such as polariton-polariton interaction and bleaching of strong
coupling. Consequently, we repeated this bias-series analysis
for successive lower laser powers and found a closer value of
V ∗

bi ∼ 1.19 V for the undisturbed system by extrapolation of
the phenomenological parameters.

In order to study the density dependent behavior of the
trapped polaritons around zero detuning, the voltage was
set to a value of VB = −0.4 V. The polaritons are injected
with a laser of a constant energy, ∼1 meV blue detuned
of the LP branch, and the PC of the device is measured.
This experiment is repeated at three different detunings
(varying by 0.2 meV) between the injection laser and the
LP branch. In all measurement configurations, a pronounced
nonlinearity of the PC can be observed, however, appearing at
significantly different injection powers, as depicted in Fig. 3.
The nonlinearities can be attributed to a polariton density
dependent blueshift of the LP branch: While increasing the
population in the LP branch, its energy continuously blueshifts
until it tunes into resonance with the injection laser. Once
this resonance case is reached, the injection efficiency is
drastically increased, giving rise to the strong increase of the
PC. Consequently, the nonlinearity appears for significantly
larger laser powers at larger detunings.

In order to investigate the interactions in our device more
quantitatively, we performed energy resolved power dependent
PC measurements at different applied voltages. The energy
of the trapped LP PC peaks recorded at increasing laser
powers are plotted in Fig. 4(a). We observe a pronounced
energy shift towards higher energies, which converges towards
the uncoupled photonic energy in the high density limit.
The signature of the shift is highly dependent on VB as we
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FIG. 3. (Color online) PC versus laser power. The laser injection
energy remains constant at three different values slightly blue detuned
of the trapped LP for VB = −0.4V. Self-tuning into resonance gives
rise to the pronounced nonlinearity in the PC response.

vary the detuning from � = +3.2 meV (VB = −0.25 V) to
� = +2.5 meV (VB = −0.40 V), which results in a higher po-
lariton density because of higher transmission and absorption
probability. Moreover, the loss of carriers is reduced as τt,e

increases from VB = −0.25 V to VB = −0.40 V.
From the same data, we analyze the energy versus the IPC

output in the low density regime in Fig. 4(b) to get rid of
transmission and absorption characteristics. In this regime,
the blueshift can be well reproduced by a linear behavior with
a slope of 1.3 × 104 eV A−1 to 8.5 × 104 eV A−1.

In order to assess the possibility to observe polariton block-
ade effects in our device, one needs to calculate the energy
shift of the LP resonance �ELP per polariton, normalized
to the LP linewidth δELP. Once the energy shift per single
polariton exceeds the polariton linewidth (i.e., this factor
exceeds unity), single photon operation from the device can
be expected. To probe this value in our given device, we
further analyzed the blueshift of the VB = −0.25 V curve.
Figure 4(c) shows the normalized energy shift versus the
polariton number, estimated by using Eqs. (1)–(3), assuming
that the population of excitons is equal to the population of
LPs. The nonradiative recombination time of electrons [24]
τNR is set to 200 ns. We furthermore set Vbi = (1.19 ± 0.02)V
(extracted from experimental data, see above), Ue = 69 meV,
and Uh = 48 meV, yielding τt,e = 0.21 ns and τt,h = 12 ns.
We can extract a value of �ELP

�NP ·δELP
∼ 1.3 × 10−2, i.e., less

than two orders of magnitude below the desired threshold. It
is worth noting that optimization of the device design (e.g.,
by vertically aligning the excitons), however, could allow for
blueshifts per polaritons on the order of one. Several effects in
our device can cause a blueshift of the polariton resonance: the
most important are polariton-polariton repulsive interaction,
phase-space filling [29] and the QCSE resulting from electric
field screening by the tunneling carriers. As the latter is
difficult to quantitatively express, we compare the observed
blueshift with a calculated LP blueshift theoretically expected
by polariton-polariton interaction [30] [black line in Fig. 4(c)]

FIG. 4. (Color online) (a) Energy shift of the LP with applied
laser power at three different bias and therefore different detunings.
The error on applied power for this measurement is indicated for VB =
−0.25 V. (b) Lower polariton energy position in dependence of the
photocurrent peak amplitude. (c) Blueshift of the LP (VB = −0.25 V)
with respect to the extrapolated low density value as a function of the
calculated polariton population. A linear fit of the blueshift behavior
(red dashed line) is exceeding the calculated blueshift attributed to
polariton-polariton interaction (black solid line).

using

�ELP = V PP X4
h NLP = 1

S
· 3e2aB

ε
X4

h · NLP. (4)

We neglect phase-space filling terms as we are operating
two orders of magnitude below the polariton population,
necessary for reaching the saturation regime with the car-
rier occupation number Nsat = S · nsat = S · 7

16πa2
B

∼ 3 × 103.

Here, S = r2π is the cross-sectional area of the system,
namely the area of the circular trap. Other parameters used
are the exciton Bohr radius aB = 12 nm and ε = 13.9 ε0 with
ε0 as the vacuum permittivity. The Hopfield coefficient Xh

was calculated from known values of Rabi splitting (ER =
2.7 meV) and photonic mode energy (EC = 1.4025 eV)
by [30]

Xh =
(

1 + 1

4

(
ER

ELP − EC

)2)− 1
2

.

The result of the calculation is shown in Fig. 4(c) as a solid
black line. It is obvious that the observed blueshift is about 60%
higher than the calculated shift expected solely from polariton-
polariton-interaction. That leads to the conclusion that a
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tunneling carrier induced feedback enhances the blueshift in
our system.

In conclusion, we have demonstrated PC measurements
on a low-dimensional polariton trap under strictly resonant
excitation conditions. This versatile technique is proven highly
suitable to study such complex polaritonic devices in the
low density and high density limits, while the system can
be simultaneously manipulated and fine-tuned via the applied
bias. In the low density regime, we have determined an energy
shift per polariton of ∼1.3 × 10−2 δELP in our device with a
diameter of 2 μm and identified polariton-polariton repulsive
interaction and field screening as the dominating mechanisms.

We anticipate that this value can be straightforwardly increased
by the following means: (a) decrease of the polariton trap
size down to the submicron range, as proposed by Verger
et al. [9]; (b) implementation of exciton polaritons with an
increased repulsive interaction. Polaritons with a permanent
dipole moment are anticipated to comprise two orders of
magnitude higher repulsive interaction strength [31], which
would already be sufficient for the observation of polariton
blockade effects in our device.

This paper has been supported by the Free State of Bavaria.
The authors thank Y. Yamamoto for fruitful discussions.
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