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           Abstract 

This study investigates the effect of testing mode on lower-level Saudi Arabian test-

takers’ performance and cognitive processes when taking an L2 reading test on computer 

compared to its paper-based counterpart from an interface design perspective.  

An interface was developed and implemented into the computer-based version of the L2 

reading test in this study, which was administered to 102 Saudi Arabian University students for 

quantitative analyses and to an additional eighteen for qualitative analyses. All participants were 

assessed on the same L2 reading test in two modes on two separate occasions in a within-subject 

design. Statistical tests such as correlations, group comparisons, and item analyses were 

employed to investigate test-mode effect on test-takers’ performance whereas test-takers’ 

concurrent verbalizations were recorded when taking the reading test to investigate their 

cognitive processes. Strategies found in both modes were compared through their frequency of 

occurrence. In addition, a qualitative illustration of test-takers cognitive behavior was given to 

describe the processes when taking a lower-level L2 reading test. A mixed-method approach was 

adhered to when collecting data consisting of questionnaires think-aloud protocols, and post-

experimental interviews as main data collection instruments.  

Results on test-takers’ performance showed that there was no significant difference 

between the two modes of testing on overall reading performance, however, item level analyses 

discovered significant differences on two of the test’s items. Further qualitative investigation into 

possible interface design related causes for these differences showed no identifiable relationship 

between test-takers’ performance and the computer-based testing mode. Results of the cognitive 

processes analyses showed significant differences in three out of the total number of cognitive 

processes employed by test-takers indicating that test-takers had more difficulties in processing 

text in the paper-based test than in the computer-based test. Both product and process analyses 

carried out further provided convincing supporting evidence for the cognitive validity, content 

validity, and context validity contributing to the construct validity of the computer-based test 

used in this study. 
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Chapter 1: Introduction 

1 

 

Chapter 1: Introduction 

1.1 Background to the Study 

This study aims to contribute to the field of language testing by investigating the effect of 

computer interface design on performance and cognitive processing of Saudi Arabian male first- 

year preparatory students when taking an English L2 reading test. Literature from educational 

psychology (e.g. Pollock and Sullivan, 1990; Ployhart, Weekley, Holtz and Kemp, 2003), 

ergonomics (e.g. Noyes and Garland, 2003; 2008), computers and human factors (e.g. Dillon 

1992; Haas, 1992; Lee and Tedder, 2003), education (e.g. Azevedo and Bernard, 1995) and 

language testing (e.g. Pomplun et al., 2002; Choi et al., 2003; Pommerich, 2004, 2007; Higgins 

et al., 2005; Horkay et al., 2006; Puhan et al., 2007) demonstrates that the comparability of both 

paper-based tests (henceforth PBT) and computer-based tests (henceforth CBT) of reading has 

been under investigation for decades. Several comparability studies have been carried out of 

which some concluded that the newly introduced CBT’s in their studies were equivalent to their 

paper-based counterparts whereas others found significant performance differences between the 

two modes. The conclusions drawn in a number of these comparability studies showed that either 

specific elements of the computer interface or the testing mode itself as a whole were thought to 

have contributed to observed differences between PBT and CBT performance. For example, 

Pomplun et al (2002) introduced a CBT version of the Nelson-Denny Reading Test to a sample 

population of 215 high school and college students in a between group study design to 

investigate its equivalence to its paper-based counterpart. They found a significant difference in 

the vocabulary section of the test, which they attributed to the difference in presentation of 

stimuli between the two modes.  
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Choi et al. (2003) investigated the comparability of the PBT and CBT versions of the 

TEPS, a proficiency test (covering the four skills) developed by Seoul National University, 

which involved 258 Korean EFL university students. Their aim was to evaluate the construct 

validity and content validity of the proficiency test used through comparing performance in both 

modes. The results of their reading subsection, which is of particular relevance to this study, 

showed a significant mode effect indicating a relative difficulty on the computer-based version in 

particular. One of the possible explanations Choi et al. (2003) gave for this result was the fact 

that their test-takers might not have been familiar with the new testing mode, i.e. testing mode 

(un) familiarity, which has been indicated as a possible construct irrelevant measure in several 

earlier studies (e.g. de Beer & Visser, 1998; Sawaki, 2001; e.g. Horkay et al., 2006). Choi et al. 

(2003) further mentioned that a large number of the students assessed in their study reported 

some form of ‘eye-fatigue’, which could have been a possible cause for the difficulty in their 

CBT, which Choi (2000) and others’ also indicated in earlier studies where students had to read 

longer passages on screen (e.g. Larson, 1999; Sawaki, 2001; Blackhurst, 2005).  

Pommerich (2004) investigated the effect of text and item presentation, and computer 

interface features on test performance of 1893 grade 11 & grade 12 students to whom she 

administered a self-designed scientific reasoning test that included a mathematics component and 

a passage based reading component. The reading component consisted of four reading passages 

each accompanied by 15 test items. The question format used was MCQ and the test events were 

divided into two sessions. After the first testing session, amendments were made in response to 

differences that were found at the item level due to presentation elements of the interface. The 

second data collection session was conducted and showed improvement of the CBT compared to 
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the first session. Pommerich (2004) suggested to make further amendments in follow up studies 

in order to further improve CBT item performance but did not specify how to accomplish this. 

Higgins et al (2005) investigated the effect of scrolling on test-taker reading performance. 

They examined a total of 219 fourth grade students on a paper-based test, a computer-based 

version of the PBT requiring scrolling as a navigation tool, and a CBT version where page 

turning was required to navigate through the test (page-turning requires the test-taker to click on 

a button that will then turn the page for him). Higgins et al. (2005) did not find any significant 

performance differences between the three modes; however, they did mention that their sample 

population consisted of unusually high computer familiar students, which could have been the 

reason for this. 

Puhan et al. (2007) investigated 1122 reading examinees on a large-scale certification test 

from the Praxis program, which involved mathematics, a writing, and a reading component. The 

reading test consisted of 40 MCQ test items administered to test-takers in both PBT and CBT 

mode. Results showed neither significant difference between the two modes at the test-level nor 

at the item level for the reading component but DIF analyses showed that three writing items 

functioned different between the two modes.  

Although the comparability studies above yielded inconclusive results as to the effect 

elements of the computer interface had on test performance, it is evident that it holds a 

significant position in PBT and CBT equivalence studies as a potential source of construct 

irrelevant variance. Choi et al (2003) mentioned about interface design in relation to test 

performance that it is one of ‘the major factors which significantly affect test performance that 

have been investigated in previous comparability studies’ (p.297). Other language testing 

researchers such as Fulcher (2003) agreed, as he stressed that an inadequately developed 
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interface ‘may easily become a source of construct irrelevant variance, thus threatening the score 

users’ ability to make meaningful inferences from test scores’ (p.385). 

As for the effect of interface on cognitive behaviour, Pommerich (2004) added based on 

her investigation of the influence of interface design on test, passage, an item presentation that, 

‘differences in how the test is presented could influence examinee behaviour while testing’ (p. 

40), which could in turn affect examinee performance. This study’s overall aim and associated 

objectives were based on these indications above, i.e. the potential effects of computer interface 

elements on test-takers’ behaviour and performance, which is further detailed in the following 

section. 

 

1.2 Aims of the Study 

This study aims to contribute to the field of language testing by investigating the effect of 

computer interface design on performance and cognitive processing of Saudi Arabian male first-

year preparatory students when taking an English L2 reading test. An interface was developed 

aiming to minimize interference with the test’s constructs, which is to be validated through 

evidencing comparability between the PBT mode and the CBT mode of this study’s reading test. 

Conditions that determine the comparability/equivalence of a computer-based test and a paper-

based test mentioned by the American Psychological Association in their guidelines are as 

follows: ‘Scores from conventional and computer administrations may be considered equivalent 

when (a) the rank orders of scores of individuals tested in alternative modes closely approximate 

each other, and (b) the means, dispersions, and shapes of the score distributions are 

approximately the same, or have been made approximately the same by rescaling the scores from 

the computer mode’ (APA, 1986, p. 18).   
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Many of the comparability studies that were carried out, particularly from the 80s up to 

the beginning of the 21
st
 century reflected these guidelines by focusing mainly on post-hoc, 

quantitative analyses involving mean comparisons and correlational analyses (among others) to 

support mode equivalence (e.g. Boo, 1997; Russell and Haney, 1997; Russell, 1999; Pomplun et 

al., 2002; Choi et al., 2003). One of the limitations of the abovementioned guidelines pertaining 

mode equivalence, however, is that this focus on post-hoc, quantitative analyses, fails to address 

the process itself, which is equally an essential element of equivalence establishment (Messick, 

1989; Weir, 2005; Khalifa & Weir, 2009; Field, 2012). The Standards for Educational and 

Psychological Testing later acknowledged its importance as they mentioned in standard 1.8: ‘If 

the rationale for test use or score interpretation depends upon the premises about psychological 

processes or cognitive operations used by examinees, then theoretical or empirical evidence in 

support of those premises should be provided’ (p.19).  

This study involves both aspects as it investigates test-takers’ cognitive processes in 

addition to the conventional post-hoc score comparisons between a PBT and CBT of reading 

resulting in the following two levels at which to establish equivalence:  

1. The performance level, which entails equivalence of test scores, score distributions, significant 

correlations, and item-level equivalence in PBT and CBT. 

2. The cognitive level, which entails the equivalence of test-takers’ cognitive processes/strategies 

between the two modes. 

In addition to investigating cognitive equivalence, the data obtained from the cognitive 

processes would further provide a qualitative insight into the processes test-takers employ when 

answering test items. Providing both performance (i.e. product) and cognitive (i.e. process) 

related evidence in support of mode equivalence (McDonald, 2002) is expected to not only 
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confirm the suitability of the CBT itself, but likewise the appropriateness of the interface that 

was developed for this study’s purpose. The following section further elaborates on this by 

presenting this study’s anticipated contributions to the field of L2 reading and language testing. 

 

1.3 Significance of the Topic 

This study aims to contribute to a number of areas that have not been explored greatly in 

the existing language testing literature, which are described below. 

1. Computer Interface of an L2 Reading Test (CBT). Many comparability studies have indicated 

possible negative effects of elements of a computer interface on language test performance (e.g. 

Lee et al., 1986; Pomplun et al., 2002; Choi et al., 2003). Although each of these studies 

highlighted a particular element of the interface as a possible source of discrepancies between 

CBT and PBT (e.g. item presentation, scrolling, screen resolution), none have approached the 

interface design from a combined elements perspective, i.e. reviewed all involved elements 

grouped together and developed an interface based on that to (a-priori) try to minimize possible 

construct irrelevant variance emerging from the computer interface. The contribution of this 

study to the field of language testing is by addressing this gap through the development of an 

interface based on a thorough review of the published literature aiming to limit possible construct 

irrelevant variance in the CBT-version of the reading test by making this interface ‘invisible’ as 

it were to the test-taker (Nielsen, 1990) leading up to process and product equivalence. This 

‘invisible’ interface is formed through a by the researcher established interface design evaluation 

model incorporating the various interface design elements applicable to human computer 

interaction and language testing (see section 2.7). 
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2. Comparability Studies in L2 Reading (Performance). Chalhoub-Deville & Deville (1999) and 

later Sawaki (2001) pointed out that studies investigating comparability of PBT and CBT 

language test scores were still limited and therefore encouraged further contributions to the field 

in due course. However, only a small number of studies have done this since then and, the 

studies that did, likewise suggested that more comparability research investigating the effect of 

CBT on test-taker performance is needed (e.g. Choi et al., 2003; Pommerich, 2004; Higgins et 

al., 2005). Because part of this study involved score (i.e. product) comparisons (i.e. RQ1), it aims 

to contribute to this particular aspect of the L2 language testing literature. 

3. Comparability Studies in L2 Reading (Processes). Particularly in L2 language testing research, 

only a few studies investigated processes equivalence between PBT and CBT involving an L2 

reading test. In fact, only Kobrin (2000) and later Al-Amri (2008) compared cognitive processes 

in L2 reading tests in both modes. Studies such as Cohen & Upton’s (2007) explored reading and 

test-taking processes used by test-takers when performing the reading tasks of the new TOEFL 

test; however, they did not compare these between two testing modes (i.e. PBT and CBT). This 

study aims to further contribute to the relatively underrepresented comparability research in this 

area by comparing test-takers’ cognitive processes in the two modes. 

4. L2 Expeditious Reading Processes in PBT and CBT. With regards to L2 reading, a gap in the 

current L2 reading literature exists in relation to text processing in L2; particularly, the way in 

which test-takers perform expeditious reading operations according to the set purpose (e.g. 

answering a test item) has been left underrepresented. Urquhart & Weir (1998) mentioned the 

following about this, ‘We have theories of careful reading but very little on how readers process 

texts quickly and selectively, i.e. expeditiously, to extract important information in line with 

intended purpose(s)’ (Urquhart &Weir, 1998, p.101). This entails processes such as skimming, 
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scanning, and search reading in L1 as well as in L2 that aid in locating required information in a 

given text. As Urquhart & Weir (1998) further mentioned, ‘We have somewhat ignored 

expeditious reading behaviors such as skimming, search reading and scanning in both L1 and L2 

teaching of reading’ (ibid, p.101).  

This study’s aim is to contribute to the field of L2 reading and language-testing by 

exploring test-taker’s cognitive behaviour when taking an L2 reading test in PBT and CBT mode 

on items requiring expeditious reading operations to locate relevant information in addition to 

careful reading operations by qualitatively describing these processes (see 2.2.1 for further 

discussion of these reading types).  

5. Cognitive Validity of a Computer-Based L2 Reading Test. A test is considered to be 

cognitively valid when the processes elicited by that particular test emulate (as much as possible) 

cognitive processing used in that particular situation in real life (e.g. Glaser, 1991; Khalifa & 

Weir, 2009; Field, 2012). Through comparing the cognitive processes in PBT and CBT in this 

study’s reading test, it is anticipated that evidence is generated for cognitive processes 

equivalence between the two modes, which is the first step towards investigating this study’s 

test’s cognitive validity. Qualitatively describing the processes and identifying whether the 

appropriate cognitive processes are employed by the test-takers is expected to provide further 

supporting evidence for the cognitive validity of the L2 reading test used in this study (further 

discussed in section 2.4), which, in turn contributes towards providing evidence for the test’s 

construct validity. 

6. Contribution to Target Context. As far as the target context is concerned, the majority of 

studies that investigated the effect of CBT on test-taker performance were largely conducted in 

countries where either the first language was English or the participants were ESL students. Choi 
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et al (2003) and Al-Amri (2008) are among the few that have targeted EFL students in a 

comparability study, and, for this reason, this study is expected to contribute in this aspect. 

Furthermore it would be the second study to the researcher’s knowledge that included Saudi 

Arabian EFL students for this purpose, which further indicates its novelty. A summarized 

preliminary overview of the educational system in Saudi Arabia and its examination system is 

therefore given in section 1.4 for further contextualization purposes.  

 

1.4 Educational System in Target Context 

Overall, the educational system in the target context (i.e. Saudi Arabia) is somewhat 

similar to other educational systems worldwide. Pre-primary education is the initial stage for 

children aged 3-5, which is kindergarten in western terminology. The pre-primary stage is not 

compulsory in Saudi Arabia and therefore not a requirement for beginning primary education. 

Primary education starts at the age of six and is compulsory for all nationals. At the end of grade 

6, , students have an exam that they must pass in order to be admitted to the next level of 

education, which is named intermediate school. The total duration of intermediate school is three 

years (from ages 11-14), which then would be equivalent to grade 9, as grade 6 is the final grade 

in primary school when students are about 11 years of age. From there secondary school 

commences, which lasts another three years (from 14-18 years of age) totaling 12 years (pre-

primary school included). The duration of tertiary education depends on the field of study. 

Humanities and social sciences take four years to complete whereas medicine and engineering 

both take five years.   

The Saudi ministry of education and ministry of higher education dictate the public 

school curriculum for primary, intermediate, and secondary education. This is also the case at 
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tertiary level where it is the ministry of higher education that sets the curriculum for public 

universities.  The private schools and universities that exist, however, generally closely 

approximate the curricula set out by both ministries and in some cases private establishments 

follow the exact same curriculum. For this reason, it can be reasonably confidently argued that 

the test-takers involved in this study have gone through the same educational system and have 

been assessed in the same way throughout the four levels of education. The following section 

discusses the examination system in more detail. 

 

1.5 Examination in Saudi Arabia  

In tertiary education, under which this study’s sample comes, the ministry of higher 

education sets out the academic policies, administrative structures, as well as assessment 

implementations. The examination policies are identical throughout, where examination and 

marking is carried out by course instructors and coordinators. Midterm and final exams are 

double-marked to assure overall consistency within and between institutions. Generally, the 

exams are achievement tests, i.e. students are assessed on what they’ve been taught during the 

course throughout the semester. For the English language programs in the preparatory year these 

involve reading, writing, listening, and speaking, which together make up an overall score of 

100% for English. There may be slight divergence between institutions on the assigned weight to 

each skill; however, these differences are not greatly significant as the same overall marking 

scheme is used by most of the universities in Saudi Arabia. The marks for each course are made 

up of quizzes, midterm(s), and continuous assessment, which add to around 40% of the total 

mark whereas around 60% of the total mark is from the final examination. Table 1 below 

summarizes the grade letters, percentages, and associated points on the GPA-scale.  
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                                       Table 1. Grading System Universities Saudi Arabia       

Percentage  

(%) 

Grade  

Letter 

  GPA 

   (5) 

   GPA 

    (4) 

95-100 A+     5      4 

90-94 A    4.75    3.75 

85-89 B+    4.5    3.5 

80-84 B    4    3 

75-79 C+    3.5    2.5 

70-74 C    3     2 

65-69 D+    2.5    1.5 

60-64 D    2    1 

0-59 F (Fail)    1    0 

                                               

As table 1 above shows, the pass/fail cut-off point in tertiary education in Saudi Arabia is 

60%, which corresponds with a D-grade. Anything below the cut-off point of 60% corresponds 

with F (i.e. fail). The assessment is based on achievement, as is the case for primary, 

intermediate, and secondary education in Saudi Arabia. Likewise, the reading test used in this 

study is an achievement test where mainly local level text processing is assessed. 
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1.6 Research Questions  

The formulated research questions and hypotheses based on previous indications on the 

possible effect of interface design on test-takers’ performance and test-taking behaviour are as 

follows: 

Related to test-takers’ performance 

RQ1. What is the effect of administration mode on students’ performance when taking a lower-

level L2 reading test? 

H0: There is no effect of administration mode on students’ performance when taking a lower-

level L2 reading test (PBT=CBT). 

Related to test-takers’ processes 

RQ2. What is the effect of administration mode on test-taking strategies students employ when 

completing a lower-level L2 reading test?  

H0: There is no effect of administration mode on test-taking strategies students employ when 

completing a lower-level L2 reading test (PBT=CBT). 

 

1.7 Thesis Overview 

This thesis contains a total of six chapters. This chapter briefly outlined the background 

to this study followed by mentioning its aims, its importance/contribution(s) to the field of 

language testing, and gave a brief insight into the target context with regards to education and 

examination. 

Chapter two of this thesis reviews the relevant literature briefly introducing the reading 

concept, followed by reviewing the reading types and cognitive models assumed in this study. It 

further discusses the contemporary view of validity and how this study works within the socio-
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cognitive framework of language test validity, which is a product of the contemporary view of 

validity. The final part, comprising more than half of the literature review in word count, is a 

comprehensive review of the interface elements relevant to computer-based language testing 

leading up to a worked out model encompassing the optimal settings for a computer-interface 

that can be used as a template in the field of reading and language testing. 

Chapter three discusses the methodology employed in this study in terms of research 

design and the methods/instrumentation chosen to collect quantitative and qualitative data 

required to investigate research questions one and two. Two pilot studies that were carried out 

are described in terms of sample description, instruments used, procedures followed, post-hoc 

analyses and implications leading up to the main study, which is subsequently described in the 

same manner. 

Chapter four presents the analyses and results for research question one (RQ1) and 

subsequently discusses these findings.  

Chapter five is subdivided into two parts (i.e. part A and part B). In part A, the results i.e. 

comparison of cognitive processes between PBT and CB to answer RQ2 are presented and 

subsequently discussed. Part 2B involves a qualitative description of test-taker behaviour when 

answering the test’s items illustrated through excerpts from the think-aloud in order to provide 

evidence in support of this study’s test’s cognitive validity. 

Chapter six concludes the thesis by summarizing the main points and concluding the 

findings in relation RQ1, RQ2, and the conclusions regarding the test’s cognitive validity. It 

further outlines this study’s limitations, and recommendations are made for further research 

based on this study’s outcomes
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Chapter 2: Literature Review 

2.1 Introduction               

This chapter reviews and discusses the relevant literature followed by the gaps identified 

to which this study contributes in terms of L2 comparability studies in L2 reading, its interface 

design, expeditious reading processes involved when reading in L2, the test’s cognitive validity, 

and its overall construct validity. The review begins with a brief overview of reading ability, 

reading types, and reading processes in L2 reading in order to provide a background and to 

substantiate the assumptions about reading made in this study. After that, test validity is 

introduced leading up to Weir’s (2005) socio-cognitive framework of test validity highlighting 

cognitive validity in particular due to its relevance to this study. Following this, establishing 

cognitive validity of a language test from a cognitive processes perspective is reviewed followed 

by a brief review of strategies found in related studies leading up to a two-stage process/strategy 

model through which test-takers’ cognitive processes are expected to occur when taking this 

study’s reading test in PBT and CBT mode. After that, the short-answer question assessment 

format chosen for this study’s test is reviewed (i.e. SAQ).  

The final part of this literature review comprehensively discusses computer interface 

design and its elements in relation to computerized reading assessment and its effect on test-

takers’ behaviour and performance leading up to an interface design model illustrating the 

optimal settings for each element involved based on this review.  
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2.2 L2 Reading Ability 

Earlier definitions of reading were mostly limited to describing its concept in the 

narrowest sense, which was related to the view that the reading process consisted mainly of 

decoding (e.g. Perfetti, 1985).  Later research opposed this view based on empirical evidence that 

decoding itself did not necessitate understanding word meaning, i.e., comprehension (e.g. 

Urquhart & Weir, 1998).   

Defining reading ability in a single sentence has been argued to be extremely difficult, if 

not, impossible, as there are several processes involved which act in combination with skills, 

strategies, and knowledge bases to achieve this (Grabe & Stoller, 2011). L2 research on reading, 

which evolved mainly from L1 research, resonates this view, as Kim (2009) remarks: ‘The nature 

of second language (L2) reading ability is extremely complex and its components are yet to be 

agreed upon’ (Kim, 2009: p.1). Despite its complexity, the generally accepted view of the 

reading process in itself is that it is a cognitive activity as it largely takes place in the mind (e.g. 

Just & Carpenter, 1987; Bernhardt, 1991; Urquhart& Weir, 1998; Kim & Huynh, 2008; Cohen & 

Upton, 2007; Shiotsu, 2010). Earlier studies by cognitive psychologists and reading theorists 

indicated this through their involvement in examining cognitive processing throughout the 20
th

 

century since its inception in the early 1900s (i.e. Huey, 1908) to the 1960s (e.g. Goodman, 

1967), 1970s (Gough, 1972), and 1980s (e.g. Stanovich, 1980).  

Khalifa & Weir (2009) argue that, as far as the testing of reading ability is concerned; the 

cognitive view of reading, reflected through a cognitive processes perspective, provides the most 

adequate and workable theoretical foundation for this purpose, for which supporting evidence 

will accumulate as this review develops. This study assumes a cognitive processes perspective 

when investigating test-takers’ cognitive behaviour while taking an L2 reading test and will 
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therefore be reflected in the discussions that follow in relation to cognitive processing in L2 

reading assessment and further throughout this study.   

 

2.3 Reading Types 

In the past, language researchers and cognitive psychologists alike described reading as a 

slow, incremental process mainly reflecting careful reading, which meant understanding each 

and every text element (Rayner and Pollatsek, 1989). Urquhart & Weir (1998) indicated that, 

because of this focus on mainly careful reading (particularly at the local level), other aspects of 

the reading process were left neglected. They mentioned that, for example, expeditious reading 

operations like skimming, scanning, and search reading, which aid in quick and selective text 

processing, had been largely ignored in L1 and L2 reading research. Urquhart & Weir (1998) 

view reading as a multicomponential construct, which is reflected through their proposed four-

level componential matrix from a reading components perspective based on Weir’s (1993) and 

Pugh’s (1978) earlier conceptualization of the reading process. The matrix included four reading 

types: global expeditious reading, local expeditious reading, global careful reading, and local 

careful reading, with each reading type contingent to the purpose/goal of the reader. This 

multicomponential view guided by its purpose has found support by other researchers as integral 

parts of the reading process (e.g. Perfetti, 1997; Enright et al., 2000; Grabe, 2002; Grabe and 

Stoller, 2011). Table 2 below further illustrates the four reading types proposed by Urquhart & 

Weir (1998) and each reading type is subsequently explained. 
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                     Table 2. Urquhart & Weir's (1998) four-level Matrix of Reading Types      

    

 Global Local 

Expeditious  

A. Skimming quickly to 

establish discourse topic and 

main ideas. Search reading to 

locate quickly and understand 

information relevant to 

predetermined needs. 

 

 

B. Scanning to locate specific 

information; symbol or group 

of symbols; names, dates, 

figures or words (also includes 

search reading at local level). 

Careful  

C. Reading carefully to 

establish accurate 

comprehension of the 

explicitly stated main ideas the 

author wishes to convey; 

propositional inferencing. 

 

D. Understanding syntactic 

structure of sentence and 

clause. Understanding lexical 

and/or grammatical cohesion. 

Understanding lexis/deducing 

meaning of lexical items from 

morphology and context. 

 

                     

  

As table 2 shows, global expeditious reading (level A) in the top left corner is a way of 

quickly reading a text by being selective, which results in optimal efficiency. In order to achieve 

this, strategies such as skimming, and search reading are employed to aid in understanding of a 

text at the global level. Urquhart & Weir (1998) refer to this global processing as macro-structure 

whereas scanning (and also local level search reading), as seen in expeditious reading level B in 

the top right corner, aids to processing text at the local level (i.e. micro-structure). As shown in 

reading level C, careful reading at the global (macro) level aims to develop an understanding of 

the entire text and helps to make inferences whereas careful reading at the local (micro) level 

(i.e. reading level D) aims to understand word meaning and clause or sentence structure 

understanding.  
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What can be implied from this framework based on the four reading types operating at 

the micro and macro levels is that: 

1. Reading involves multidivisible skills that a reader applies depending on the (reading) goal he 

sets. 

2. Reading processes appear to be at least bi-divisible into lower-level processes and higher-level 

processes operating at the local and global level (e.g. Just & Carpenter, 1980; Grabe and Stoller, 

2002; Cohen and Upton, 2006). 

This means that the view of reading as a construct would indicate multi-componentiality 

in terms of reading itself as well as in the assessment of it due to this division into reading types 

contingent to its purpose, which is supported by other researchers such as Grabe (2002). This 

framework, which distinguishes between reading types and levels of processing, has become a 

common framework of reference in the reading literature (e.g. Field, 2000; Ridgway, 2003; 

Walter, 2003; Meng, 2009; Akyel and Ozek, 2010). 

Urquhart & Weir’s (1998) reading components perspective reflected through the four 

reading types mentioned above is assumed in this study in its investigation of test-takers 

cognitive processes when taking an L2 reading test. The test items included in this study’s 

reading test are anticipated to elicit local level expeditious reading operations in order to locate 

relevant information in the test’s passage followed by more careful reading operations to achieve 

accurate comprehension to ensure correctly answering the test items (i.e. reading type B and D in 

the framework). The matrix forms an integral part of the later developed multidivisible model of 

reading by Khalifa & Weir (2009), which further outlines the processing levels in reading 

according to their set purpose/goal and is discussed in section 2.4 of this chapter. This inclusion 

of the expeditious reading dimension in relation to careful reading, investigating and illustrating 
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these reading operations combined with their associated levels of processing, is expected to 

significantly contribute to the scarcely available literature in this area.  

 

2.4 Processes Models in Reading 

The processes involved when reading a text have been described in different ways each 

through its own model placing emphasis on the active part the reader has in this process.  For 

example, one of the earlier process models was the Reader Response Theory proposed by 

Rosenblatt (1938) who argued that readers interact with the text bringing in their own 

perceptions and background knowledge.  

Another often mentioned theory is the Metacognitive Theory proposed by Baker & 

Brown (1984), which emphasized a metacognitive approach through on-going comprehension 

monitoring during reading and using strategies to compensate for lack of comprehension when 

encountered. This theory contributed to understanding processes involved when monitoring 

one’s understanding of the text read and applied compensatory processes related to 

comprehension shortcomings.  

The Schema Theory of Anderson & Pearson (1984) described the reading process as a 

reader creating his own schemata based on concepts he discovers within the text. This theory 

contributed, for example, to understanding the processes involved when integrating prior 

knowledge into newly acquired information from the text.  The schemata referred to is in reality 

prior knowledge activation, which allows for making inferences about text content based on the 

created schemata.  

Other models of the reading process have provided insights into main idea extraction 

(e.g. Afflerbach, 1990), global processes such as integrating different parts of a passage/text to 
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enrich understanding (e.g. Kintsch & van Dijk, 1978; Pressley & Afflerbach, 1995), inferencing 

(e.g. Trabasso & Magliano, 1996), and text processing at the local level, i.e. word recognition 

(e.g. Gough, 1972; LaBerge and Samuels, 1974).  

Just & Carpenter’s (1980) critique of a number of these previous models at the time was 

that they only described one certain level of processing by illustrating the mechanisms for only 

one aspect of the reading process (i.e. either word recognition or inferencing or main idea 

extraction etc.) but not together as a whole thereby neglecting various other stages in the reading 

process. In response to these identified shortcomings in describing the various levels of 

processing in reading, Just & Carpenter (1980) proposed one of the earlier models that described 

overall reading comprehension attempting to include various levels of processing from encoding 

at the word level up to higher-level processes such as text integration. This ‘all-inclusive’ model 

describing these processes gained prominence in the late 20
th

 century. Examples of these 

processing stages were ‘encoding, lexical access, assigning semantic role,’ referring to lower-

level processes, and ‘relating the information in a given sentence to previous sentences and 

previous knowledge’ referring to higher-level processes (Just & Carpenter, 1980, p.331). 

Urquhart & Weir’s (1998) reading matrix, as mentioned earlier, too emphasized a distinction 

between lower-level and higher-level text processes inaugurating at the local level and transiting 

into more global processes depending on the task at hand. 

Khalifa & Weir (2009) expanded on Just & Carpenter’s (1980) earlier work by devising a 

cognitive model of reading describing cognitive processes likely to occur when reading a text 

further exemplifying the role which the previously discussed reading types by Urquhart & Weir 

(1998) have in relation to these processes. Their model formed this study’s theoretical framework 

for investigating test-takers’ cognitive behaviour when taking an L2 reading test and further 
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functioned as a framework of reference for establishing this study’s test cognitive validity, which 

will be discussed in more detail in section 2.4.  

 

2.5 Process Levels in Reading  

Based on the indications in section 2.4 above, the processes in reading can be divided 

into two levels: lower-level processes and higher-level processes. Lower-level processes involve 

text processes at the local level such as lexical access, syntactic parsing, and establishing 

propositional meaning (at clause and/or sentence level). Higher-level processes refer to more 

global text processing such as global level inferencing, building a mental model, text level and 

intertextual representation (Khalifa & Weir, 2009). Descriptions of the lower-level processes are 

given in section 2.5.1 due to their relevance to this study’s reading test, as this study’s test items 

are thought to mainly tap into these.  

 

2.5.1 Lower-Level Processes 

2.5.1.1 Lexical Access 

In this process the reader develops an orthographic (i.e. word recognition) and/or 

phonological representation of the lexical item (i.e. word/phrase) he encounters. In simpler terms 

this would mean that when the reader recognizes a word, it is matched with stored information of 

that word’s form and meaning through retrieving it form the lexicon (Field, 2004). The lexicon is 

accessed through two routes: 

1. Visual input into word meaning excluding sound (orthographic route/direct route)   

2. Visual input into sound into word meaning  

Regardless of the route taken, this process is largely automatic (i.e. beyond conscious 
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control) for the L1 reader and the skilled L2 reader. However, it could pose significant 

difficulties for the lower-level L2 reader through, for example, wrongly assigning stored 

information to the (visually) retrieved word. Examples of this are shown and further discussed in 

section 5.5 of the second results and discussion chapter (chapter five). 

 

2.5.1.2 Syntactic Parsing 

Khalifa & Weir (2009) view syntactic parsing the same as grammatical knowledge, which 

therefore, in addition to word order, includes word form, and structural elements in a clause/ 

sentence such as prepositions, helping verbs/auxiliary verbs etc.  Urquhart & Weir (1998) 

mention about the process of syntactic parsing that it aims to establish relationships between the 

word that is recognized and its grammatical connotation in order to store it in working memory. 

As for the successful readers or good readers, Grabe and Stoller (2002) mention that by having a 

clear understanding of words and their position and function within a clause/sentence, it enables 

them to disambiguate different words easily like, for example, words that have context related 

meanings. 

 

2.5.1.3 Establishing Propositional Meaning 

Grabe and Stoller (2002) describe the process of establishing propositional meaning as 

the reader constructing meaning at the clause-level from words that contain structural 

information. In other words, it is an abstract understanding of a unit of meaning without external 

factors brought in by the reader such as background knowledge or contextual factors that might 

contribute to enriching the propositional meaning. In short, it is like a literal interpretation of the 

unit of information that is attended to. 
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2.5.1.4 Inferencing at the Local Level 

Local inferencing is effectively inferencing that takes place at the word level. Local 

inferencing mainly comprises the following two types: 

1. As a response to a word being ambiguous as to what its meaning could be in the target context 

(i.e. the sentence). This type of inferencing involves guessing word meaning of a word in the 

context that is unknown. 

2. Anaphoric inferencing is another type of local inferencing where the reader has to identify to 

which entity, for example, a pronoun refers (i.e. to which preceding entity). This type of 

inferencing is required in a number of items in this study’s test of which illustrative examples are 

given in chapter 5 (i.e. section 5.7.9.2). 

The lower-level processes described are anticipated to be elicited by the test’s items in 

this study, for which the answers were explicitly stated in the text and were locatable through 

employing expeditious reading operations followed by careful reading operations. Providing 

evidence for appropriate reading operations and process levels for this study’s test items in PBT 

and CBT would contribute to the test’s cognitive validity and subsequently, construct validity, 

which are core elements in Weir’s (2005) socio-cognitive framework for test validity. Before 

reviewing Weir’s (2005) validity framework, the following section firstly introduces the 

contemporary view of validity, its concepts, and types, leading up to this framework and its 

cognitive validity element, for which this study aims to provide evidence through its reading test. 

 

2.6 Test Validity 

Before discussing validity and its concepts, it has to be mentioned that the aim of this 

study was neither to validate a language test in its entirety, nor was it to provide a comprehensive 
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discussion on validity, its concepts, and its variations, as this would require considerable 

additional space, which would be beyond the present study’s scope due to its focus. Rather, an 

account of the main views and generally accepted interpretations of validity is given in order to 

provide a context that justifies using the contemporary view of validity as a theoretical 

assumption when examining the effect of the interface design of a computer-based test on test 

takers’ cognitive processes and score outcomes in this study.  

 

2.6.1 Background 

The traditional interpretation of test validity suggests that it is established essentially by 

finding evidence that shows that the test used is measuring what it was intended to measure from 

the outset (e.g. Cattell, 1946; Hughes, 1989; Brown, 1996). Messick (1995) described validity as, 

‘an overall evaluative judgment of the degree to which empirical evidence and theoretical 

rationales support the adequacy and appropriateness of interpretations and actions on the basis of 

test scores or other modes of assessment’ (p. 741). 

Messick further stressed that validity is a matter of degree, and validation is a process, 

which is ongoing (e.g. Messick, 1995; Chapelle, 2001; 2003). Bachman (2004) mentioned that 

the degree of validity depends on the strength of the evidence one provides in support of the 

validity argument, which means that it is not possible for test developers to directly prove that 

interpretations in themselves are valid. Rather, at best they can, ‘provide evidence that the 

intended interpretations and uses are more plausible than other interpretations that might be 

offered (italics added by author)’ (ibid: p. 260). 

Even when validity evidence for a test is substantial, it is never automatically 

generalizable to other tests, but rather ‘specific to a particular use or interpretation’ (Linn & 
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Gronlund, 2000, cited in Bachman, 2004, p.259) suggesting that validity is never absolute as it is 

dependent upon the evidence supporting its argument in the context in which it was established, 

and its underlying purpose. With this in mind, the validity concept is reviewed in this section 

from its initial interpretations to the more current views held by contemporary language testing 

researchers in the field. 

 

2.6.2 Concepts of Validity 

The initial concept of validity consisted of three main types, namely criterion oriented 

validity (which consists of predictive validity and concurrent validity), content validity, and 

construct validity, which was reflected in several earlier works (e.g. Lado, 1961; Davies, 1977) 

of which Cronbach & Meehl’s (1955) (who introduced it) is arguably the most well-known. 

Criterion oriented validity is concerned with the relationship between a criterion (e.g. test-takers’ 

ability measures) and test results by effectively predicting the criterion of a construct. When this 

relationship involves a future criterion, it is called predictive validity whereas simultaneously 

observed measures of a criterion with test scores are called concurrent validity (e.g. Fulcher & 

Davidson; 2007; Al-Amri, 2008). Content Validity is evidence for the fact that the content of a 

test is reflecting the underlying skill(s) accurately (e.g. Hughes, 2003). Construct Validity 

involves the evidence that the operationalized test is measuring the construct that had been 

theorized it to be measuring beforehand. At the time, content validity and criterion-oriented 

validity were considered the two main pillars that were heavily relied upon in language testing 

until the late 70s whereas construct validity was considered an alternative when the former two 

proved to be insufficient (Kane, 2001).  It was only after that; due to the growing dissatisfaction 

with the limitations of existing validity types that construct validity became more prevalent. 
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Messick (1989) later expanded the conventional view of validity by unifying the aforementioned 

validity types making construct validity the unifying concept and added the aspect of social 

consequences of measurement outcomes as shown in figure 1 below.  

        Test Interpretation    Test Use 

          Evidential Basis          Construct Validity     Construct Validity +       

   Relevance and Utility 

  Consequential Basis          Value Implications 

 

     Social Consequences 

                                        

                                           Figure 1. Messick’s (1989) Validity Framework 

 As shown in figure 1, Messick’s (1989) four aspects of the validation process are 

integrated in a matrix-type model, which is based on its function (i.e. how the test is interpreted 

and used), and the justification for its validity (i.e. based on its evidence(s) and consequence). 

The construct validity of the test here is the evidential basis for test (score) interpretation. In 

order to use these scores and make decisions about them, the need for evidence of their relevance 

and utility becomes apparent (i.e. the justification for using the construct validity evidence in a 

particular context from a particular sample to support the inferences made). Making judgments 

about the value implications (on a social level) in relation to the construct, its underlying theory, 

and its measurement, is part of the consequential basis in relation to test interpretation. Social 

consequences are the consequences society could experience based on using a particular 

measure. This wider framework of test validity in its unified form proved to be of great 

importance to the field of language testing as well as to the field of psychology and was later 

included in the Standards for Educational and Psychological Testing  (AERA, APA, NCME, 
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1999) in its chapter on validity.  

 However, several theorists have criticized the framework, particularly on its social 

consequential aspect (e.g. Wiley, 1991; Shepard 1993; 1997; Maguire et al., 1994) questioning 

the necessity to examine social consequences as part of validity potentially leading to confusion 

by muddling the validity concept (Popham, 1997). Others argued that Messick (1989) did not 

fully exploit its social dimension despite the importance it portrayed to have in test validation 

(e.g. Roever & McNamara, 2006). In case of Popham’s (1997) opposition to including social 

consequences, Hubley & Zumbo (2011) argued that this was largely based on the misconception 

that it involved test use, and test misuse in particular. However, this was not what was meant by 

Messick (1989), as his focus was clearly on consequences alone, and, although deemed an 

important segment in language assessment, test use was not to be regarded as part of the 

validation process, which he clarified later in order to address this misunderstanding (cf. 

Messick, 1998).  

 Despite this criticism, Messick’s (1989) expansion of the validity concept has found 

support among a large body of language testing researchers, who shared the unitary view of 

validity with construct validity being the all-embracing unifying form over other validity forms 

(e.g. Anastasi, 1988; Weir, 1988; 2005; Bachman 1990; Bachman & Palmer, 1996; Khalifa & 

Weir, 2009). Bachman & Palmer (1996) devised a model to pragmatically examine weaknesses 

and strengths of a language test, which they called the test usefulness model. The model 

comprised of six segments, including construct validity as interpreted by Messick (1989) where 

social consequences were referred to as test impact and were separately addressed as an 

independent variable. Weir (2005) and later Khalifa & Weir (2009) integrated scoring validity 

(which includes reliability), context validity, and cognitive validity to make up ‘what is 
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frequently referred to as construct validity’ (italics in original) (Khalifa & Weir, 2009 p. 143) 

building on Messick’s (1989) initiated framework.  

 This study assumed the all-inclusive concept of validity referring to Weir’s (2005) 

theoretical validity framework when examining the effect of computer interface design on test-

takers’ performance and the cognitive processes they utilize when taking a L2 reading test in 

PBT and CBT. The outcomes were theorized to demonstrate the appropriateness of the interface 

for this study’s tests and context through establishing performance (i.e. test-scores) and processes 

(i.e. cognitive processes) equivalence, which would subsequently provide a platform for 

investigating its cognitive validity. The following section further reviews Weir’s (2005) 

framework and this study’s relation to the aspect of the cognitive validity element of this 

framework. 

 

2.7 Theoretical Framework for Conceptualizing Test Validity 

Weir’s (2005) framework conceptualizes the process of validating a language test. This 

framework applies (in adapted form) to each of the four skills (i.e. as listening, speaking, 

reading, and writing). The reason why it is called a socio-cognitive framework is because task 

performance is treated here as a social experience. The framework is cognitive because it 

involves mental processing of the test-taker when testing the ability in question (i.e. in this case 

reading).  A summarized version of the framework including its main characteristics is shown in 

figure 2 below briefly describing its consisting elements and its relevance to this study. The 

framework is in agreement with and expands from the contemporary unified view of validity as 

proposed by Messick (1998). It starts by involving test-taker characteristics and from there 

includes cognitive validity, context validity, scoring validity, consequential validity, and criterion 
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related validity. 

 

 

 

      

 

 

 

 

 

 

 

 

 

 

                  Figure 2. Overview of Weir’s (2005) Socio-Cognitive Framework for Test Validity 

The framework commences in the top right corner by exploring test-takers’ 

characteristics, which is essential, as the test should ideally cater for test-takers’ 

physical/physiological, psychological, and experiential characteristics. Effectively, these could 

have a direct influence on both the cognitive validity and the context validity of the test. For 

example, when a test taker is familiar with taking certain exams as opposed to someone who 

does not have this experience, it could affect the way he approaches the exam. A test-taker that 
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prefers to take an MCQ without a time limit may be negatively affected by an exam with open-

ended questions that has time constraints (i.e. context validity). This could then affect test 

performance by generating imbalanced responses and could be a cause of construct-irrelevant 

variance. This, in turn, could result in a skewed interpretation of the test’s scoring validity 

despite having satisfactorily measured it through required validity parameters such as item 

difficulty, marker reliability, and internal consistency among others. One can infer from the way 

the framework is set out that it is important for these three particular segments of the framework 

(i.e. the test-taker characteristics, cognitive and context validity) to be addressed at the design 

stage of the test and, therefore, minimize the effect on later (subsequent) segments of the validity 

framework (i.e. scoring validity, criterion-related and consequential validity). The following 

segment, i.e. scoring validity, justifies the extent to which the scores obtained from the test could 

be considered to be reliable. It is, as Khalifa & Weir (2009) say, symbiotically related to context 

and cognitive validity, as the examples of both previous mentioned can impact on, for example, 

the reliability of the scores on that particular language test. The three together constitute the 

current interpretation of the inclusive form of construct validity. Irrelevancies in construct 

validity could have consequences, for example, for the test-takers to the extent of affecting their 

futures. For instance, in high-stakes situations (to give a simplified illustration) this could signify 

the difference for a university student between entering the College of Medicine, and the College 

of Dentistry, which would then eventually be the difference between becoming a surgeon and a 

dentist. These consequences enter into the realm of consequential validity, which is, as is 

criterion related validity, beyond the scope of this study to address.  

This study investigates the effect of a computer interface (utilized in CBT) on lower-level 

Saudi Arabian test-takers’ cognitive processes and performance when taking a L2 reading test. In 
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order to investigate the effect of this newly introduced testing mode (i.e. CBT) in this particular 

context, it was compared to the traditional mode (i.e. PBT) in a repeated measures design where 

the same test–takers were assessed twice taking the same L2 reading test on separate occasions 

with ample time in-between the two sessions to control for memory effect (see chapter 3 for a 

further methodological discussion of this). Equivalence of the two testing modes in terms of 

utilized cognitive processes in addition to statistical evidence for score equivalence of both tests 

would be the initial step in investigating the cognitive validity of the newly introduced testing 

mode in this particular context (i.e. Saudi Arabia) for these particular students. The section that 

follows elaborates more on cognitive validity and how it is investigated/established in this study. 

 

2.8 Cognitive Validity 

Cognitive validity (also known as theory-based validity) in language testing is the extent 

to which the task/test at hand elicits the (appropriate) cognitive processes relevant to a particular 

test, and the extent to which it elicits cognitive processes beyond it (Khalifa & Weir, 2009). 

Two ways to investigate whether a test can be considered cognitively valid are by either 

modeling the skill to an expert’s behaviour (i.e. target behaviour), or to study candidate 

behaviour when involved in the test task through verbal reporting to examine to what extent the 

candidate’s processes resemble the skill tested in a non-testing context (Field, 2012). The 

approach taken to establish whether this study’s test is cognitively valid is as follows: 

1. By investigating whether the processes anticipated by the test (items) are the processes 

employed by test-takers when answering these test items through a think-aloud study.  

2. Through applying Khalifa & Weir’s (2009) cognitive model of reading as the wider anchor 

framework against which the identified processes can be measured.  
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The following section further illustrates and explains Khalifa & Weir’s (2009) cognitive model 

of reading and how the cognitive processes proposed in this model translate into a testing 

context. 

 

2.8.1 Establishing Cognitive Validity 

Establishing cognitive validity is accomplished through evidencing that the cognitive 

processes elicited by the test task are representative of the construct it is supposed to measure, 

which means that evidence from cognitive processing substantiates that the processes employed 

by test-takers are in agreement with the ones elicited by the test-tasks. For example, the test 

items in this study are expected to induce local expeditious reading operations to locate relevant 

information in the text followed by careful reading ensuring to correctly answer the test items. 

Identifying these processes through test-takers’ verbalizations would substantiate the 

appropriateness of the test items measuring these particular elements of the reading construct. In 

addition, these processes should reflect processing beyond the test task itself (i.e. in real life). 

Khalifa & Weir (2009) developed a multi-divisible model illustrating this, which assumes the 

view of reading as a multidivisible construct where Urquhart & Weir’s (1998) reading types 

initiated by the reading goal interact with cognitive processes and knowledge stored in long-term 

memory  outlining the likely processes involved when reading a text in real life. The model is 

shown in figure 3 below and is subsequently discussed showing the interactions between the 

three elements (i.e. the reading goal embodied by the reading types, the processing levels, and 

long-term memory). 
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                                         Figure 3. Khalifa & Weir’s (2009) Model of Reading 

As seen in figure 3 above, the central core shows the various levels of processing 

involved when reading a text, which is activated by the goal setter to the left of the central core. 

The goal setter to the left of the central core serves as a metacognitive element where it activates 
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the reading type appropriate to the specific reading task. This process is reiterative and could 

therefore change at any time depending on its goal as shown by the monitor through which the 

reader (re)evaluates on an on-going basis. The model further shows the connection to the 

processing elements shown in the central core. In addition, a transition from processing at the 

local level into more global processing can be identified in the central core of the model, which 

suggests that the process is hierarchical in complexity. Word recognition, lexical access, syntactic 

parsing, and establishing propositional meaning are processes that occur at the local level (i.e. 

word, phrase, clause/sentence level). Inferencing has both global and local applications and is 

therefore interlinked with building a mental model at either the local level (i.e. word, clause, 

sentence) or global level (i.e. between sentences, text/passage-level, inter-text level) depending 

on the set goal i.e. word/clause/sentence comprehension or paragraph/text/inter-text 

comprehension. The model also illustrates (in the columns to the right of the central core) the 

role memory has in this process at the various process-levels whether it be at the global or local 

level through integration of knowledge about, for example, syntactic structures to aid in parsing, 

or background knowledge aiding in integration of new information in order to build a mental 

model at either the local or global level depending on the task requirement. How these processes 

translate into a language test of reading has been clarified by Bax (2013), who illustrated the 

typical cognitive operations Khalifa & Weir’s (2009) identified process types would yield in a 

language-testing context, as shown in table 3 below. 
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                             Table 3. Cognitive Processing in Reading Tests (Bax, 2013). 

Process 

Level 

Level of activity 

(simple to complex 

processing) 

Readers’ typical cognitive 

operations in language tests 

Size of typical unit 

1 Lexis: word matching Reader identifies same word in 

question and text 

Word 

2 Lexis: synonym and 

word-class matching 

Reader uses knowledge of word 

meaning or word class to identify 

synonym, antonym or other related 

word 

Word 

3 Grammar/syntax Reader uses grammatical 

knowledge to disambiguate and 

identify answer 

Clause/sentence 

4 Propositional 

meaning 

Reader uses knowledge of lexis and 

grammar to establish meaning of a 

sentence 

Sentence 

5 Inference Reader goes beyond literal meaning 

to infer a further significance 

Sentence/paragraph/text 

6 Building a mental 

model 

Reader uses several features of the 

text to build a larger mental model 

Text 

7 Understanding text 

function 

Reader uses genre knowledge to 

identify text structure and purpose 

Text 

                         

                                                                               

The manifestations of cognitive processes in reading tests as illustrated by Bax (2013) are 

not likely to surpass inferencing at the local level for the test-takers in this study commensurate 

with Khalifa & Weir’s (2009) cognitive model of reading. This is due to the nature of the test 

task, test items, and test-takers’ English proficiency level, which is roughly between A2 and B1 

in Common European Framework terms. The test items mainly assess text processing at the local 

level, which is overall fairly in line with the aforementioned proficiency levels found in 

Cambridge ESOL exams (see table 13 section 3.7.4.2, for an illustration of the reading types and 

associated reading operations assessed in Cambridge ESOL exams for both A2 and B1 CEF 
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levels and how this study’s test items relate to them). To locate required information in the text, 

the test items aimed to elicit local expeditious reading processes such as scanning and search 

reading in order to contribute to the underrepresented literature in this area as indicated by 

Urquhart & Weir (1998). In light of Khalifa & Weir’s (2009) model this would mean that, as far 

as reading types are concerned, interactions between mainly expeditious reading (to locate 

required information) and careful reading (expected to follow when information has been 

located) at the local level are expected to be identified from the test-takers in this study 

corresponding to lower text-level processing. Higher text-level processing would require a 

combination of reading operations at the local as well as at the global level (see Weir et al., 2000 

and Khalifa and Weir, 2009 for examples of this). This study assumes Khalifa & Weir’s (2009) 

cognitive model as a theoretical framework of reference for investigating the processes activated 

by the test-takers when answering test items interwoven with the types of reading outlined by 

Urquhart & Weir (1998).  

Because this study involved an L2 reading test, it was expected to elicit manifestations of 

behaviour that are different from common reading activities in addition to the discussed reading 

types due to the goals being distinctly different, i.e. reading to find the answer to a test item as 

opposed to, for example, reading for entertainment purposes (Cohen, 1986; Farr et al., 1990). As 

Bax (2013) illustrates, ‘The very nature of language tests means that readers frequently jump 

between the text and test item, and repeatedly regress and jump forward in various ways in their 

search for answers, in ways quite different from default reading patterns’ (p.8). This regressing 

and jumping is most likely contingent to the particular goal of the test-taker (i.e. successfully 

answering the items in a language test) and is expected to initiate additional processes specific to 

this goal. These additional processes are in the literature also referred to as test-taking strategies 
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(e.g. Kobrin, 2000; Cohen &Upton, 2007; Al-Amri, 2008). Data obtained from the earlier 

mentioned reading types (Urquhart & Weir, 1998), processes (Khalifa & Weir, 2009), and test-

taking strategies employed to answer test items correctly in both testing modes (Kobrin, 2000; 

Cohen & Upton, 2007; Al-Amri, 2008) through think-aloud reporting is expected to illustrate 

how lower-level English L2 students approach an English reading test. The first four processing 

levels shown in the central core of the reading model (i.e. word recognition, lexical access, 

parsing, and establishing propositional meaning) are thought to be largely automated processes 

for L1 readers and advanced L2 readers and would, because this, regarded as skills (e.g. 

Williams & Moran, 1989; Urquhart & Weir, 1998; Afflerbach, 2011). When these processes are 

automated, verbalization of them might not happen often, which would require different methods 

to identify how or whether test-takers engage in these microlinguistic processes (e.g. through 

inferencing), as think-aloud verbalizations are traditionally thought to be a product of merely 

conscious cognitive operations (Ericsson & Simon, 1993). However, the test-takers in this study 

are basic L2 readers meaning that automatism for these processes/strategies cannot be assumed, 

as they might not have reached this level (i.e. it having become a skill) yet in their L2. The 

implications this would have for the think-aloud reports is that they are expected to reveal a 

combination of reading operations identifiable through the test-takers reading aloud and other 

conscious cognitive operations/processes they employ when answering test items such as, for 

example, responses to problems encountered when executing them (e.g. problem solving 

processes). Equivalent reading operations and strategies employed by test-takers between PBT 

and CBT (i.e. RQ2) in addition to score equivalence between the two modes (i.e. RQ1) is a first 

step towards establishing whether the test used in this study is cognitively valid, which is one of 

the elements in Weir’s (2005) socio-cognitive framework for conceptualizing test validity and is 
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discussed in section 2.4 of this chapter. Score equivalence, strategy equivalence, and convincing 

evidence in support of the cognitive validity of this study’s test would then contribute to the 

evidence towards the construct validity of this study’s test and simultaneously validate the 

appropriateness of the interface design developed for the purpose of this study that was devised 

based on a review of relevant literature from the field of language testing, interface design, and 

human computer interaction (see 2.7 of this chapter). The following section reviews cognitive 

processes/strategies that are commonly associated with taking an L2 reading test and closes with 

a model illustrating the expected cognitive processes to be elicited from the test-takers in this 

study based on both Urquhart & Weir’s (1998) reading matrix and Khalifa & Weir’s (2009) 

cognitive model of reading.  

 

2.9 Strategies in L2 Reading 

2.9.1 Distinguishing between Skills & Strategies  

Some cognitive processes involved in reading a text are largely automated, subconscious 

processes (i.e. beyond conscious control), which several reading researchers have defined as 

(reading) skills (e.g. Williams & Moran, 1989; Afflerbach, 2011). Strategies are thought to act 

upon these automated (reading) processes (e.g. Cohen, 2005) and have been defined ample times 

in the reading literature (e.g. Cook & Mayer, 1983; Vann & Abraham, 1990; Brown, 1994). 

However, arriving at a universally accepted definition of a strategy might not be that 

straightforward (McDonough, 1995), or even problematic (e.g. Cohen & Pinilla-Herrera, 2009). 

This is reflected in L2 language learning studies where various researchers had provided their 

own definitions of the term strategy. Providing these individual definitions was one of Grenfell 

& Macaro’s (2007) main criticisms, as it would add to the difficulty distinguishing between 



Chapter 2: Literature Review 

39 

 

them.  Some researchers, for example, referred to strategies as moves (Sarig, 1987), while others 

named them choices (Cohen, 1998), or actions, steps or techniques (Phakiti, 2003b). Cohen’s 

(1998) definition implies deliberateness, as a choice is something you make based on a preceding 

thought (i.e. choose to do something), or a selection (Cohen & Upton, 2007).  McDonough’s 

(1995, 1999) articulated plans wording of a strategy seems to be in agreement with this, as a 

plan is thought to be something you make (organize) in advance and then execute. This argument 

is exactly what Paris et al. (1991) and later Afflerbach et al. (2011) used in order to draw a 

distinction between a reading strategy and a reading skill. Other works in the L2 language 

learning literature corroborated this view of strategies as being conscious processes (e.g. 

Williams and Moran, 1989; Feng & Mokhtari, 1998; Urquhart & Weir, 1998; Cohen, 2005), 

which is in line with McDonough’s (1995, 1999) definitions and also Cohen’s (1998) earlier 

mentioned definition where he described strategies as ‘mental operations or processes that 

learners consciously select when accomplishing language tasks’ (italics added by researcher, p. 

92). 

Afflerbach et al. (2011), in their literature review, described the defining difference 

between the two as follows: ‘Reading strategies are deliberate, goal-directed attempts to control 

and modify the reader’s efforts to decode text, understand words, and construct meanings of text. 

Reading skills are automatic actions that result in decoding and comprehension with speed, 

efficiency, and fluency and usually occur without awareness of the components or control 

involved’ (p. 368). They further mentioned that automated strategies become skills, i.e. once a 

learner becomes proficient in using a certain strategy, it is employed at such high speed that the 

reader more often than not unconsciously applies it. The implications this would have for 

identifying these processes through think-aloud reporting is that automated strategies (i.e. skills) 
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will most likely rarely be verbalized by the reader and would therefore have to be inferred, if 

obvious. Only when a problem arises with employing strategies, or when the reader has not 

acquired sufficient speed using a certain strategy to have reached the level of automaticity, 

processes would likely be revealed through verbalization, which is thought to be the case in this 

study due to the lower L2 proficiency level of the test-takers. The following section further 

discusses how these strategies are viewed in a test-taking context. 

 

2.9.2 Defining Test-Taking Strategies 

Cohen (1998) mentioned in line with the above, that, when strategies are employed in 

testing situations, the distinction through the element of consciousness is maintained. Cohen and 

Upton (2007) clarified this further by saying that in case of test-taking strategies they are, ‘test-

taking processes which the respondents have selected and which they are conscious of, at least to 

some degree’ (p. 211). This would indicate that a strategy that is used to contribute to completing 

the task at hand during a test will come under the umbrella test-taking strategies, which would 

then also include reading related strategies specific to the test task in that context due to the goal 

of the test-taker, i.e. answering an item correctly. This would then further signify a distinction by 

definition between general reading strategies employed when reading in daily life activities as 

opposed to testing situations, which is thought to be the case according to several reading and 

language testing researchers (e.g. Sternberg, 1991; Kobayashi, 1995; Bax, 2013). However, it is 

beyond the scope of this study to review the extent to which reading strategies and test-taking 

strategies overlap or differ and/or try to categorize them in a definite sense, as even in the 

published literature this still appears to be a point of debate (e.g. Alderson, 2000). Furthermore, 

the aim of this research was not to investigate the extent to which these strategies do overlap or 
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differ but rather the effect of the newly introduced mode of testing (i.e. CBT) on the cognitive 

behaviour of test-takers when completing a reading test reflected through reading operations and 

(test-taking) strategies was explored (see RQ2). Therefore, in this study, Cohen’s (1998) 

interpretation of test-taking strategies i.e. all strategies employed when completing test tasks 

(including reading strategies related to answering test-items) will be adhered to for the purpose 

of simplicity, clarity, and uniformity in terminology used in further discussions. The following 

section reviews a number of studies that have examined test-taking strategies in PBT and CBT in 

an L2 reading test. The strategies reviewed in this section will be used as a point of reference to 

identify strategic behaviour of this study’s participants when taking the L2 reading test in PBT 

and CBT.  

 

2.5.2.1 Test-taking Strategies in Reading Assessment 

Researchers have investigated test-taking strategies in the 1970s (e.g. Rowley & Traub, 

1977), 1980s (e.g. Anderson, 1989), 1990s (e.g. Kobayashi, 1991; Storey, 1997; Cohen, 1998; 

Beidel, Turner, & Taylor-Ferreira, 1999) into the 21
st
 Century (e.g. Kobrin, 2000; Abanomey, 

2002, Kesselman-Turkel & Peterson, 2004). Collectively these studies have identified a 

significant number of strategies employed by test-takers when taking a reading test. The majority 

of these studies, however, were mainly restricted to reading comprehension on paper-based tests. 

Only a small number of studies involved test-taking strategies employed in either a computer-

based reading comprehension test (i.e. Cohen & Upton, 2007) or in both a paper-based and 

computer-based mode of a reading comprehension test (i.e. Kobrin, 2000; Al-Amri, 2008). 

Therefore, for relevance purposes, only the studies that investigated test-taking strategies either 

on computer or both on paper and computer will be succinctly reviewed. The strategies found 
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will serve as a preliminary guide that most likely will entail many of the common strategies that 

can be expected to be identified in this study’s sample, which will then aid in devising a model 

describing the expected manifestation of strategies in relation to the reading operations warranted 

by the test items. 

Cohen & Upton (2007) investigated the strategies employed by test-takers when 

completing the reading subtest of the TOEFL exam on computer. Their sample consisted of 32 

students with varying language backgrounds (i.e. Korea, Japan, China, and ‘other’) each 

assigned to two of the six subtests of the Language Courseware (2002) materials. Each subtest 

was between 600 and 700 words long and had 12-13 test items accompanied with it. Verbal 

reports were used as a means of collecting data about the strategies used by the test-takers. The 

ten item types included in their study were divided over three main categories; Basic 

Comprehension tasks, Inferencing Tasks, and Reading to Learn Tasks. Cohen & Upton classified 

the test-taking strategies found in their study into the following three categories: 

Category 1: Reading strategies (i.e. strategies related to the reading of the passage) 

These were further divided into four subcategories; the first subcategory was named 

Approaches to reading the passage, which involved strategies such as goal planning, quickly or 

carefully reading of the passage, reading the whole passage or only a part of it etc. The second 

subcategory was called Uses of the passage and the main ideas to help in understanding, which 

involved strategies such as rereading to clarify the idea, asking oneself about the overall meaning 

of the passage or portion of it etc. The third subcategory was named Identification of important 

information and the discourse structure of the passage, which involved strategies such as 

looking for sentences that convey main ideas, identifying and learning keywords in the passage 

etc. The fourth subcategory was called Inferences, and involved strategies such as pronoun 
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referencing and inferring meaning of new words using work attack skills. 

Category 2: Test-management strategies 

The test-management strategies mainly involved strategies that were related to the test 

items such as going back to the question for clarification, rereading a question item, translating 

the question or part of it for clarification, predicting answer after having read the item etc. 

Category 3: Test-wiseness strategies 

Test-wiseness strategies are strategies that are used to arrive at an answer when the test-

taker was not able to produce it through the conventional strategies. For example, using the 

process of elimination with an MCQ item when none of the options stand out as possible answer 

to the test-taker. The complete list of strategies found in Cohen & Upton’s (2007) study can be 

found in Appendix O. 

The remaining two studies that carry relevance to this study as they both involved 

establishing of cognitive equivalence between a PBT and CBT are Kobrin’s (2000) and Al-

Amri’s (2008). Only the test-taking strategies in Al-Amri’s study are discussed here as a guide 

for determining strategies in this study’s sample for the following two reasons: 

1. His study was already based on a comprehensive review of the literature which included 

strategies found in both Cohen & Upton’s (2007) and Kobrin’s (2000) research.  

2. The fact that Al-Amri’s (2008) study’s context was the same as this study’s (i.e. Preparatory 

students at a Saudi Arabian University), it was expected to reveal more context specific records, 

which would more likely be useful in informing the segmentation and coding process in this 

study. However, Al-Amri’s (2008), and both Cohen & Upton’s (2007) and Kobrin’s (2000) 

studies involved MCQ’s (i.e. multiple-choice questions) unlike this study, which consisted of 

SAQ’s (i.e. short-answer questions). Because of this, strategies such as eliminating options are 
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not expected to be found in this study due to this innate difference between the two question 

formats. Al-Amri (2008) placed the strategies identified in his study in the following categories: 

Category 1: Affective category 

This category included strategies such as self-motivation among others. The strategies in this 

category were not found (or reported) for example in Cohen & Upton’s (2007) study, in 

particular the saying ‘in the name of God’ when starting the exam for example. 

Category 2: Management category  

This category involved strategies related to managing the test itself and was further divided into 

three subcategories each focusing on a different type of management i.e. overall test 

management of reading and answering questions, time management, and task management with 

the latter involving before/during and after task management strategies. 

Category 3:  (Re) Reading strategies related to individual questions 

This category included test related reading strategies and was divided into four subcategories, 

namely reading of instructions, (Re) reading of the text, (Re) reading of the questions, and (Re) 

reading of the MCQ options (i.e. a, b, c, etc.). 

Category 4: Selecting or attempting to select an answer 

This category comprised of strategies related to choosing an answer such as keyword matching, 

selecting an option through background knowledge, returning to text to confirm selected answer 

etc. 

Category 5: Rejecting or attempting to reject an option  

This category involved strategies related to rejection of a possible answer.  

Category 6: Reducing options 

This category included one strategy only, which was the discarding of options to reduce the 
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number of options left. This strategy is in essence very similar to the eliminating of options in 

Cohen & Upton’s (2007) test-wiseness category, as that too is a form of option reducing with a 

slightly different approach to it.  

Category 7: Reviewing / checking a decision 

This category included strategies such as reconsidering or double-checking a response and the 

double-checking of answers during the test (e.g. checking a number of given answers as a group) 

or after test completion. 

Category 8: Changing or attempting to change a decision. 

This category involved changing answers after having given them or an attempt to change them 

Category 9: Postponing decision  

The final category in Al-Amri’s study involved postponing a decision by either skipping the 

question and returning to it later or skipping an option within the item and returning to it later. 

The overview of the strategy categories Al-Amri identified is evidently relevant to this 

study due to both his study’s participants and context being very similar. Cohen & Upton’s found 

strategies and categories are relevant as well due to the basic comprehension items included in 

their study and the processes underlying them. For this reason, the overviews of both Cohen & 

Upton’s (2007) and Al-Amri’s studies will serve as a guide to identify strategies in this study. 

The strategies identified in the PBT and the CBT version of the reading test in this study will be 

evaluated and if cognitive equivalence is established between the two through processes 

comparisons, this would be an initial step in support of its cognitive validity as previously 

discussed in relation to Weir’s (2005) framework. 
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2.10 Theoretical Cognitive Processes Model  

To summarize the previous discussions on reading types, process-levels, and test-taking 

strategies, the devised model below illustrates the manner in which the cognitive processes are 

expected to occur from this study’s test-takers, which was based on an integration of Urquhart & 

Weir’s (1998) identified reading types and Khalifa & Weir’s (2009) cognitive model of reading 

further including Cohen & Upton’s (2007) reading and test-taking strategies, and Al-Amri’s 

(2008) test-taking strategies, geared to this study’s test purpose. 

 

      

 

 

 

 

 

   

 

         

                  Figure 4. Model for Expected Manifestation of Cognitive Processes in this Study           

Figure 4 above illustrates the expected manifestation of test-takers’ cognitive processes in 

this study reflected through reading types, processing levels, and test-taking strategies. The 

processes manifestation is categorized into two stages. Depending on the nature of the test item, 

the goal setter activates one of the four reading types (A, B, C, and D). In this study’s case, this 
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would be local expeditious reading (B) employing operations such a scanning and search reading 

in order to locate the relevant information to the question item (stage 1). Once found, it is 

expected that the test-takers resort to more local careful reading behaviour (D) in order to 

accurately understand the clause/sentence where the located keyword/ answer is in (Urquhart & 

Weir, 1998). This is when further levels of processing are activated depending on what 

processing level is required to answer that particular test item, e.g. lexical, syntactical, 

propositional, etc. (Khalifa & Weir, 2009; Bax, 2013). This careful reading behaviour is 

expected to be further exacerbated by the fact that open-ended questions are used in this study’s 

test, which forces the student even more so to ensure that he completely understands the sentence 

in which the phrase/clause containing the answer is located, as failing to do so might lead to 

provide incomplete, and therefore, incorrect answers to the test items. As the model further 

shows, the reading type(s) activated by the goal setter and subsequent reading 

operations/strategies could change continuously as it is a potentially reiterative process, which is 

contingent to the goal of the test-taker. This could in the case of this study’s items be, for 

example, within a reading type, when a test-taker is unable to locate the information related to a 

test item and adjusts his approach through employing a different reading operation in order to 

succeed in locating the answer to that particular test item (e.g. from scanning to search reading). 

It could also be intertype related. For example, employing reading type B to locate information, 

and, when found, switching to reading type D to sufficiently comprehend the sentence containing 

that information to answer the test item correctly. The model further implies that, depending on 

the nature of the test item, different strategy patterns could emerge through combinations of 

operations and strategies test-takers use when answering the test items.  

As for the exact order and what exact strategies are expected to emerge from this, apart 
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from the anticipated reading types, is not specified because this part is largely exploratory due to 

the nature of the test items and assessment format in the target context. The results from 

investigating these processes are therefore expected to contribute substantially to the field of L2 

reading and language testing research as very few studies have actually addressed this, and, in 

this particular context using an L2 reading test with short-answer question items, it is the first 

study of its kind to the researcher’s knowledge. The short-answer question format used in this 

study is discussed in more detail in the following section. 

 

2.11 Reading Assessment Format  

There are a variety of assessment formats in language testing such as open-ended 

questions, matching, gap filling, summarization, true or false questions, multiple-choice 

questions, short answer questions, each of them having its advantages and disadvantages. It is 

beyond the scope of this study to review all and therefore only the SAQ assessment format will 

be discussed here with specific references to some of the other question formats merely for 

comparison purposes.  

 

2.11.1 Short Answer Questions (SAQ’s) 

Short answer questions (henceforth, SAQ’s) are questions that require the examinee to 

write a response consisting from a word or a couple of words up to a complete sentence or 

sometimes two. SAQ’s have been part of reading assessment since the beginning and have been 

argued to be a plausible way of assessing reading comprehension and have qualities that 

supersede other question formats.   

Alderson (2000) mentioned that in some respects SAQ’s better reflect whether test-takers 
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have understood the question compared to, for example, Multiple-Choice Questions (MCQ), as 

an answer to an MCQ could be a result of elimination, which is not possible with SAQ’s as they 

require test-takers to generate the answer from the question stem. Magliano et al. (2007) clarify 

this distinction as follows: ‘Short answer questions require readers to generate the answer 

themselves on the basis of the question stem, which makes a short-answer question distinct from 

multiple-choice questions, which can be answered partly on recognition memory, information 

search in the target passage, and reasoning’ (p.116).  Alderson et al. (1995) further argue that 

using this type of question format (i.e. SAQ) forces the test-taker to think up the answer for 

himself. Due to this, Alderson et al. (1995) stress that SAQ’s used for reading tests could be 

‘revealing’ (p.59) by potentially showing ‘textual misunderstandings’ (ibid. p.59) that would 

otherwise not have been detected by the writer of the test. Other researchers such as Hedgcock & 

Ferris (2009) and Cunningham (1998) share this view stressing this advantage when using 

SAQ’s particularly over controlled responses such as MCQ’s, seeing it as a ‘practical alternative’  

(p. 354) to using MCQ’s. Weir (1990) mentions that carefully formulated SAQ’s can be 

potentially useful, provided the answer required is a brief answer, i.e. limited to a word or phrase 

as opposed to a maximum of two sentences that likewise fall into the category of short-answer 

questions. Bachman & Palmer (1996) refer to this type of SAQ as a limited production response 

or ‘short completion items’ (ibid: p.54). SAQ’s can be used when assessing a number of 

strategies such as scanning, skimming, search reading (Weir, 2005), and prediction (Hedgcock & 

Ferris, 2009), in addition to careful reading. Hedgcock & Ferris (2009) highlighted a number of 

reading skills such as comprehension and interpretation that could effectively be assessed by 

SAQ’s. Interpretation and comprehension mentioned by Hedgcock & Ferris (2009) can occur at 

the explicit level as well as implicitly (e.g. Ehara, 2008), and, therefore, at the surface, would 
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seem to contradict the previous mentioned claim. However, assessing implicit information 

requires longer answers and would therefore most likely fall into the category extended 

production response instead of the limited constructed response (Bachman & Palmer, 1996), 

which, in turn, would require a more holistic approach when assessing (Van Blerkom, 2009). 

Furthermore, SAQ’s are potentially more efficient in assessing certain reading strategies (e.g. 

scanning, skimming, and search reading) as opposed to using indirect question formats such as, 

for example, gap filling. Weir (2005) illustrated this through an example where finding specific 

information or information pieces can be addressed more effectively by employing scanning 

strategies as opposed to carefully reading the whole text. The test-takers in this study are lower-

level EFL-students and, due to the nature of the test’s items, processing is expected to occur 

largely at the local level where typically explicit information is elicited through basic 

comprehension questions. This means that, for the most part, reading operations and strategies at 

the local level are expected to be involved, which makes SAQ’s, a valid question format to assess 

these.  

However, Alderson (2000) cautioned regarding developing SAQ’s stressing that 

constructing them is not easy. For example, one of the main concerns expressed about using 

SAQ’s when assessing reading is that it potentially affects the stability of scoring between 

different raters, which is essential for test fairness and reliability (e.g. Davies et al., 1999; 

Alderson, 2000; Hedgcock & Harris, 2009). In order to minimize this potential problem, several 

suggestions surfaced from the reading and language testing literature. One of the suggestions was 

to include a comprehensive answer key anticipating various responses to a single question (e.g. 

Alderson et al., 1995; Alderson, 2000) and by including possible alternative answers (Davies et 

al., 1999). Davies et al. (1999) further added that clear instructions included for the test scorers 



Chapter 2: Literature Review 

51 

 

explaining how to judge errors made in grammar and spelling could prove to be helpful in this. 

Another way to help accomplish scoring stability could be by reducing the selection of possible 

responses in a systematic way through content analysis leaving only a handful of key issues for 

scoring (Dörnyei, 2003). This could then provide the opportunity to score the items 

automatically against a template (Fulcher, 1999), which, in turn, would prevent possible 

inconsistencies between different raters from occurring. The SAQ’s in this study elicit mainly 

explicit information derived directly from the text and therefore further contribute to minimizing 

this possible problem as the answers are mostly literally taken from the text instead of having to 

use more global processing to formulate an answer. 

Another possible problem with SAQ’s is the writing activity itself in relation to extended 

answers. Weir (2005) noted that some research (although largely anecdotal) showed that, because 

test-takers are involved in writing when answering test items, it could possibly affect the 

construct measured. Results from a number of comparability studies indicate that this could also 

be related to the level of familiarity a test-taker has using a computer than the actual writing 

process itself when it comes to CBT. For example, Russell & Haney (1997) found that the 

middle school students in their study that were accustomed to writing on computer scored 

significantly higher on their CBT writing test compared to PBT than those who were not. They 

concluded that, based on this, students’ PBT results on a writing task could be a significant 

underestimation of their writing ability on computer. However, Yu (2010) who investigated the 

effect of computer familiarity on summarizing ability involving 157 undergraduate students 

found that computer familiarity did not affect this ability at all, which makes these results 

inconclusive. Nevertheless, because of the computer familiarity of the test-takers in this study, it 

is not expected to affect this ability, if anything, it would then most likely work in their 
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advantage when answering the test items in CBT. The section that follows is an overview of the 

reviewed literature so far, and its relation to the research questions. 

 

2.12 Overview Reviewed Elements 

 

  

 

                                                       Figure 5. Reviewed Elements in Literature 
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Figure 5 above shows the reviewed literature and its relation to the research questions 

formulated to achieve this study’s objectives. Khalifa & Weir’s (2009) cognitive model of 

reading, which also assumes Weir’s (2005) socio-cognitive framework for test validity, is the 

framework within which this study works. The two main elements of this framework i.e. reading 

operations to locate specific information within the text and the levels of cognitive processing 

dependent on the task at hand are firstly reviewed in order to further guide the research 

objectives (i.e. the type(s) of reading operations and the levels of cognitive processing expected 

to be executed by the test-takers). Because the same test was used in both testing modes, the 

reading operations and levels of cognitive processes could be compared between the PBT mode 

and CBT mode (i.e. RQ2) in addition to test-takers performance in both modes (i.e. RQ1). 

Furthermore, provided the processes comparison yielded no significant differences between the 

two modes, cognitive validity could be investigated for the CBT using Khalifa & Weir’s (2009) 

framework as an anchor for establishing this. Furthermore, performance equivalence and process 

equivalence would provide further supporting evidence for the construct validity of this study’s 

test in this particular context.  

Another identified gap in the literature (as mentioned in section 1.3 of the introductory 

chapter) is the lack of research into the effect of a computer interface on test-takers’ processes 

and performance when taking a reading test in CBT. There is no study to date that has 

synthesized the individual elements of an interface and investigated the possible effect of the 

elements together on test-takers. The interface which was developed in order to contribute to the 

field of language testing by addressing this gap by making it part of this study’s independent 

variable (i.e. CBT) is comprehensively discussed in the section that follows. 
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2.13 Computer Interface Design 

2.13.1 Introduction 

The indications from the previous mentioned studies in the introductory chapter (section 

1.1) that emphasized the importance of good computer interface design in computer-based 

testing show the need that exists for a study as the current one that investigates the possible 

effect of interface design on test-takers’ processes and performance. In order to address this 

problem, literature related to computer interface design is reviewed focusing on elements of the 

interface that could affect this. By synthesizing the available literature on interface design, the 

optimal settings of the various elements of the interface are thought to be identified and could 

then be integrated into the development of the interface in this study in order to investigate its 

research questions and test its research hypotheses. An evaluation model is proposed through 

which the elements of the interface are reviewed based on various sources combined including 

previous reviews that have attempted to categorize interface design elements in their evaluations 

(e.g. Dillon, 1992; Muter, 1996; and more recently, Leeson, 2006). 

 

2.13.2 Earlier Reviews 

Two comprehensive reviews that have identified variables related to reading from screen 

are that of Dillon (1992) and Muter (1996). Dillon (1992) evaluated the literature on paper vs. 

screen reading from Schumacher and Waller’s (1985) perspective emphasizing on process 

measures and outcome measures. He clarified the process as the way the reader uses the text 

whereas the outcome related to what the reader gets from it (i.e. the effect). The process 

measures consisted of eye movement, manipulation, and navigation, whereas the outcome 

measures covered reading speed, accuracy, fatigue, comprehension, and preference. Muter 
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(1996) identified variables that could aid in optimizing reading from screen based on studies 

dating from within the same timeframe. However, it should be mentioned that the majority of the 

VDU’s in these reviews stemmed from the 1980s and included computer devices such as the 

IBM microcomputer, the Apple IIe and the II plus, which were the contemporary machines at the 

time. The quality of the screen-displays back then differed considerably from todays, and was 

likely to have affected the subjects’ interaction with the VDU’s and, therefore, study results. In 

addition, computer familiarity was generally lower back then compared to today, which could 

also have influenced the results obtained at that time (Belmore, 1985). This means that, applying 

any conclusions drawn from the aforementioned reviews to computer screens developed from the 

early 90s onwards may be questionable (Dyson, 2004) and would need critical evaluation before 

assumptions can be made based on them. Dillon (1992) himself shared this concern and further 

highlighted methodological shortcomings in a number of the studies he reviewed mentioning the 

limited scope, lack of controlling the variables included in the studies, vague criteria for selecting 

study participants, and the improbable nature of the reading tasks themselves (as a number of 

them involved proofreading). For these reasons, the variables addressed in the studies reviewed 

by Dillon (1992) are only referred to in this study when they show direct relevance to current 

interface design issues related to more contemporary computer devices (from mid-90s onwards) 

and/or when the lack of more recent studies addressing a particular variable necessitates this for 

contextualization purposes.  

The overarching aim of this review is to look at the most significant relevant factors that 

could account for differences when taking a reading test on screen (i.e. through the interface). As 

a computer interface is made up of a combination of factors interacting with each other 

contributing to that interface, it is important that when developing one, these factors are 
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combined in their optimal settings to minimize mode-effect (Dyson, 2004).  

Leeson’s (2006) study is the most recent review of human computer related factors 

related to the field of language testing. The variables included in her review were selected from 

Muter’s (1996) study on optimizing reading from screen. Although Muter (1996) identified 29 

possible factors in his review, Leeson (2006) argued that she had made her selection based on the 

relevance of the variables to current screen technology and software. In her review she 

distinguished between presentation related factors, which she referred to as legibility and 

interaction related factors, as illustrated in figure 6 below.   

 

                   Figure 6. Identified Human Computer related Variables in CBT by Leeson (2006) 

It is important to mention that the majority of the variables in Leeson’s (2006) 

presentation column are either directly related to text presentation (i.e. font characteristics, 
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-item review 
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number of lines, line length) or indirectly (i.e. white space, interline spacing), which collectively 

are in the typography and HCI-literature referred to as typographical factors (e.g. Kahn & Lenk, 

1998; Dyson, 2004). These typographical factors, however, do not function independently but 

are confounded as some factors directly influence others. For example, line length could refer to 

the physical length of the line or to the number of characters used. When it refers to the number 

of characters used, changing the type size could affect the number of characters per line directly. 

This means that when evaluating typographical variables, they are to be evaluated in relation to 

each other first in order to maintain internal validity (e.g. Lund, 1999). Lund (1999) argued that 

when certain variables are manipulated invariably, the ratio between the two differs when, for 

example, line length increases without a corresponding increase in interlinear spacing.  

Therefore, in evaluating interface design on presentation related factors in this study, 

typographical factors are discussed separately, making a distinction between typographical 

elements (text related) and graphical elements (format related). This does not, however, negate 

interactions between the two, nor does it negate interactions between presentation and interaction 

related variables in general, as it is the combination of these variables in particular settings in 

relation to each other that make up the interface with which the user (i.e. test-taker) interacts 

(Peters, 1992). The review below aims to address this and distinguishes between presentation 

related factors and interaction related factors as suggested by Leeson (2006). 

 

2.14 Interface Evaluation Model  

Leeson’s (2006) review of human and technological (computer) related issues in 

language testing interpreted and incorporated two elements of a computer interface; a 

presentation related element and an interaction related element. This study will discuss human-



Chapter 2: Literature Review 

58 

 

computer related variables building from Leeson’s (2006) review and indicated in the two earlier 

comprehensive reviews by Dillon (1992) and Muter (1996) through distinguishing between 

presentation and interaction and reviewing the two independently. Based on both the theoretical 

understanding of a computer interface and its practical application by the aforementioned 

reviews (i.e. Dillon 1992, Muter, 1996, and more recently, Leeson (2006), and the purpose of 

this study (i.e. investigating the effect of interface design on test-takers’ processes and 

performance) the following model shown in figure 7 below was developed for evaluating the 

elements of a computer interface that could possibly affect test-taker behavior and, subsequently, 

performance on computer. 

 

 

                                                     

                                                                                                            

         

 

 

 

 

 

 

 

                Figure 7. User Interface Evaluation Model for a Computer Based Language Test 

In line with the model shown in figure 7 above, the interface will be developed according 

Interaction related factors  
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to its optimally configured presentation and interaction related factors, which is therefore 

expected to minimize any possible effect on either test-takers’ processes or performance. The 

review of the related literature is discussed in line with the model starting with presentation 

related factors, and, subsequently, moving towards interaction related factors from which an 

interface design template emerges comprising the optimal settings for assessing an L2 reading 

test in the target context to conclude this chapter. 

 

2.15 Review Interface Design: Presentation (typographical factors) 

2.15.1 Font Characteristics 

Geraci (2002) reviewed thirty studies related to typography, layout, color, and screen 

density that were published during the, at that time, past decade dating from 1992-2002. Out of 

the thirty studies reviewed, four provided relevant information regarding font size and type (i.e. 

Bradshaw, 1998; Harrell, 1999; Horton, 2000; Skaalid, 2001). Although the mentioned studies 

were published within a three-year timeframe, results were inconclusive as to which typeface 

was most legible for reading from screen. For example, the first study of Bradshaw (1998) 

concluded that sans-serif typefaces were the typeface of choice to be used on computer. 

However, this appeared to be in disagreement with Harrell’s (1999) study that found that the 

results from the subjects in his study suggested a strong preference for serif fonts. Geraci (2002) 

further referred to another study by Horton (2000) who concluded that the serif font Times New 

Roman were to be used for body texts, and Arial and Verdana, both sans-serif fonts, were 

preferred to be used for navigation links. The fourth reviewed study of Skaalid (2001) concluded 

that Georgia (serif) and Verdana (sans-serif) (both designed specifically for on screen texts) were 

the preferred typeface choices on screen.  
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Weisenmiller’s (1999) study specifically addressed the two previous mentioned fonts 

(Georgia and Verdana) in his study as he aimed to investigate whether fonts specifically 

designed for on-screen text displays were more readable than fonts originally designed for 

printed texts. He compared a computer-designed serif font (Georgia) and sans serif font 

(Verdana) to the traditional serif (Times New Roman) and sans serif (Arial) (all at a 12-point 

type size) by measuring performance levels on reading rate and comprehension for which the 

Nelson Denny Reading Test (NDRT) was used. There were three testing conditions: two on 

computer screen (i.e. 1-bit rendering of onscreen text trough Microsoft office, and 8-bit rendered 

Adobe Portable Document format) and one on paper (i.e. 600dpi text rendered on paper). Both 

the paper condition and both screen conditions were displayed at a 100ppi resolution with a 

screen setting of 1280x1024 pixels on a 17” screen. A total of 264 University students of whom 

95% majored in Industrial Technology were divided into twelve groups of twenty-two subjects 

to investigate the effects of the fonts in the three testing formats.  74% of the participants were 

male and 26% were female with a median age of 21.5 years. Although it was possible to navigate 

through the text by scrolling, participants were instructed to only use the paging option by 

pressing the up and down buttons in order to prevent possible inconsistencies between the paper 

and computer versions. The study results showed neither a significant difference in reading rate 

nor in reading comprehension between the different fonts. However, Weisenmiller (1999) did 

find significant differences between presentation modes. He found that 1-bit on-screen text 

presented through Microsoft office was significantly less readable than both the 8-bit text 

presented through Adobe Reader 3.0, and the 600pdi paper version whereas the text in the 8-bit 

presentation, however, was not significantly less readable than the 600pdi text on paper. 

Bernard & Mills (2000) compared font types Times New Roman font and Arial font in 
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size (i.e. 10 vs. 12 point) and text format (i.e. dot matrix vs. anti-aliased) to determine which 

combination produced the highest readability (by testing accuracy). The thirty-five subjects 

included in the study were asked to read eight similar level passages each consisting of around 

one thousand words as quickly and as accurately as possible. The screen resolution was set to 

1024x768 pixels to mirror contemporary devices’ screen resolution. Fifteen words were 

substituted with context irrelevant words that rhymed to the original (correct) word. The 

participants were told to identify these and verbally communicate them when found. No 

comprehension differences were found between the types, sizes, and format. However, the 

participants gave preference to Arial over Times New Roman at 12-point type size. Times New 

Roman was read fastest at the 12-point type size compared to Arial font. Arial 12 was perceived 

by the subjects to be most legible followed by Times New Roman 12. In a following study, 

Bernard et al. (2001) compared twelve different font types including Sans-Serif fonts (N=5), 

Serif fonts (N=5), and Ornate fonts (N=2). Bernard et al. (2001) mentioned that according to a 

general web survey the text of most web sites consists of a 12-point type size. Therefore, they 

kept the fonts evaluated in their study at the same size except for the Agency font, which had to 

be increased to a 14-point size in order to reach the same height as the other eleven fonts.  The 

fonts included in their study are displayed in table 4 below. 
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                             Table 4. Included Font Types in Bernard et al.’s Study 

         Sans Serif Fonts Serif Fonts Ornate Fonts 

Agency FB (Agency) 

Arial  

Comic Sans MS (Comic) 

Tahoma  

Verdana 

Courier New (Courier)  

Georgia  

Goudy Old Style (Goudy) 

Century Schoolbook 

(Schoolbook)  

Times New Roman (Times) 

Bradley Hand ITC 

(Bradley) 

Monotype Corsiva 

(Corsiva) 

 

Bernard et al. (2001) used a 17” monitor with a screen resolution of 1024x768 pixels to 

administer 12 passages of approximately 1000 words each to twenty-two participants with an 

average age of twenty-five years. Each passage represented one font type. They found no effect 

on reading efficiency at the 12-point font size, which is in agreement with earlier studies such as 

Bernard & Morrison’s (2000). Furthermore, no significant effect on legibility was detected 

between the fonts examined although perceived legibility by the participants showed that 

Courier, Comic, Verdana, Georgia, and Times New Roman were found more legible than the 

other fonts. 

In a follow up study, Bernard et al. (2002) compared four serif fonts (Courier New, 

Georgia, Century School Book and Times New Roman) to four sans serif fonts (i.e. Arial, 

Comic, Tahoma and Verdana). However, this study did not look at reading accuracy but rather 

included reading speed, perceived legibility and preference. As for the reading times, serif fonts 

were read significantly faster than the sans serif fonts. Verdana, Georgia, and Times New Roman 

were perceived as being most legible among the eight fonts included. The sans-serif fonts were 

preferred over the serif fonts. 
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Geske (2000) conducted a study in which speed and comprehension were measured 

comparing serif and sans serif fonts in 10, 12, and 14-point settings. A total of 78 University 

students (56% Male and 44% Female) with a mean age of 21.2 were randomly assigned to read a 

paragraph of about 225 words either in sans serif or serif. After the subjects had read the 

paragraph, five multiple-choice questions were asked about the content to assess comprehension. 

All paragraphs had a Flesch readability of 7.5 to ensure appropriateness and fairness in difficulty 

level. Results showed no significant comprehension differences between serif and sans serif font 

in any of the type size settings (i.e. 10, 12, and 14-point). However, within font types, 

comprehension was significantly better with the 12 –point setting over the 10-point setting in 

both serif and sans serif fonts. For the serif font, this was also the case for the 12-point setting 

compared to 10- point and 14-point fonts. Geske (2000) concluded therefore that a 12-point type 

size was the best choice for text comprehension irrespective of the font used (i.e. serif vs. sans-

serif), which seems to diverge somewhat from what had been suggested in the early literature 

assuming the legibility of type on screen increases by increasing its size (e.g. Griffing and Franz, 

1896; Roethlein, 1912).  

Morrison & Noyes (2003) compared a 12-point ornate sans serif font (Gigi) to a 12-point 

traditional serif font (Times New Roman) in their study. They used a 13.3” monitor with a 

1024x768 screen resolution to administer four paragraphs of 140 words each to twenty-five 

participants (13 Male 12 Female) all having normal 20/20 vision. Morrison & Noyes (2003) 

further added that all participants were computer familiar, however, they did not mention to what 

extent.  Like the Bernard & Mills (2000) study, recognition of context irrelevant words was used 

to test reading accuracy substituting ten words instead of fifteen. Results showed that 

comprehension was significantly better for the serif font over ornate sans serif font, which 
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differed from earlier findings (e.g. Bernard & Morrison, 2000; Bernard et al., 2001). Contrary to 

the Bernard & Mills (2000) study, the participants in this study favoured the serif font (TNR) 

over the ornate sans-serif font (Gigi) although they found the latter more attractive than the 

former. Morrison & Noyes (2003) concluded with stressing that the results in their study 

regarding font types and sizes should not be interpreted in isolation when evaluating online text, 

as readability could be affected by a combination of a number of factors among them being line 

length, word spacing, white space, and italics.  

Chaparro et al.’s (2006) study examined the legibility of two Microsoft developed Clear 

Type serif fonts i.e. Cambria and Constantia, that were to be introduced on the new Vista 

operating system by comparing them to the more traditional Times New Roman font. They used 

a Dell Pentium IV laptop with a screen resolution of 1400x1050 and a 60Hz refresh rate to 

present twenty-six lower-case letters, digits (i.e. 0-9) and symbols in an 8-point font size at an 

exposure time of 34ms with 1.5 seconds blanking time. Each font was trialed five times with 230 

characters presented per trial. Results showed that Cambria had the highest overall percentage 

correctly identified characters, which included letters, digits, and symbols (92.87 %) followed by 

Constantia (87.80 %) and then Times New Roman (87.55 %). The overall legibility was best 

when identifying letter characters for all three fonts, whereas the main differences between the 

fonts were found with the digit and symbol identifications at the 8-point type size. 

Beymer et al.’s (2007) study used eye tracking to examine the effect of font size, font 

type, and pictures on online reading. In eye tracking, eye fixation points are registered by reading 

analysis software that identifies linear grouping within successive fixations. These are then 

analyzed by line matching algorithms that match these fixations to the actual lines in the text. 

Their study involved 114 participants of which seventy-four males and forty females with a good 



Chapter 2: Literature Review 

65 

 

distributed age range between 20-60+ years. The computer used was an IBM T41 laptop where 

text was read from an Internet explorer browser. However, the researchers did not mention any 

screen resolution details. The fonts compared were serif font Georgia and sans-serif font 

Helvetica at the 10, 12, and 14-point type size. Although results showed no significant 

differences for comprehension, a 12-point font size produced a slightly higher retention rate 

(90.1%) compared to the 10-point font used (89.2%) and the 14-point font (88.9%).  The font 

type comparison between sans serif and serif yielded identical results with both fonts producing a 

75.6 % retention rate.  

In a more recent study, Banerjee et al. (2011) examined the effect of typeface and type 

size on young adults reading on screen text. They compared three serif fonts (TNR, Georgia, and 

Courier New) to three sans-serif fonts (Arial, Verdana, and Tahoma) in 10, 12, and 14-point type 

sizes. A total of forty young adults (21=M, 19=F) with a mean age of 27.5 years all having 20/20 

or better vision participated in the study. A 17” TFT-LCD monitor was used with a screen 

resolution of 1280x1024 pixels and a 60Hz image refresh rate. Participants were asked to read 

eighteen passages with an average of 657 words per passage, each representing a font type/size 

combination. The authors further mentioned that all passages were about the same difficulty 

level. The overall results indicated a better readability for Serif fonts compared to Sans-Serif 

fonts with Courier being read fastest at 14-point type size and Verdana had the least mental 

workload at a 14-point type size. The authors recommended, therefore, based on their results, a 

14-point Courier New typeface/type size combination and a Verdana 14-point typeface/type size 

combination for on screen reading. Table 5 below summarizes the studies reviewed. 
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                      Table 5. Summary Reviewed Studies Addressing Typeface and Type Size  

       

          Study         Typeface  Type Size  Comprehension        Legibility 

Weisenmiller(1999) Serif vs. Sans-Serif 12 No significant 

difference 

N/A 

Bernard & Mills 

(2000) 

Serif vs. Sans-Serif 10 - 12 No significant 

difference 

Ariel 12 

  

Bernard et al. (2001) Serif (x5) vs. Sans-

Serif (x5) vs. Ornate 

(x2) 

12 No significant 

difference 

Courier, Comic, 

Verdana, Georgia,  

TNR, 12 

Geske (2000)  Serif Palatino vs. 

Sans-Serif Helvetica 

10-12-14 No significant 

difference 

Palatino & 

Helvetica 12 

Morrison &Noyes 

(2003) 

Serif TNR vs. 

Ornate Sans-Serif  

12 Serif significantly 

better 

TNR 12 

Chaparro et al. 

(2006) 

Serif Cambria & 

Constantia vs.  

Serif TNR 

8 Clear Type Serif 

significantly better 

Cambria 8 

Beymer et al. (2007) Serif Georgia vs. 

Sans-Serif Helvetica 

10-12-14 No significant 

difference 

Georgia & 

Helvetica 12 

Banerjee et al. 

(2011) 

Serif TNR, Georgia, 

Courier New vs. 

Sans-Serif Arial, 

Verdana, Tahoma 

10-12-14 N/A TNR, Georgia, 

Courier New 14 

                        

Out of the eight studies reviewed, five compared serif fonts to sans-serif fonts (i.e. 

Weisenmiller, 1999; Bernard & Mills, 2000; Geske, 2000; Beymer et al., 2007; Banerjee et al., 

2011), one compared a serif font to an ornate sans-serif font (i.e. Morrison & Noyes, 2003), one 

compared serif, sans serif, and ornate fonts (Bernard et al., 2001), and one compared a traditional 

serif font (TNR) to serif fonts designed specifically for on screen (Cambria & Constantia) 

(Chaparro et al., 2006). Five out of the eight studies reviewed found no significant differences on 

comprehension whether the font size was kept the same (Weisenmiller, 1999; Bernard et al., 

2001) or between different type sizes (Bernard & Mills, 2000; Geske, 2000; Beymer et al., 



Chapter 2: Literature Review 

67 

 

2007).  One study that compared a serif font to an ornate sans-serif font found the serif font to be 

superior to the ornate-sans serif font (Morrison & Noyes, 2003) and one study that compared a 

traditional serif font to specific serif fonts designed for computer found that the latter were 

superior to the former (Chaparro et al., 2006). Although the study of Banerjee et al. (2011) did 

not look at comprehension specifically, they did find a readability advantage by serif fonts over 

sans serif on all three type sizes and was therefore included in the review. As for legibility, the 

participants in three out of the four studies that compared typeface in different type sizes found 

that a 12-point type size was most legible (Bernard & Mills, 2000; Geske, 2000; Beymer et al., 

2007) and found a 14-point type size to be most legible in one study (Banerjee et al., 2011). Out 

of the four studies where type size was kept constant, one study’s participants found serif fonts 

Courier, Georgia, TNR, and sans serif fonts Comic and Verdana to be the most legible typefaces 

at a 12-point type size (Bernard et al., 2001). One study found a superior perceived legibility of 

the serif font (TNR) at the 12-point level (Morrison & Noyes, 2003), and one study found Clear 

Type serif font Cambria the most legible at the 8-point type size followed by Constantia 

compared to TNR at the same size (Chaparro et a., 2006). Worth to note is that Chaparro et al. 

(2006) did not investigate the mentioned fonts in relation to other type sizes and therefore results 

cannot be generalized to larger type sizes. The remaining study of Weisenmiller (1999) did not 

provide legibility information.  

The results from the majority of the studies reviewed indicate that at the 10, 12, and 14-

point type size, there are no significant comprehension differences between the serif fonts and 

the sans serif fonts examined. In addition, (albeit subjective) legibility results indicate that 

certain fonts at particular type sizes are perceived by study participants to be more legible than 

others. With this in mind, the following recommendations are made regarding optimal typefaces 
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and type sizes to be used in this study’s reading test as a conclusion to this section.  

 

   Table 6. Suggested On-Screen Typeface/Type Size Settings 

Typeface Type Size 

Serif 

Courier New 

Georgia 

Palatino 

Times New Roman (TNR) 

 

Sans Serif 

Ariel 

Comic 

Helvetica 

Verdana 

 

12-14 

12-14 

12 

12-14 

 

 

12 

12 

12 

12 

 

2.15.2 Line Length (characters per line) 

Dyson & Kipping (1998) looked at the effect of line length on reading when scrolling vs. 

paging in two consecutive experiments. Twenty-four students participated in the experiment and 

they were asked to read six documents in 25 cpl, 40cpl, 55cpl, 70cpl, 85cpl, and 100cpl line 

length settings. They were further asked to compare every other document and report on which 

document they thought was easier to read. The typeface used was Arial at a 10-point type size 

and a 12-point interlinear spacing (i.e. the space between each line) with additional 12-point 

spacing between each paragraph. Results showed no significant differences in comprehension 

between the six line length settings. Furthermore, no signs of speed-accuracy trade-offs between 

reading rate and comprehension were found.  As for perceived reading ease, a medium line 

length of 55cpl was reported easier to read than 100cpl and 25cpl, whether the participants 

scrolled or paged through the texts.  In the second experiment, Dyson & Kipping (1998) 
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controlled for possible glare by replacing the bright white background with a gray background. 

However, the results of the second experiment were commensurate to the first despite the applied 

changes. 

Dyson & Haselgrove (2001) looked at the effects of reading speed and line length on 

reading rate, scrolling patterns, and comprehension. They compared lines at 25 cpl, 55cpl, and 

100cpl. The thirty-six participants they assessed were undergraduate and postgraduate students 

between the ages of 18-44 of which 68% were between 18-25. The majority of the subjects was 

familiar with computers and used a computer either at work, for leisure, or both. They were 

given eight articles of similar length from the National Geographic Magazine, each containing up 

to 1000 words of black text on a white background. The typeface used was Arial at a 10-point 

type size and a 12-point interlinear spacing (i.e. the space between each line) and additional 12-

point spacing between each paragraph. A 0.5 cm margin was maintained on the left side as well 

as on the right side of the screen. Results showed that a 55cpl line length yielded the best 

comprehension compared to 25cpl and 100cpl. Furthermore, 25cpl lines were read slower than 

the longer line lengths. However, 100cpl did not increase reading rate compared to the 55cpl line 

length. The authors further concluded that comprehension differences were not cancelled out by 

reading rate, meaning that there was no trade-off observed between speed and accuracy. 

Bernard et al. (2002) examined the effect of line length on the reading performance on 

screen of adults and children by measuring reading time and reading efficiency. The participants 

in the study were twenty adults with a mean age of 29 and twenty children with a mean age of 11 

years all having 20/40 vision or better. The subjects were asked to read a passage in 132cpl, 

76cpl, and 45cpl. Each passage consisted of an average number of 1028 words and the topics 

were psychology related. The text was presented in black on a white background and the 
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typeface used was Arial at a 12-point size. A Pentium II PC was used with a 17” monitor having 

a 1024x768 screen resolution and a 60Hz refresh rate. Results showed no significant 

performance differences between the three conditions either in the adults’ group or the 

children’s’ group. Furthermore, reading rate did not show any significant differences either 

between the three conditions. McMullin et al. (2002) examined the effect of line length and 

white space on participants’ comprehension. They assessed fifty-seven undergraduate 

psychology students (15 male, 42 female) in 115 cpl and 55cpl conditions. In addition, they 

added two conditions to examine the effect of white space by presenting the 115cpl and 55cpl 

with a paragraph adjacent to it in a foreign language that filled up the white space. The 

participants were instructed to read only the passage that was presented in English in these two 

additional conditions. Eight prose passages were used of approximately two hundred words each, 

which were adapted so that five multiple-choice comprehension questions could be asked about 

each passage. The eight passages and accompanying questions were piloted in advance to ensure 

equal difficulty between them. Each participant was asked to read two passages in each 

condition. Results showed no significant comprehension differences between the 55cpl and the 

115cpl conditions. However, a significant comprehension difference was found between the 

passages with the added adjacent passage in a foreign langue and the ones without with the latter 

being better comprehended than the former. As white space is discussed separately, these results 

will be discussed in more detail later on in this section. Shaikh (2005) examined the effect of line 

length on comprehension, reading speed, and user satisfaction when reading news articles online. 

He compared four different line length settings; 35cpl, 55cpl, 75cpl, and 95cpl. Twenty college 

students all having 20/40 vision or better were asked to read a different article in each line length 

setting with an average length of 375 words per article at a 12.0 grade reading difficulty level. 
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The font used for the text was 10-point Arial and a 12-point interline spacing was maintained 

with an extra spacing between paragraphs. Each article was followed by nineteen comprehension 

questions, which the students completed directly after they had read the article. All participants 

were familiar with reading online as they all used the Internet regularly. Results showed that the 

articles read at 95cpl, were read significantly faster than the shorter line lengths. Although 95cpl 

was found to be more efficiently read than at 35cpl, no overall effect of line length on 

comprehension was found between the examined line lengths. The studies reviewed are 

summarized in table 7 below. 

                                   Table 7. Summary of Studies Reviewed on Line Length     

               

Study Comparisons Summary Results 

Dyson & Kipping (1998) 25cpl, 40cpl, 55cpl, 70cpl, 

85cpl, 100cpl line length 

-No comprehension 

differences. 

-No speed-accuracy trade-off 

-55cpl perceived easier to read 

than 100cpl, and 25cpl 

Dyson & Haselgrove (2001) 25cpl, 55cpl, and 100cpl line 

length  

-55cpl better comprehension 

than 25cpl, and 100cpl 

-55cpl, and 100cpl read faster 

than 25cpl 

-No speed-accuracy trade-off 

 

Bernard et al. (2002) 45cpl, 76cpl, 132cpl line 

length  

-No differences in reading rate 

and comprehension 

 

McMullin et al. (2002) 55cpl, and 115cpl line length -No comprehension 

differences 

Shaikh (2005) 35cpl, 55cpl, 75cpl, and 95cpl 

line length 

-No overall effect on 

comprehension 

-95cpl read faster 
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As table 7 shows, four out of the five studies reviewed did not show any significant 

differences in comprehension (Dyson & Kipping, 1998; Bernard et al. 2002; McMullin et al. 

2002; Shaikh, 2005). Dyson & Haselgrove’s (2001) study that did find a significant difference 

concluded that the medium line length of 55cpl lead to better comprehension of the text than 

shorter (i.e. 25cpl) and longer (i.e. 100cpl) line lengths. The authors mentioned that the reason 

for observing a comprehension difference contrary to Dyson & Kipping’s (1998) study was that 

the comprehension test they used in their study was more elaborate and was therefore argued to 

be a better reflection of the comprehension construct. However, three more recent studies found 

no differences in comprehension, which is in contrast to their findings. The reason for the 

difference could have been that the scrolling patterns associated to better comprehension, which 

involved taking more time in between scrolling movements and increasing the number of 

scrolling movements had contributed to this (Dyson & Haselgrove, 2001).  

The general conclusion based on the reviewed studies is that comprehension is not 

significantly affected by changing line lengths with no speed-accuracy trade-off. Some studies 

indicated that shorter lines are read slower than medium and longer lines (e.g. Dyson & Kipping, 

1998; Dyson & Haselgrove, 2001; Shaikh, 2005) and that medium line lengths yield better 

comprehension (Dyson & Haselgrove, 2001). However, McMullin et al. (2002) who did not find 

any comprehension differences in their study reasoned that the reason for increased line lengths 

on screen not yielding comprehension differences in their study was mainly geometrical. They 

argued that because the distance between the reader and a computer screen when reading text is 

greater than when reading in print, the distance would automatically increase the visual angle of 

the reader, which would enable him to cover greater line lengths (assuming 20/20 vision or better 

for all participants). With this in mind the following recommendations are made for optimal line 
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length to be used in this study’s reading test as a conclusion to this section. 

                                                   Table 8. Suggested Line Length Settings 

 

 

                                          

 

2.15.3 Number of Lines 

Dillon (1992) reviewed four studies related to the number of lines on screen, which he 

categorized as display size. The first study by Duchnicky & Kolers (1983) looked at the effect of 

display size on reading speed and comprehension where subjects had to scroll continuously. 

They reported that increasing display size to more than four lines showed little gains on the 

reading speed and comprehension of the subjects in their study. The second study of Elkerton & 

Williges (1984) looked at different display sizes at the 1-7-13 and 19-line size display. They only 

found some speed advantages starting from the 7-line sized display. 

The third study particularly looked at larger screen displays of twenty or forty lines in 

size (i.e. Dillon, Richardson and McKnight, 1989). The subjects had to locate specific 

information using an electronic book. Although they did not observe any performance 

differences between the two display sizes, they did report an overall preference for the larger 

display size over the smaller sized. In the fourth study, which involved a 3500-word text, Dillon 

et al. (1990b) compared display sizes of twenty, and sixty lines. In this study, they found a 

manipulation effect on the smaller display size, as the subjects manipulated the text more than on 

the larger display size. They concluded that the most likely explanation for this could have been 

that the subjects reread the texts or parts of it and skipped through the articles they were to read 

and therefore needed more manipulations on the smaller screen due to the size difference. 

                 Line Length 

               55cpl - 115cpl 
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Despite the smaller display size increased the number of manipulations; it did not have any effect 

on comprehension of the reading passage itself. 

De Bruijn et al. (1992) compared two screen sizes, namely 12 inch, which materialized in 

twenty-three lines per screen vs. 15 inch, which resulted in sixty lines per screen. A total of 

sixty-five subjects were asked to read a legal sociological discourse presented in both conditions. 

The text was assessed by summary in addition to multiple-choice questions. The study further 

looked at layout differences for which two additional conditions were administered to the 

participants, which are discussed later in the section addressing this variable. The results in de 

Bruijn et al.’s (1992) study showed neither differences in cognitive effort activated by the text in 

both conditions nor differences in retaining information. However, they found learning time to 

be less for the 15” condition (i.e. 60 lines per screen) compared to the 12” condition (i.e. 23 

lines). The authors theorised that this could have been the case due to the 15” condition 

promoting a better integration process when constructing a mental representation of the text. 

However, no recent studies have further investigated this, which impedes verification of this 

variable in relation to contemporary technology. Although not stated explicitly, de Bruijn et al. 

(1992) mentioned that the two presentation conditions differed in terms of resolution, type size, 

and screen refresh rate. However, the effects of these differences were considered to be minimal 

by the authors. 

The most recent study that compared screen size by comparing the number of lines 

presented on screen was that of Dyson & Kipping (1998b). They looked at differences between 

three different sizes, namely fifteen lines per screen, twenty-five lines per screen, and thirty-five 

lines per screen. Twenty-four students were asked to read a document in each condition of 

approximately 700 words, which was followed by comprehension questions about the content. 
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The font they used in their study was sans serif Arial font at a 10-point type size setting. The 

spacing between the lines was set at 12-points, which is in accordance to what Lynch & Horton 

(2002) recommended in their study as they suggested the ideal interlinear spacing to be 2-4 

points greater than the actual font size. Results showed no significant differences in reading 

comprehension or reading rate.  

In conclusion, the reviewed studies, although mostly performed under conditions using 

relatively dated computer devices, are in agreement that the number of lines per screen do not 

significantly affect on-screen text comprehension. The effect this has on the number of lines used 

in this study is that, in essence, the maximum number of lines a screen can support in the font 

settings and line lengths discussed previously, would be suitable to be used depending on the text 

length as it has been shown not to interfere with comprehension. This appears to be in agreement 

with one of the first studies addressing this variable, i.e. Duchnicky and Kolers (1983), who 

concluded that whether a full screen of text was read or only four lines on a single screen, 

efficiency was not affected. However, once the text its length exceeds that which the monitor is 

able to support, manipulation techniques such as scrolling and paging/page turning become 

relevant as they could possibly introduce interference with the reading construct and, therefore, 

comprehension. Hence, these manipulation techniques and their possible impact on 

comprehension are discussed additionally in the interaction related variables section. Only after 

that, a more informed decision can be made regarding the application of this variable for the 

reading test used in this study. 

 

2.15.4 Interlinear Spacing 

In addition to line length, and number of lines per screen, the white space between the 
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lines has been investigated as it is thought that this variable could possibly affect how text is read 

from screen. This white space is often referred to as interline spacing or leading. As mentioned 

earlier, Lynch & Horton (2002) stated that the ideal interline spacing would be 2 points greater 

than the type size of the text in print and suggested marginally increased generous spacing 

ranging from 2-4 points greater than the type size for on-screen text. However, this appears to be 

from a web designer’s perspective, as Lynch & Horton do neither refer to any studies 

corroborating this nor do they clearly motivate why this would be the case. Therefore, 

verification is needed from studies that examined interlinear spacing of on-screen texts before 

applying their recommended interlinear settings.  

Unfortunately, few studies have addressed this variable and the studies that did date back 

10 years or more (i.e. Grabinger, 1993; Kruk & Muter, 1984). Kruk & Muter (1984) compared 

reading speed between single spacing and double spacing conditions on screen. They asked 

twenty-four undergraduate students all having at least 20/20 vision to read four sets of short 

stories, two in booklet form and two from a video screen. The researchers had the subjects read 

for five minutes per story and registered how far the student had read after the five-minute 

session. Each reading set was followed by a comprehension test, which lasted likewise five 

minutes. Results showed no significant effect on comprehension between the single space mode 

and the double space mode. However, reading speed was affected by interlinear spacing as the 

authors found that the single spaced text was read 10.9% slower than double-spaced.  In response 

to an earlier study that argued single spacing to be negligible when used with particular displays 

(i.e. Kolers et al., 1981), the authors suggested that single interlinear spacing should best be 

avoided when this space is small in relation to the height of the characters of text (i.e. font 

type/size). This appears to be in line with Lynch & Horton’s (2002) argument for having at least 
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the same size interlinear spacing as the font size of the on-screen text. 

Grabinger (1993) included interlinear spacing as one of eight variables in his study as 

part of evaluating screen designs according to viewer arbitrations. Ninety-four participants were 

requested to judge samples of text on screen on readability and studyability using MDS 

(multidimensional scaling) as an evaluation tool to analyze paired comparison tasks carried out 

by the participants. Although results showed that single spacing elicited more positive responses 

from the majority of participants, the possible effect of single spacing vs. double spacing on 

reading comprehension has not been assessed. It is therefore difficult to draw any grounded 

conclusions from this particular study in this regard. 

 

2.15.5 White Space 

Bernard, Chaparro & Thomasson (2000) examined the effect of three different white 

space layouts on search performance, which they divided into low amount, medium amount, and 

high amount of white space. Each layout consisted of three columns of information with the low 

amount layout having the least white space between and around the columns and the high 

amount having the most. They asked sixteen participants to answer five questions in each 

condition where they had to search for particular information on a web page to answer each 

question. After the subjects had completed a question they were asked to rate the difficulty in 

finding the answer to that question (1=very easy, 5= very difficult) until they had completed all 

15 questions in the three layouts.  After that they were requested to rate their preference for each 

of the three conditions. Black text on a white background was used with serif Times New Roman 

being the typeface. The authors did neither provide details on the type size settings of the 

typeface nor did they provide computer screen details (i.e. screen size, resolution, etc.). Results 
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showed no influence of white space on the ability to find the information requested on screen to 

answer the questions correctly. However, the medium white space layout was preferred over the 

low and the high whitespace layouts. The authors concluded therefore that some whitespace may 

be better than none, or, too much. However, in order to establish the amount of whitespace that 

produces optimal results, and whether search performance would be affected when using, for 

example, multiple webpages, the authors stated that additional research addressing these areas is 

essential.  

McMullin et al.’s (2002) secondary concern in their study in addition to line length (see 

line length section) was with white space to which they referred as text density. Their argument 

for naming it this way was that line length is confounded to white space i.e. when line length 

increases, white space decreases and vice versa. The participants were asked to read short prose 

passages in two cpl conditions i.e. 55 cpl, and 115cpl. Both conditions were either presented in a 

one-column format with white space adjacent to it or a two-column format with the second 

column adjacent to (i.e. 55cpl), or below it (i.e. 115cpl) with the second column containing 

irrelevant information in a foreign language. Comprehension of the participants was assessed by 

multiple-choice questions given immediately after they had read the passage. Results showed a 

five percent performance increase for the single column condition compared to the two-column 

condition where the additional passage was presented adjacent to or below the passage to read.  

The authors attributed this difference to possible distraction of the subjects by adding the second 

column. They concluded that although this difference is perceived to be small, it could prove 

decisive in a high stakes situation when it comes to passing or failing an exam. It is therefore 

important to consider these results when implementing whitespace into the interface to prevent 

possible interference in a testing situation.  
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Chaparro et al. (2004) investigated the effect of white space on reading speed and 

comprehension by comparing text layouts where margins were used to layouts without margins. 

They further compared the effect of interline spacing on speed and comprehension by applying 

optimal leading vs. sub-optimal leading to the texts. This led to the following four layouts; 

Margins with Optimal Leading, Margins with Sub-Optimal Leading, No Margins with Optimal 

Leading, and No Margins with Sub-Optimal Leading. Nineteen college students (10 Male, 9 

Female) all having normal or corrected vision were asked to read two passages of approximately 

800 words of text each taken from a retired SAT exam for each of the four conditions.  After 

they had read two passages of one condition, eight comprehension questions were to be 

completed followed by a user satisfaction questionnaire. After this, the participants were given a 

short break before continuing with the second condition. This process was repeated until all four 

conditions and their accompanying comprehension questions and questionnaires were completed. 

Results showed an effect of manipulating the margin whitespace on reading speed as well as 

comprehension. The text containing the margins was read slower but was comprehended better 

than the text with no margins. Although there was no effect detected of optimal and sub-optimal 

leading on speed or comprehension, the participants did prefer the Margins with Optimal 

Leading condition to the other three conditions. Unfortunately, no recent studies addressing this 

variable seem to have been carried out to provide more insights into this issue. However, 

researchers did investigate the effect of the number of columns on users’ on-screen experience, 

which is effectively another form of manipulating white space, which is discussed in the section 

that follows. 

 



Chapter 2: Literature Review 

80 

 

2.15.6 Number of Columns 

Dyson & Kipping (1997) examined the effect of a three-column text format (i.e. 25cpl) 

compared to a single column format (i.e. 80cpl) on subjects when reading online text.  Their 

study involved eighteen participants who were asked to read a text of around two thousand 

words in three different conditions; a single column condition where paging was the means of 

navigating through the text, a single column condition where scrolling was the means of 

navigating through the text, and a three-column condition where paging was used as navigation 

tool. Comprehension questions were presented to the participants after they had read each 

condition. The typeface used was sans serif Arial at a 10-point type size and the interline spacing 

was set at 12 points.  Results showed that readers that were twenty-five years old or younger read 

the single column format faster; however, overall comprehension was not affected by the 

different formats used. Subjective judgments revealed that the participants found the three-

column format easier to read compared to the single column format. Dyson & Kipping (1997) 

theorized that this could be due to a difference in reading patterns employed (particularly by 

faster readers) when reading a three-column format as opposed to a single column format. 

However, no research to date to the researcher’s knowledge has explored this possible 

underlying cause, which leaves it difficult to draw any firm conclusions in this regard.  

Baker (2005) investigated the effect of one, two, and three-column formats on reading 

speed, comprehension, and reader satisfaction. Sixty-six undergraduate students with a mean age 

of 22.8 were asked to read a 2191-word short story with a Flesch grade level of 9.6 in six 

conditions; the single column format, which had a line length of 90cpl, the two-column format, 

which had a line length of 45cpl, and the three-column format, which had 30cpl. These three 

conditions were presented in either full-justification or left-justification, which totals six 
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conditions. 

Results showed that reading speed was significantly faster in the two-column format 

compared to the one-column format in the full justification condition. The one-column left-

justified condition was read significantly faster than either the one-column full-justified 

condition, or the three-column full-justified condition. However, overall comprehension was not 

affected by any of the six conditions. This appears to be in agreement with the studies on line 

length reviewed earlier apart from Dyson & Kipping’s (1998) study that suggested that longer 

line lengths up to 115 cpl, which effectively are single columns, do not affect overall 

comprehension, which, in turn is of importance to developing the interface for this study. 

Therefore, the conclusion drawn based on evidence from the results taken from these studies 

including Dyson & Kipping’s (1997) and Baker’s (2005) is that because reading rate appears to 

be faster for longer line lengths (which are effectively single columns), and comprehension is not 

affected by either single, two, or three-column formats, a single column format is recommended 

to be used in this study as there is no speed accuracy trade-off in this case.  

 

2.15.7 Text/Background  

The colour combination of written text and its accompanying background has been the 

focus of studies going back to the early 90s with regards to printed texts. One often quoted and 

well-known study that involved text/background colour combinations in print is that of Tinker & 

Paterson (1931). They compared ten different text/background colour combinations in their study 

in order to investigate the most legible colour combination for printed text. They found that black 

text on a white background was the most legible colour combination. One study that involved the 

legibility of text/background colour combinations that preceded Tinker & Paterson’s (1931) was 
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that of Du Livre (1912). From this study, the Le Courier legibility table was devised and is often 

used as a reference point for printed documents. The Le Courier legibility table differed however 

from Tinker & Paterson’s (1931) results, as black text on a yellow background was found to be 

most legible. Black text on a white background was considered to be the fourth most legible 

text/background colour combination.  

What the findings in both studies do seem to have in common is that higher contrast 

yields superior legibility. Whether these findings are directly transferable to on-screen text is to 

be examined first due to the process of perceiving colour being different in the two presentation 

modes. In print, for example, creating new colours from the three primary colours (i.e. red, 

yellow, and blue) happens by adding one colour to another, which is known to be an additive 

process. On the contrary, colours presented on screen are created by mixing different colours of 

light, and is known to be a subtractive process. The difference is, therefore, that when you mix, 

for example, red, green, and blue in the additive process for printed colours it results in a colour 

that is nearly black whereas the same colour combination on screen would create the colour 

white in the subtractive process (Schaeffer & Bateman, 1996).  

Because the two processes are different, it is plausible to assume that this could possibly 

affect the reader differently. For example, light waves perceived by the human eye are 

themselves not coloured. It is rather the appropriate receptors within the eye that eventually 

assign different colours to them (Galitz, 2007). This means that because the ways light waves are 

transmitted is different between screen and print (i.e. light waves from print are reflected light 

whereas the computer screen is illuminated light) it could influence the reader’s perception of 

them and, therefore, his experience, especially when it comes to colour and contrast sensitivity as 

they could be directly affected by any alterations within these light waves (Kuehni, 2005, in his 
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book on colors, provides a comprehensive discussion on the essence of colour and how the 

human eye perceives it). 

Studies conducted in the field of interface design (e.g. Brown; 1989; Faiola, 1989; Rivlin 

et al., 1990), typography (e.g. Keyes 1993), and reading on screen (e.g. Legge et al., 1990) in the 

late 80s and early 90s that discussed text/background colour/contrast on screen appear to be in 

agreement with Du Livre (1912) and Tinker & Paterson (1931) on printed text as they suggested 

a maximum contrast for optimal results in their respective studies. Later studies such as 

Chisholm et al.’s (1999) likewise propose a maximum contrast between text and background. 

Fulcher (2003) even referred to a maximum contrast between colours as a ‘basic rule in colour 

design’ (p. 393) for a user interface. Ling & van Schaik (2002) further added that a maximum 

contrast between text and background has a facilitating effect when performing search activities 

on screen.  

However, care is to be taken with the sharpness of the contrast between text and 

background, as Galitz (2007) cautions that a harsh contrast between the two should be avoided 

when using today’s high-resolution monitors. He therefore advised to use black text on a 

background colour of low intensity such as off-white or light gray instead of white to limit 

eyestrain and (therefore) possible fatigue on the user. This harsh contrast could very well have 

been the possible underlying cause for eye fatigue found in many of the more recent 

comparability studies between CBT and PBT where students had to read from screen for longer 

time periods. With this in mind, the following text/background colour settings are suggested for 

the interface used in this study in order to conclude this section. 
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                                       Table 9. Suggested Text/Background Colour Settings 

 

  

 

 

2.16 Review User Interface: Presentation (graphical factors) 

2.16.1 Screen Size and Resolution 

Ziefle (1998) looked at the effect of screen resolution on visual information processing in 

a two-experiment study. In the first experiment, she examined the effect of two Cathode Ray 

Tube (CRT) screen resolution conditions of 832x600 pixels (60 dpi), and 1,664x1,200 pixels 

(120 dpi), and a paper condition of 255 dpi on accuracy and proofreading speed. A 19” monitor 

was used to display black text on a white background. Results showed that participants on the 

paper condition outperformed the two CRT conditions. However, no performance difference was 

found between the two CRT conditions. In the second experiment, Ziefle (1998) compared the 

effect of a low-resolution condition of 720x540 pixels (62 dpi) and a high-resolution condition of 

1024x768 (89 dpi) on reading performance by measuring eye movements of participants when 

completing a continuous search task. Fatigue was another variable addressed in this study. 

Results showed that reaction time and eye fixations increased significantly in the low-resolution 

condition, which resulted in a decrease in searching speed. Furthermore, an increase in errors 

was found after well over half an hour into the experiment. Based on these findings, Ziefle 

(1998) concluded that a high-resolution of at least 90dpi was to be recommended to achieve 

optimal visual performance on screen. 

Text Colour Background Colour 

- Black 

               

- Low Intensity Colours  

(e.g. off-white, light gray, 

lemon yellow etc.) 
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In a more recent study, Bridgeman et al. (2001) evaluated the possible effects of screen 

size and screen resolution on a verbal and a mathematics test in three different screen size 

conditions. The resolution specifications were 640 x 480 for both a 17-inch and a 15-inch screen 

and 1024 x 768 for the second 17-inch screen. They further examined the possible effect of 

presentation delay where they introduced a five second interruption between questions in order 

to imitate slow Internet connection. Despite the differences in resolution, the mathematics scores 

did not show any significant differences. The verbal tests, however, produced higher scores on 

the higher resolution, which Bridgeman et al. calculated to be around a quarter of a standard 

deviation. This appears to support the theory of Baudisch et al. (2003) who mentioned that larger 

screens and higher resolutions account for deeper immersion resulting in experience 

enhancement on part of the reader, which, in turn, could potentially affect test results positively. 

The aforementioned studies seem to contradict Muter & Maurutto’s (1991) prognosis (cited in 

Muter, 1996), as they predicted that a modern computer system with a high-resolution screen, 

which presents the text in a positive polarity, could in terms of efficiency be equal to reading 

from paper. However, the two studies reviewed were conducted more than a decade ago and with 

the rapidly increasing changes in display technology within the past ten years, these conclusions 

could prove to be different today. However, no recent research to the researcher’s knowledge has 

investigated this variable using current screen technology. Therefore, a conclusion is drawn 

based on the studies reviewed in this section of which the recommended screen size and screen 

resolution settings are mentioned below to conclude this section. 
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                                              Table 10. Suggested Screen Size and Resolution 

 

                                      

 

       

2.16.2 Icon & Button Design  

Although several works on interface design addressed the use of icons and have made 

suggestions for the optimal settings for their design, in this study’s interface design, no use is 

made of icons but rather (command) buttons are integrated to facilitate item review and 

question/item navigation. Therefore, only studies addressing these are reviewed in the following 

section and used as a guideline to integrating buttons in this study’s interface. 

Galitz (2007) mentioned three main types of buttons that comprise the interface, namely; 

toolbar buttons, symbol buttons, and command buttons. Toolbar buttons are generally squarely or 

rectangular shaped and contain an icon or graphic. Symbol buttons are shaped like the toolbar 

buttons and contain a symbol instead of a graphic or icon. Command buttons, also known as 

pushbuttons, are generally rectangular shaped and contain text that indicates the action that is to 

be taken when clicking on it (e.g. OK, next, previous, cancel, etc.). Command buttons are the 

type of buttons relevant to this study and will therefore be discussed in more detail below.  

Fulcher (2003) argued that using buttons (i.e. navigation buttons) should be limited to an 

absolute minimum and if used, their location should be in the test-takers view range. This range 

would be either directly above the text/ items or directly below them. The reason for this is that 

the flow of a reader generally starts at the top and ends at the bottom of a page (Galitz, 2007). 

Lee & Boling (1999) agree and further add that care should be taken with possible inclusion of 

colours and/or graphics, as they could become a source of distraction and therefore construct 

Screen Size Resolution 

        17”  > 90 dpi 
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irrelevance (Fulcher, 2003). Furthermore, anticipating cultural background is essential to design 

features of an interface such as icons and command buttons (e.g. Onibere et al., 2001).  

Before this, other studies by Russo & Boor (1993) and Fernandes (1995) had already 

conceptualized that these aspects could be open to differential interpretation depending on the 

culture of the user population among other interface related aspects such as text & number 

format and textual representation. Other user interface researchers that were involved with the 

usability aspect in globalizing interface software acknowledged the difficulty of applying one 

specific interface format to different user populations due to cultural diversity (Nielsen, 1990; del 

Galdo, 1990; del Galdo and Nielsen, 1996).  

Based on these indications, Evers (1997) suggested that in future research cultural 

background and user interface interaction should be investigated and specified in the studies’ 

results. However, this does not mean that there cannot be a uniform set of general guidelines in 

terms of computer interface layout, as the rule of thumb in HCI (i.e. human computer interaction) 

encourages uniformity in interface design as the guiding standard. Manovich (2001) mentioned 

that ‘One of the main principles of modern HCI is the consistency principle. It dictates that 

menus, icons, dialogue boxes and other interface elements should be the same in different 

applications’ (pp. 96). He further mentioned the following about how this applies to the language 

used within them, ‘Most of them contain the same set of interface elements with standard 

semantics, such as "home," "forward" and "backward" icons (pp. 96)’, with slight variations 

from one application to another (e.g. Microsoft, Apple, IBM interfaces).  

We can infer from the previous discussion that although the semantics within the 

command buttons appear to be standardized to a certain extent in general, the actual language/ 

symbols used on them should be culturally appropriate to the user population by whom it is to be 
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used as suggested earlier.  In addition to the language/symbols on the command buttons 

recommended to be culturally appropriate, it should also be at the right readability/word 

difficulty level, particularly in this study, as the participants’ English proficiency is of lower-

level, which could pose a potential problem to the test-takers interpreting the text on the 

command buttons used in this study’s reading test. Manovich’s (2001) example of forward and 

backward referring to navigating between applications (i.e. test items in this study) could 

possibly pose a problem for the test-takers in this study and may have to be simplified in order 

for them to instinctively interpret the commands correctly to prevent construct irrelevant 

variance from occurring.  The pilot/usability study is expected to tackle these possible problems 

when integrating the buttons used in this study’s interface design. The implications this has for 

the interface used in this study is that the number of icons/command buttons should be 

minimized by only including the ones that are necessary, which, in this case, will most likely be 

two command buttons where students are instructed textually to navigate from one question to 

another accompanied by two symbols representing arrows for visualization purposes. The third 

command button included in the interface used in this study enables students to confirm their 

answers, which is the OK button. By minimizing the number of icons/command buttons it is 

expected to prevent distracting the test-takers from their main task, which is correctly answering 

the test items in the reading test. 

 

2.17 Review User Interface: Interaction 

2.17.1 Scrolling 

CBT’s generally present in two ways; either test-takers page through the reading passage 

(that is, when the text is of such length that it does not fit on one page) by clicking on a button, or 
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test-takers scroll through a text passage by using a scroll bar (e.g. Piolat et al., 1997; Clough, 

2008). Using this scroll bar when reading through a passage is argued to potentially affect 

reading performance as it could disrupt spatial layout and it could increase the load on working 

memory (O’Hara & Sellen, 1997; Piolat et al., 1997). Choi et al. (2003) posited that scrolling 

through a reading passage could have a negative effect on score outcomes and therefore needed 

further investigation. However, they were reasonably confident that issues related to scrolling 

(among others) would more than likely be solved in time due to advancement in technology: 

‘With computer and internet technology growing at an exponential rate, however, these problems 

may be solved easily’ (p.300). However, they did not provide indications or suggestions on how 

this could possibly manifest in relation to the design of the computer interface.  

Studies that investigated the influence of scrolling on reading performance have yielded 

inconclusive results. For example, Dyson & Kipping (1998), who compared scrolling and page 

turning on a CBT test in their study, found that reading comprehension was not affected by 

scrolling. What they did notice was that the paged documents were read faster than the ones that 

required scrolling in their experiment. Baker (2003) compared page turning and scrolling in his 

research and found no comprehension differences between the two. However, he did mention 

that the paged documents were read significantly slower than the scrolled documents, which 

contradicts earlier findings by Dyson & Kipping (1998). Choi & Tinkler (2002) concluded that 

scrolling was likely to have had a negative impact on item difficulty on their group of 3
rd

 graders. 

However, no further research was carried out in order to verify whether scrolling in reality 

negatively impacts performance. Research conducted by Higgins et al. (2005) three years later 

compared the differences in score outcomes between a scrolling group, page turning group, and 

paper-based group taking a reading comprehension test. They did not find any significant 
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differences in reading comprehension between the three groups, either at the p<. 05 level or at 

the p<. 01 level. Similarly, more recent research conducted by Pommerich (2007) did not find 

any significant differences either between the scrolling group and page turning group examined 

in her study. 

Unfortunately, none of the previously mentioned studies pinpointed the way in which 

scrolling could have affected their participants negatively. However, some theories based on 

reading behaviour could provide further insights into this. For example, one of the possible 

causes for scrolling negatively influencing test performance could lie in its effect on spatial 

memory (i.e. the ability to retrieve keywords/phrases/information in a reading text based on the 

location within it). This is based on earlier studies such as that of Lovelace and Southall (1983) 

that implied that readers visually establish the location of an item within a text and retrieve this 

then by memory when needed. Scrolling is then thought to affect this behavior, as it is believed 

by some theorists to weaken the relationship between the item itself and its location in the text 

(e.g. Dillon, 1994). This theory could possibly explain the reason for the 3
rd

 graders’ poorer 

performance on computer in Choi & Tinkler’s (2002) study, particularly because the items that 

were found to be more difficult for them required interrelating of keywords in the question stem 

with keywords within the text, which is facilitated by spatial memory. The proposed weakened 

relationship between the (question) items and the location of the accompanying keywords caused 

by scrolling might have affected this negatively. However, to the researcher’s knowledge, this 

has not been further investigated in other studies in support of the application of this theory to 

scrolling.  

This study is expected to shed more light on this by recording the strategies used by test-

takers in both testing modes through the think-aloud methodology, which might reveal a 
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difference in types of strategies used between the two modes due to this possible cause. 

Nevertheless, the general preliminary assumption with regards to the interface design 

development based on the previous reviews would be that, if scrolling cannot be avoided, for 

example, due to the text’s length, the scrolling range should be minimized as much as possible as 

long as it does not cause the settings of the earlier discussed graphical and typographical factors 

of the interface such as line length, font size, interlinear spacing having to be compromised to the 

extent that it crosses their own specification boundaries. 

  

2.17.2 Item Review 

The ability to go back to review completed items or to skip forward to answer questions 

that you feel more comfortable with first has been an integral part of paper-based testing. The 

test-taker only needs to simply turn over to the next or previous page in order to achieve this. By 

doing so, it provides the opportunity to correct a mistake made earlier on in the test, as Dix 

(2005) mentions: ‘It gives us official permission to reverse up the one-way street after we have 

taken the wrong turn’ (p.40).  

This permission or freedom to review items does not always necessarily transfer to 

testing on a computer. For example, computer-based tests such as the CAT do not allow for item 

review. Wainer (1993) mentioned that one of the possible reasons for not allowing test-takers to 

return to previous questions could be that experienced computer users could find ways to cheat 

the system, which would give them an unfair advantage. He neither specified, however, how this 

cheating of the system could materialize, nor did he provide any suggestions on how this could 

be prevented. However, this example is an exception related to the CAT testing method. Many 

studies that addressed this issue by allowing test-takers to go back to previous questions in order 
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to review and/or change previously given answers did not find any significant effects on 

performance between PBT and CBT (e.g. Lunz & Bergstrom, 1994; Zandvliet & Farragher, 

1997; Mason et. al, 2001; Poggio et al., 2005). In addition, in line with Dix’s (2005) argument, 

logic would assume that when the default reading test on paper (i.e. PBT) allows the freedom for 

item review, the same freedom should apply to a reading test taken on computer until proven that 

it would impede comparability. A similar consideration is found in the APA’s (1986) item 

administration procedures guidelines as they mention ‘test takers should be able to verify the 

answer they have selected and should normally be given the opportunity to change it if they 

wish’ (p.17).  

The discussion section of this study confirms this, as a significant number of students 

found the correct answer to a previously (wrongly) answered item later on in the test, which, 

consequently, could have had negatively affected the statistical results obtained from the CBT 

had they not been able to go back to change that previously answered item. Therefore, based on 

the previously discussed arguments, item review was made possible for the test-takers on the 

reading test used in this study. 

 

2.17.3 Item Presentation 

There are few studies that specifically looked at item presentation on CBT’s and the 

majority of them were carried out around two decades ago. The main focus of these studies was 

to investigate the effect of items being presented individually on screen or items being presented 

grouped (e.g. Hofer & Green, 1985; Lee, 1986; Greaud & Green, 1986; Dimock & Cormier, 

1991).  

The findings in these studies produced mainly inconclusive results. For example, Hofer & Green 
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(1985) indicated in their study that when items were grouped together on the same page it might 

lead to rushed responses by the test-takers, which could affect performance. A year later Greaud 

& Green (1986) who administered a clerical skills test to the participants in their study concluded 

that grouping test items as opposed to presenting them individually had a facilitative effect, 

which was also the case for Lee (1986) who administered an arithmetic reasoning test where 

items were grouped on the CBT versus individually presented items on the PBT. However, as 

computer experience was the main independent variable in Lee’s study and was thought to have 

had a significant effect on task performance, it weakened the initial argument for the grouping of 

items, as it should have been investigated in isolation in order to draw firmer conclusions from it. 

Furthermore, in both studies the type of item presentation was not counter balanced, i.e. grouped 

items on PBT were compared to individually presented items on CBT or (not and) vice versa. It 

would have been more useful when both had been compared within the same study, for example 

25 % CBT grouped, 25% PBT individually, 25% PBT grouped, and 25% CBT individually in 

order to obtain more reliable results. A later study by Dimock & Cormier (1991), which likewise 

involved a verbal reasoning test, suggested that individually presented items had a negative 

effect on performance on computer compared to items presented as a group on the PBT format. 

However, this study showed the same weakness as the two previously discussed works for 

similar reasons. In addition, Dimock & Cormier (1991) attempted to ‘simulate’ the CBT mode 

by using index cards, which further takes away from the reliability of the results in addition to 

signifying the datedness of the devices used compared to current practice.  

Theoretically, one argument in favour of grouping items could be when a reading text has 

subsequent items that build on each other, as knowing what is required from the item that 

follows could help in determining the search focus. However, in this study this would not apply, 
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as the items included were stand-alone items and not related to each other in any way. For these 

reasons, the choice could be made to either group the items or display them one at a time 

individually depending on the consequences it may have on the other elements of the interface. 

The interface design section with its reviewed elements following the interface design evaluation 

model proposed in section 2.8.3 is summarized in section 2.8.6 on the following page and the 

model that displays the recommended optimal  settings for this study’s interface according to the 

reviewed literature is presented on page 94 followed by a summary to conclude this chapter. 
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2.18 Reviewed Elements and Recommended Settings User Interface  

 

                        Figure 8. Worked out Interface Design Evaluation Model of Reviewed Elements  
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                        Figure 9. Overview Recommended Settings based on reviewed Literature through Interface Design Evaluation Model 
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Figure 8 on page 95 summarizes the reviewed element categories of the computer 

interface each with its included elements which led to the optimal settings for each of these 

reviewed elements to be integrated into the computer interface in this study’s CBT displayed on 

page 96 (i.e. figure 9). 

As for the category typographical elements, the ideal font characteristics were suggested 

to be 12-14 for serif fonts and 12 for sans-serif fonts. Interline spacing was found to be optimal 

at single spacing. White space was best using margins ideally held at 0.5/1 inch using single 

columns. The ideal line length was found to be between 55cpl- 115cpl and the total number of 

lines per screen was as much as the screen size would allow for, i.e. fit the screen. Black text on 

a background color of low intensity was found to be the ideal text/background color 

combination. 

With regards to the category graphical elements, the use of buttons was suggested to be 

kept to an absolute minimum and, when used, should be held within view range of the test-taker. 

The ideal screen size/resolution was to be held at a 17” screen with a screen resolution greater 

than 90DPI. 

As for the navigation and manipulation category, scrolling should be kept to an absolute 

minimum, item review should be possible/ allowed for, and items were suggested to be presented 

individually (i.e. one at a time). 

 

2.19 Summary of the Chapter 

This chapter reviewed relevant key areas to the theme of this study, which is the 

comparability of a reading test’s PBT and CBT form, the CBT (its interface) being the 

independent variable that could affect processes and performance. This literature review began
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by introducing the contemporary view of the reading concept where different types of reading 

are employed according to their underlying purpose. The main source of reference adhered to 

was Urquhart & Weir’s (1998) model, which had been developed from a thorough review of 

established reading research in the field. It then further elaborated on these reading types by 

showing how these reading types interrelate with the cognitive processes involved when engaged 

in a reading activity through the comprehensive cognitive reading model devised by Khalifa & 

Weir (2009). After that, the transition was made from the reading process itself to the use of test-

taking strategies introduced by distinguishing between the two. A brief overview was given on 

strategies involved in a reading testing context depicted by a two-stage model devised based on 

the assumed reading types, process-levels, and strategies. This was done to provide insights into 

the processes the test-takers in this study were likely to employ when taking an L2 reading test 

and to function as a rough guide for establishing this. Comparing these processes between their 

PBT and CBT form was expected to provide evidence towards the equivalence of both testing 

forms (i.e. PBT and CBT) and answer RQ2.  

After that, the validity concept was introduced and the contemporary unified 

interpretation of validity exemplified through Weir’s (2005) socio cognitive validity framework 

for language testing was reviewed, as this study worked within this framework and aimed to 

provide evidence for the cognitive validity of this study’s test as described in this framework. 

Following this, a concise overview was given about the assessment method chosen for the 

reading test used in this study (i.e. SAQ’s). A review was presented weighing out the pros and 

cons, and following justified the decision for using them for this study’s purpose.  

The final section of this chapter reviewed the literature that involved human computer 

associated issues related to the various components present on screen that could influence test-
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taker behavior (i.e. interface design characteristics). An interface design evaluation model was 

proposed to be implemented evaluating the different elements of the computer interface and 

concluded with a detailed worked out model that presented the optimal settings for the factors 

related to the interface design that could possibly affect test-taker behavior and performance. By 

implementing this worked out model into the computer interface used for this study’s reading 

test, it was expected to minimize construct irrelevant variance from occurring. The next chapter 

sets out the methodology chosen and instruments used to collect required data in order to 

investigate the formulated research questions.  

Providing qualitative insights into employed local expeditious reading types by this 

study’s test-takers is expected to address the existing gap in the current literature (see Urquhart 

& Weir, 1998) as this has not been provided in the reading and language testing literature as of 

yet. Furthermore, the lower-level cognitive processes and the connection to expeditious reading 

operations to locate relevant information have likewise been underexplored. Providing these 

insights is of significant importance to the field of language testing for both educators and 

language test developers alike as for both of the aforementioned, this could aid in the 

construction/development test items based on this study’s results. 
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Chapter 3: Research Methodology  

3.1 Introduction  

This chapter discusses the research methodology employed in this study. It begins with 

restating the research questions followed by the rationale for the overall research design leading 

up to the overall framework set out to address the research questions. After that, the data 

collection model that was devised to address the research questions as comprehensively as 

possible is presented and explained. Following this, an interface design framework is introduced 

illustrating suggested stages in the process of developing an interface for a language test and how 

this study integrated this into its interface development for the L2 reading test used. Then, the 

pilot study is described utilizing the main instruments, and feedback is generated following 

which implications for the main study are given. Finally, an overview of the main study is given 

and comprehensively discusses its data collection procedures, instrumentation, validity checks 

carried out on the study’s test, and the final version of the interface that materialized from the 

previous piloting/usability testing stage. Screen shots of the interface design are shown at each 

stage of the development process in order to give an as detailed account as possible of the layout 

and amendments made at the different stages in the process of moving towards the final product, 

i.e. the main study’s interface. 
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3.2 Research Questions and Hypotheses 

Below are the (restated) RQ’s and hypotheses that guided this study’s investigation: 

RQ1. What is the effect of administration mode on test-takers’ performance when taking a 

lower-level L2 reading test? 

H0: There is no effect of administration mode on test-takers’ performance when taking a lower-

level L2 reading test. 

RQ2. What is the effect of administration mode on test-takers’ cognitive processes when 

completing a lower-level L2 reading test?  

H0: There is no effect of administration mode on test-takers’ cognitive processes when 

completing a lower-level L2 reading test. 

 

3.3 Research Design Rationale 

The rationale of this study involves the ascription to a research (approach) philosophy, 

which in essence is a perception of how data about a phenomenon should ideally be used/treated. 

Epistemology, which includes the various research approach philosophies, refers to what is 

proven or established to be true (Carson et al., 2001), which is different from doxology, as this is 

the assumption or belief of something being true without having established it. Science in 

general is then concerned with establishing/proving (or disproving) what is believed to be true 

(i.e. from doxology into epistemology). Two main philosophies that are concerned with this in 

the realm of science are the positivist view (i.e. scientific), which views reality as being 

observable and describable from an objective standpoint (e.g. Levin, 1988; Lin, 1998), and the 

interpretivist view, which posits that a full understanding of reality is achieved through 
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subjectively interpreting phenomena instead of objectively and is also known as anti-positivist 

(Galliers, 1991).  

Positivism emphasizes on the isolation of phenomena and their repeatability, which 

includes manipulation of reality by, for example, altering the independent variable in order to 

identify relationships, regularities, cause and effect, etc. Conclusions are drawn and/or 

predictions are then made based on the observed realities. An essential element in interpretivism 

is the investigation of phenomena in their natural environment, which, however, concedes the 

influence of the researcher on that environment. Each interpretation of the reality in 

interpretivism is considered a potential contribution to the new knowledge sought after (e.g. 

Hudson and Ozanne, 1988).  

Both aforementioned views would suggest that the positivist view relates more to the 

quantitative aspect of seeking knowledge whereas the interpretivist view would likely relate 

more to the qualitative aspect of it. However, as Lin (1998) argues, it is possible for qualitative 

work to be positivist in essence too. One of the examples she gave was when practices were 

expected to lead to a certain set of outcomes, as with identifying strategic patterns across 

different venues (i.e. data collection instances) with different participants (or the same, 

depending on the research problem). An example of qualitative work from an interpretivist 

perspective is gaining the understanding of abstract concepts such as ‘poverty or race’ (Lin, 

1988, p.162) through eliciting various explanations for them whether they are conscious or 

subconscious in nature.   

This research falls within the overall view of positivism as it seeks to obtain observable 

and measurable knowledge from an objective standpoint (i.e. RQ1) and further aims to describe  

(observable) cognitive processes/strategies (RQ2) leading up to identifiable sets of outcomes on 
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both occasions. The section that follows discusses the methodology chosen in order to address 

the research questions as optimal as possible.  

 

3.4 Frameworks and Design 

This study consists of a qualitative as well as a quantitative element reflected in the main 

research objective, which is to investigate the effect of interface design on test-takers’ 

performance (quantitative: RQ1) and its effect on test-takers’ cognitive processes (qualitative: 

RQ2). In order to execute this, a mixed method approach in collecting and analyzing data was 

employed in order to address the research problem as adequately as possible.  

DÖrnyei (2007) stresses the importance of good research design and the potentially rich 

data it can generate in order to understand ‘even subtle meanings in the phenomenon under 

focus’ (p.127). A mixed method approach is often used when a research problem is to be viewed 

from different angles in order to understand it optimally. Johnson et al. (2007) define mixed 

method research as ‘an approach to knowledge (theory and practice) that attempts to consider 

multiple viewpoints, perspectives, positions, and standpoints (always including the standpoints 

of qualitative and quantitative research)’ (p.113). More specifically, DÖrnyei (2007) describes a 

mixed method study in the following way: ‘A mixed method study involves the collection or 

analysis of both quantitative and qualitative data in a single study with some attempts to integrate 

the two approaches at one or more stages of the research process’ (p.163). 

As mixed method research allows for collection of both qualitative and quantitative data 

as indicated, it is evident that this is reflected subsequently in the inferences made, which could 

then be of both qualitative and quantitative nature. The weight the qualitative and quantitative 

aspects of the mixed method approach have in a study varies according to the objectives of that 
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particular study (e.g. Creswell, 2003; Creswell & Clarke, 2007; Dörnyei, 2007; Johnson et al. 

2007). A general framework was set out where these foundational principles of mixed method 

research were incorporated and adapted accordingly to address the research problem in this 

study, which is expanded on later in this chapter illustrating the data collection methods utilized 

to achieve these research objectives. The overall framework for this study’s research design is 

outlined in figure 10 below. 

 

 

 

 

 

 

                                                               Figure 10. Research design. 

As shown in figure 10 above, an experiment was chosen as this study’s main research 

strategy, of which two of the main characteristics as mentioned by Denscombe (2000) are:  
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investigate how subjects respond when the mode of testing is altered). 

2. Identification of causal factors. Introduction or exclusion of factors to or from a certain 

situation (e.g. context) is identified as a possible influent on outcomes (i.e. the CBT included in 

this study as its independent variable). 
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testing, it is inevitable to change (manipulate) the context, as the requirement for having two 

different modes is the main constituent of the experiment (i.e. a CBT mode in addition to the 

PBT mode). Furthermore, because an experiment allows for data collection to be of quantitative 

origin as well as qualitative (Denscombe, 2000; Creswell, 2003, Creswell & Clarke, 2007) it 

enables the mixed method approach mentioned by Johnson et al. (2007) and Dörnyei (2007) to 

be used for generating data in this study. Consequently, a model was developed within the mixed 

method approach to address the stages, types of analyses chosen, and instrumentation used at 

each stage investigating this study’s research questions. The model is presented in figure 10 

below and is subsequently discussed.  
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As indicated in the top box in figure 11, establishing test-takers’ computer familiarity was 

an essential first step to this study’s main objective i.e., examining the effect of interface design 

on test-takers’ performance and cognitive processes because students not being comfortable with 

using computers could have caused construct irrelevant variance from occurring through 

problems on the operational side (i.e. working/interacting with the computer itself). The box at 

the top signifies that, before the test event, sufficient computer familiarity was established for all 

participants. A computer familiarity questionnaire (henceforth, CFQ) previously validated and 

administered on a large scale in several studies (e.g. Eignor et al., 1998; Kirsch et al., 1998; Weir 

et al., 2007) was used to elicit information about the students’ computer familiarity (see 

Appendix B and C for both a copy of the English version and Arabic version of the CFQ used). 

Each participant was given a factor code based on the mean of the total response scores 

embodying his familiarity ranging from 0-5. The higher the factor, the more familiar the test-

taker was with computers. Three theoretical categories of familiarity established through Eignor 

et al.’s (1998) validated computer familiarity measure were referred to for deciding which test-

takers would be included in the main study. These were low (CFQ-score from 0-2), moderate 

(CFQ-score from 2-3), and high (CFQ-score from 3-5). Any test-taker in the low familiarity 

range (i.e. a CFQ-score below 2) would not be included in the main study (section 3.8.3 

discusses the selection, and process of validating the CFQ). The test event (i.e. the process of 

taking the test) was examined through recordings of test-takers’ think-aloud reporting (or TA-

reporting) whilst taking the test on the two testing occasions, one recording for each test-taker in 

each mode (i.e. PBT and CBT). The interface design box portrayed to the right of the mid-box 

reflects this study’s independent variable as a possible influent on these processes in CBT. The 

verbalizations in both modes were then segmented and coded to enable frequency comparisons 
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between the CBT and PBT-mode, which would enable identification of any significant 

differences in test-takers’ processes between the two modes, as shown in the bottom right box. 

Furthermore, post-test interviews were conducted as a supplementary instrument to attempt to 

help further interpret this data to illustrate any possible underlying reasons for observed 

cognitive processes differences between the CBT and PBT-modes that the recordings might have 

failed to identify, if found. Dörnyei (2007) refers to this type of mixed method approach as an 

experiment with parallel interviews. The score results were compared to see whether the newly 

introduced testing mode (i.e. CBT) significantly affected test-taker performance, as shown in the 

bottom left box supported by a post-test questionnaire (henceforth, PTQ) gauging overall 

experience with the CBT in comparison with PBT for illustration purposes. By employing this 

approach to investigate process and product, it was expected to gain a more in-depth 

understanding of the research problem under focus.  

 

3.4 Interface Design 

As mentioned in the introductory chapter, several researchers indicated that a poorly 

designed computer interface could be a serious threat to the construct validity of a language test 

(Choi et al., 2003; Pommerich, 2004; Higgins et al., 2005; Paek, 2005). By the same token, none 

have (yet) developed a framework or model that addresses these design problems or given a set 

of general guidelines to which one could adhere in order to develop a computer interface for 

language tests. 

Fulcher (2003), however, has made a significant contribution towards understanding the 

process of developing a computer interface in a language-testing context. He devised a 

framework for designing a computer interface for language tests, which he said to have adapted 
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mainly from the available literature on interface design in the software industry. The stages of 

interface design that he set out provided a useful framework of reference when developing the 

interface for this study. Fulcher’s (ibid) design process consisted of the following three main 

phases: 

1. The planning and initial design phase. 

2. The usability testing /or rapid reiteration phase 

3. The field-testing & fine tuning phase.  

As researching the effect of interface design on test takers is the overall objective in this 

study, an interface was developed based on a synthesis of related research on what has been 

established in the literature as good interface design from different areas of study (e.g. Dillon, 

1992; Muter, 1996; Fulcher, 2003; Leeson, 2006). This was done to minimize the possible effect 

of the interface design itself on the test taker in terms of human computer interaction, which 

could affect the constructs measured. Fulcher’s (2003) work was particularly useful to this study 

in terms of the reiterative process of developing the interface, which was therefore incorporated 

into this research and adapted to serve its objectives. A summary of the three phases set out by 

Fulcher (2003) is outlined in figure 12 below and subsequently discussed.  
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                  Figure 12. Essential components of a CBT interface design process (Fulcher, 2003). 

As illustrated in figure 12, phase one in Fulcher’s (2003) process is two-fold; the 

planning stage and the initial design stage, which together consist of seven different elements 

summarized below. 

The first stage of phase one is the planning stage (top left box), which is the stage where 

the design team is assembled, test-takers are identified, the test’s purpose is determined (high-

stakes or low-stakes, placement test, final exam etc.) and the test’s constructs are described 

(comprehension, achievement, etc.).  Fulcher (2003) did not describe these initial processes in 

his work as his main concern was with the development of the interface only. Likewise, these 

processes are not discussed here but are separately addressed in the main study section later on in 

this chapter, as they are not part of the operational part of the designing of the interface itself. 

This leaves designing the interface prototype as the main process to be discussed here in phase 
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one, as it is the only process directly involving interface development. The interface prototype 

can be considered as a preliminary version of the final product and generally only contains a 

small number of examples of possible item types to be used for the final product. The reason for 

this is that it allows for usability testing of the interface in its initial stages using relatively little 

funds in order to ensure interface appropriateness without aid from substantial human/financial 

resources (Fulcher, 2003). Once phase one is completed and the interface prototype has been 

found to be suitable, usability testing is commenced with in phase two where the interface is 

trialed. This process is reiterative where after each trial, feedback on the usability is generated 

and amendments are made accordingly for three consecutive intervals. Then, the interface design 

in its finalized form is subjected to large-scale trials in phase three, as the main issues with the 

interface have been addressed in phase two, which only leaves possible minor amendments to be 

made for fine-tuning in the final phase (if found). 

In order to make use of Fulcher’s guidelines optimally, I attempted to find a way to 

integrate the three phases into this study despite the various limitations of this research in terms 

of time, finances, availability of IT- technicians/ design experts. In order to achieve this, I tried to 

coincide the three phases of the interface design with the phases in this study to have them run 

parallel and therefore limiting possible delays or other problems as much as possible. It was 

inevitable to leave out a number of aspects of the phases, as designing an interface in the way 

described by Fulcher is exceedingly comprehensive as pointed out earlier. The result is shown in 

figure 13 below where the processes involved when designing the computer interface for this 

study and how it is interwoven with Fulcher’s (2003) work are shown in order to serve the 

purposes of this study. 
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             Figure 13. This study’s interface design process adapted from Fulcher (2003). 
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practical insights into problems related to the usability of the computer interface when 

completing the reading test at the piloting stage (Nielsen, 1990b). The design was then further 

adapted accordingly and the test was then administered on a large scale (i.e. main study) in its 

finalized form in phase 3. The pilot study is further discussed in the following section. 

 

3.5 Pilot Study 

3.5.1 Objectives 

Pilot studies are widely used to gain preliminary insights in a variety of branches of 

research. Van Teijlingen & Hundley (2002) distinguished between two types of pilot studies; for 

the first type they cite Polit et al. (2001) who mentioned that ‘It can refer to so-called feasibility 

studies which are "small scale version[s], or trial run[s], done in preparation for the major 

study’(p. 1). 

For the second type of pilot study they cite Baker & Risley (1994) who related that, ‘a 

pilot study can also be the pre-testing or 'trying out' of a particular research instrument’ (p.1). In 

this study a pilot study is carried out complying with interface design phase 2 as suggested by 

Fulcher (2003). A retired institutional test was obtained from the ELC and used for the first pilot 

study, as the main study tests had not been made available at that time. This was not a major 

issue at this stage as the main aim of this pilot study was to initially trial the interface design and 

simultaneously trial the study’s instruments. Its main objectives were as follows: 

 

1. To initially trial the CFQ in the target context aiming to identify any problems with the 

question items in the questionnaire. 

2. To obtain preliminary insights into test-taker behaviour taking the CBT and PBT. 
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3. To pilot the developed interface (Fulcher, 2003) in preparation for the main study and evaluate 

it from a usability aspect as indicated by Nielsen (1990a).  

4. To trial the recording devices. 

 

3.5.2 Participants 

The participants were ten students enrolled in the Preparatory Year Program and were 

similar in educational background, cultural background, and English language level to the 

students who participated in the main study. They were taught the same syllabi throughout their 

education starting from primary school up to university (see section 1.4), were all from the same 

province, and shared the same cultural background. All students had to take the same placement 

test in order to ensure sufficient language proficiency in order to study in the preparatory year 

program. Ten students from the total intake of the student population studying in the Preparatory 

Year Program were sampled conveniently (i.e. from the same class) for the pilot study.  

 

3.5.3 Instruments Pilot Study 

The three main instruments trialed in the first pilot study were the CFQ, the reading test 

(i.e. in PBT and CBT), and the introspective think-aloud protocols. A brief description of each 

instrument and how it was used in the first pilot study is given below. 

Instrument 1: Computer familiarity Questionnaire. 

The CFQ was administered to the students in order to get an understanding of the 

subjects’ level of familiarity with computers. The questionnaire was presented to the students in 

English and caused some problems at the operational side, which is discussed later on. A full 

account on the development of this questionnaire is given in section 3.8.3.1. 
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Instrument 2: Reading Tests. 

The reading tests consisted of 3 short passages; each passage had five accompanying 

questions. The PBT and the computer-based test were administered subsequently without 

interruptions. The reason for this is that the tests for the main study were not available at that 

point, which made the researcher use retired institutional tests. This unexpected change shifted 

the focus from test content and interface design to interface design only.  

Instrument 3: Introspective Think Aloud Protocol. 

In order to measure the cognitive processes of the students when completing the tests, a 

think-aloud protocol was used throughout the test event (further discussed in section 3.8.5 in this 

chapter). The think-aloud reporting in the paper-based test was recorded with an mp3 player with 

voice recording facility. As for the think-aloud reporting in the computer-based test, this was 

recorded through a screen capture software program, which recorded audio and actions 

performed on screen simultaneously. Due to continuous problems encountered with the screen 

capture software, it was not used in the main study. Instead, the students were observed and 

notes were taken in addition to the voice recordings. Another reason for this change was that by 

using observations it created the possibility to gather detailed information on test-takers’ 

behaviour other than what they verbalized in both testing modes as opposed to only the CBT-

mode when using the screen capture software, which contributes to enriching the data collected. 

 

3.5.4 Interface Design Pilot Study  

Hot Potatoes, which is a product of half-baked software (Half-baked, 2004), was chosen 

for further developing the interface for this study’s CBT as it was one of the few programs that 

was well-regarded and free to use at the same time (e.g. Chapelle and Douglas, 2006). 
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Furthermore, the researcher was already familiar with using hot potatoes as he had successfully 

used it in an earlier study for similar purposes with a smaller sample where test-takers were 

likewise assessed on computer and on paper (i.e. Korevaar, 2008). Therefore, the decision was 

made based on the following three preceding premises:  

1. Substantiation from the field: i.e. well regarded by researchers in the field of langue learning 

and assessment (Chapelle and Douglas, 2006). 

2. Previous experience in similar context: i.e. its appropriateness for this study’s purpose proven 

practically through an earlier study, which proved that it contained the core basic features needed 

to develop the computer interface for this particular purpose. 

3. Convenience: i.e. it was free, easy accessible, and easy to use. 

The first small-scale trial functioned as an initial usability test in order to work with the interface 

prototype using a small group before moving to Fulcher’s (2003) field-testing/fine tuning phase 

in the main study after the amendments made based on the feedback received. 

 

                                          Figure 14. Screenshot Computer Interface Pilot Study 
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Figure 14 above is a screenshot of the interface that was developed based on the reviewed 

literature (as discussed in section 2.8). Based on this, initial amendments were made to the basic 

template provided by hot potatoes in order to improve the interface’s usability for this study’s 

purpose. Firstly, the screen contained an index button, which was linked to an empty page when 

clicking on it (i.e. outside the test) and had to be removed, as it cause construct irrelevant 

variance by creating possible anxiety on part of the test-taker.  

Secondly, the word check on the button below the text-box would most likely have 

caused uncertainties among a number of the participants by not being familiar with the word in 

connection to its function. Furthermore, in a reading test (exam) students generally do not have 

the option to check their answers, particularly in high-stakes situations. Therefore, maintaining 

the check option in the reading test could have affected the way students approach the exam (i.e. 

cognitive processes), which in turn, could have had an effect on the validity of the study results. 

To eliminate this possible construct-irrelevant measure, the word check was replaced by the 

abbreviation, OK, which represents a confirmation of their answer given instead of giving the 

participants the idea that they would get something in return (i.e. an indication whether the 

answer was correct). 

Thirdly, the scroll- bar was relocated from where scrolling coverage included the whole 

page to where it only included the passage’s text in order to further minimize the scrolling range 

and to prevent other features of the interface from being scrolled outside of the viewing range of 

the test-taker while taking the test. Colour contrasting combinations were changed too according 

to the recommended settings discussed in section 2.7. Important to note is that the tests for the 

main study were not available at this time. Therefore, a full account of the interface design 
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features linked back to the worked out interface evaluation model on page 95, will be given in 

the interface design section of the main study (section 3.8.1). 

 

3.5.5 Procedure Pilot Study 

Initially, all students were instructed about the complete procedure in their L1. It was 

mentioned to them that they were to do a reading test and that before commencing the test they 

had to complete a questionnaire about their experience with computers. Before commencing with 

the study tests, all students completed the computer familiarity questionnaire. After the test event 

feedback was generated on any possible problems related to the CFQ in terms of interpretation of 

the questions. During the first session, five students began with the computer-based test and five 

started with the paper-based test. Three of the five students who did the computer-based test first 

did this while thinking aloud. One of the five students who started with the paper-based test 

thought aloud while completing the test, which brings the total to four TA- protocols. After all 

students had completed both testing modes (i.e. PB and CB), five students were given a usability 

questionnaire in order to report on any problems they encountered with the interface when doing 

the pilot study’s test (Nielsen, 1990). Table 11 below shows the procedure for the pilot study. 
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                                                                    Table 11. Design Pilot Study 

 

 

 

 

 

 

 

                                                                            

 

As shown in table 11 above, three out of the five students who did the CBT first in 

session one verbalized their thoughts whereas two did not. Of the five students that did the PBT 

first in session one, only one verbalized his thoughts whereas the remaining four did not. The 

second session was the same for both modes, i.e. none verbalized their thoughts when taking the 

test. As indicated, the intention initially was to interview the recorded students after their think-

aloud sessions in order to get an initial sense of the reasoning behind their behaviour whilst 

thinking aloud. However, due to time constraints on the students’ part, it was not possible to do 

so. Nevertheless, this will be covered in the main study when the number of subjects available 

will be greater in addition to the actual tests for the main study being available by then and will 

therefore provide more meaningful data in this regard. What I did try to gauge shortly after their 

second session was whether the students were able to accurately recollect what they had done 

during their first session in order to see whether to interview them after each session in the think-

aloud study or after both sessions were completed by the test-taker. This check proved to have 

been essential as it turned out that it was difficult for students to recollect what exactly they had 
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done during their first session when asked after both sessions had been completed. For this 

reason, in the main study, interviews were done after each think-aloud session in order to 

maximize the potential of the interviews and the validity and reliability of the inferences made 

from the interview data. 

 

3.6 Results Pilot Study 

Due to an unexpected setback on the operational part from the University’s side, the 

reading test that was meant for the main study had not been made available at the time of 

drawing the sample for the pilot study. In anticipation, the researcher (ad-hoc) selected reading 

tests that had been used in previous years and were readily available. No gaps were observed 

between the two sessions, as the main purpose of this pilot study was only to trial the instruments 

and acquire feedback on the usability of the interface. The results from the CFQ and usability 

questionnaires were promising and are further discussed below.  

 

3.6.1 Computer Familiarity Questionnaire Results 

Although the CFQ has been developed, validated, and administered in various contexts to 

large sample populations of various age categories (Eignor et al., 1998; Kirsch et al., 1998, Weir 

et al., 2007; Korevaar, 2008), the main concern was not whether the questionnaire accurately 

measured computer familiarity. Rather, its usability in the target context was of more significant 

importance, which, as further discussed in this section, revealed a number of problems that were 

amended in preparation for the main study. Section 3.8.3.1 further discusses the CFQ’s reliability 

figures based on the main study’s sample (n=102). Piloting the CFQ proved to be essential in 
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preparation for the main study as it highlighted issues that would otherwise have not been found 

before collecting data for the main study.  

The first problem encountered by the majority of the students (9 out of 10) was related to 

Q1, items a,b,c,d and Q4, items a,b,c,d (appendix B/C). Items a-d of Q1 were related to the 

following question:  

…How often is there a computer available to you to use at these places? 

Items a-d of Q4 were related to the following question: 

…How often do you use a computer at these places? 

Item a of Q1 was parallel to item a of Q4, item b of Q1 to item b of Q4, item c of Q1 to item c of 

Q4 and item d of Q1 to item d of Q4. The majority of the participants reported that they 

perceived these two questions to be identical despite the fact that there was a clear distinction 

between the two in the questions. For example, looking at the main difference between the two 

questions above, it is clear that the former mentions availability to whereas the latter clearly 

focuses on usage of. This difference was accordingly made in the translated questionnaire as ك  ل

ر توف تخدم   referred to availability whereas ت س  referred to usage. Apart from their different ت

word classes (i.e. the former is an adjective whereas the latter is a verb) both are evidently two 

different entities, which should theoretically have been detected visually. The feedback received 

from the students revealed that they initially skimmed trough the items related to the question 

quickly and subsequently read the question quickly. When they realized that the answer options 

were identical to what they had seen before in question one (item 1-4), they assumed that the 

question was identical to the formerly mentioned and therefore did not reread the actual question 

thoroughly but started answering the questions immediately.  

Another issue was found with Q3, which was related to the following question: 
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…How would you rate your ability to use a computer compared to your peers? 

The main issue the students had with this question was that the ‘peers’ with whom they were in 

class were only their peers for the English classes. It was therefore difficult for them to compare 

their own computer ability with their peers’, as they generally had not studied together before.  

A further issue was found with item e of Q6 related to the following question: 

…How often do you use each of the following kinds of computer software? 

In one of the related options, the statistical analysis package SPSS was mentioned and 

none of the students knew what SPSS actually was/meant, which resulted in the majority leaving 

this item unanswered. However, what became apparent in the interviews when asked about this 

was that they did have experience with statistical analysis software although not SPSS in 

particular. The amendments made following the issues identified are discussed in section 3.7.1, 

which discusses the implications for the CFQ in the main study derived from this pilot study. 

 

3.6.2 Usability Questionnaire  

A usability questionnaire was devised in order to elicit information on different aspects of 

the user interface. Nielsen (1990) recommended that in order to identify the main problems with 

a user interface, a total of 5 participants should be given a usability questionnaire. Nielsen’s 

(1990) work was used as a foundation for the questions included in this questionnaire and 

adapted to fit its purpose. The selected questions that addressed the relevant usability elements in 

this study are discussed below.  

1. Visibility of system status. 

The following question was used to elicit information about the visibility of system status 

(i.e. whether the students were aware of what was happening on the screen at all times): 
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…Have you ever had the feeling that you did not know what was happening on the screen at a 

certain time during the test? 

2. Match between the system and the real world & Consistency. 

This question aimed to capture the appropriateness of matching between the system and 

the real world (meaning that words, phrases, concepts, language used, etc. are familiar to the test 

takers). Indirectly, it also checked whether the instructions and language used were consistent: 

…Were you familiar with the language used throughout the test by the computer system 

(instructions, buttons, etc.)? 

3. User control and freedom  

In order to address whether the student felt he was in control and could freely move 

through the test, the following question was asked: 

…Have you ever had the feeling that you were stuck in the system’s interface and could not get 

out during the test? 

7. Minimalist design 

To verify whether any (to the examinee) irrelevant information was present within the 

test, the question below was used: 

…Did you find any information that you thought was not really needed or you could do without? 

8. Remaining Questions 

To find out whether any problems were encountered in relation to navigating through the 

test, manipulating the text by scrolling or using buttons to move back and forth through the 

questions, the following general question was asked: 

…If you have had any difficulties during the test, please describe them in detail below: 

And more specifically: 
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…Did you have any difficulties in using the buttons presented on screen during the test? 

In order to address the recognition rather than recall heuristic, the test instructions were 

continuously visible to the examinee placed right above the text and questions right below the 

timer.  

 

3.6.3 Usability Questionnaire Results 

Although the general attitude of the participants towards taking a reading test on 

computer through this particular interface was positive, the results from the Usability 

Questionnaires identified important points regarding human-computer related usability problems 

(two in particular), which would otherwise not have been discovered before commencing with 

the main study sample. This confirmed the importance of usability testing for this particular 

purpose (i.e. in preparation for administering a language test on computer). The results of the 

usability questionnaire are discussed below. 

 

3.6.3.1 Buttons 

Five out of the six participants had questions about the symbols used representing the two 

buttons used to navigate back and forth through the questions (i.e. <=  =>). It appeared that they 

were not completely sure what would happen when clicking on the actual button, as they were 

not familiar with the improvised arrow symbol itself (i.e. = and > together).  After it had been 

mentioned that this symbol was meant to be an actual arrow, they immediately understood its 

function and therefore used the buttons confidently navigating through the questions. Another 

problem that was identified by three out of the six participants pertained the function of the 

button with the word ‘check’ on it right below the answer box. Some students were not familiar 
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with the connotation of the word ‘check’ to the actual option of checking an answer. Others who 

did not have difficulties with this issue were worried that once they had clicked on the ‘check’ 

button they would not have been able to change their answers as feedback to their answer would 

have necessitated completion of item, i.e. no chance to change the given answer later on.  

 

3.6.3.2 Reading Passage Scrolling Feature 

Neither the participants mentioned any problems with the scrolling feature, nor did the 

researcher observe any problems with it during the testing session itself. Therefore, the 

preliminary assumption was made that it did not pose any significant problems on the usability 

aspect. Whether it would affect the cognitive processing in any way is part of the main study and 

will be further discussed there where think-aloud protocols and complementing interviews are 

used to provide a better insight into this. 

 

3.6.3.3 Test Timer 

The timer was initially set to twenty-five minutes for each reading passage with its ten 

accompanying questions. This amount of time to complete each passage turned out to be 

insufficient, as a number of the participants did not manage to complete some of the passage’s 

items within the set time. Nevertheless, in the pilot study they still had the opportunity to answer 

the remaining questions of that particular passage although the timer would show ‘your time is 

over!’ on screen. 
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3.6.3.4 Screen capture software (SCS) 

After I had recorded two short trials (around 1 minute each) without any problems, for 

unknown reasons, the screen capture file of student one’s main recording failed to open after 

having saved it. The voice recorder I used as a backup did record the audio for the whole test, 

which prevented a complete loss of the data. As this was the first time it happened, and I initially 

thought that it could have been a matter of familiarizing oneself with the software, I continued 

using the same software for the screen recording. However, another instance occurred where the 

software again did not record the session (i.e. student four) and gave the same error as mentioned 

earlier without any clear indication on where the problem could possibly originate from. 

Assumable is that it had to do with either software related problems or an incompatibility issue 

between the computer’s operating system and the software. Due to these recurring issues, the 

decision was made not to continue with the SCS and instead observe the participants during their 

TA-sessions in addition to voice recording. 

 

3.6.3.5 Recording Devices 

For the voice recordings I used two devices from Sandisk®; the Sansa e 250, which is an 

Mp4 player with a voice recording feature; the second one was the Sansa c 240, which is an Mp3 

player with a voice recording feature. Both devices worked appropriately for all four participants 

although both Mp3 and Mp4 recordings were not sufficiently clear at times. To avoid this 

happening in the main study and therefore possibly losing valuable data, I purchased high-quality 

digital voice recorders to be used for the main study think-aloud sample. 
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3.7 Implications for the Main Study 

A number of problems were identified with the research instruments and user interface 

design in the second pilot study. The actions taken for the main study according to the problems 

found with both the CFQ and Interface are discussed below. 

 

3.7.1 Computer Familiarity Questionnaire 

As mentioned in the results section, three main problems were identified with some of the 

questions in the CFQ. The first problem related to Q1 items a-d and Q4 items a-d being 

interpreted in exactly the same way while the vocabulary used in both questions clearly 

distinguished between the two. Because the interviews showed that this was more a matter of 

accurately reading the question, the decision was made to inform the students of the difference 

before completing the questionnaire. In addition, the conclusion (after having consulted bilingual 

language professionals) drawn was that the vocabulary used to distinguish between usage and 

availability could not be made much clearer through using different vocabulary.  

Q3, which attempted to elicit information on the students’ perceived ability to using a 

computer compared to their peers was amended by deleting the phrase compared to your peers. 

In this way, the focus was shifted from the peers that the student did not have information about, 

to himself. Q5 item e was amended by changing the abbreviation SPSS into ‘statistics’, as the 

students were familiar with this term, which became apparent during the interviews. 

These findings show that, despite the questionnaire being validated previously in various 

contexts, it is essential to pilot it with a subsample for usability purposes before administering it 

to the main study sample. Had a pilot study not been carried out it would have had a detrimental 
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effect on the accuracy of the CFQ data in the main study as the problems would then not have 

been identified beforehand.   

 

3.7.2 Interface Design 

The improvised arrow symbols caused confusion among a number of the students, as they 

were not familiar with the symbol itself. Therefore, one of the suggestions made by a number of 

students during the interviews was to use words instead of symbols. In order to address this 

difficulty, the symbols were replaced by the words back (<=) and next (=>). The reason for 

choosing back instead of, for example, previous was that the word back was more likely to be 

more appropriate to their proficiency level and, therefore, more likely to be relevant to their real 

world (Nielsen 1990; ).  

The majority of the students completed the test within its time limit (25 min.) and only 

one exceeded the 30-minute boundary (31 minutes). Therefore, the time limit set was changed to 

35 minutes for each passage in order to allow the students in the main study enough time to 

complete the test within reasonable limits.  

 

3.8 Summary 

The pilot study proved to be valuable as it identified a number of issues with the CFQ, 

the interface design, audio & video recording devices, which otherwise would not have been 

detected before commencement with the main study.  

The pilot study implemented a usability study and elicited information from the students 

on how they perceived and understood the computer familiarity questionnaire, which led to a 

number of significant findings such as comprehension difficulties related to the CFQ of Q1 item 
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a-d and Q4 item a-d, Q3, and Q5 item e, which were all amended accordingly aiming to prevent 

further problems from occurring. The interface usability study revealed a number of problems 

with the navigation buttons, more specifically, the language and symbols used for navigation 

purposes. In addition, findings on the total time needed to complete the test resulted in increased 

time given to students to complete the test.  

Instead of using the SCS to record students’ activities on screen, they were unobtrusively 

observed in order to get more detailed information on behaviour in both testing modes instead of 

only the computer-based mode. As this method proved to elicit more valuable data than the SCS 

alone, it was used in the main study in addition to the TA-protocols. Furthermore, higher quality 

digital recorders replaced the recording devices used in the pilot study to ensure maximum 

recording quality for the TA-protocols in the main study. 

 

3.9 Main Study 

3.9.1 Target Population and Participants 

This study’s target population were Saudi male students aged 18-25, studying in a 

Preparatory Year Program (PYP). Not only students from the city where the university is located 

studied there but also from the surrounding villages. Nevertheless, their educational background 

is the same throughout the province as all students went through the same curriculum set out by 

the government from Primary School up until commencing studies at University and were 

evaluated using the same testing system at each level (see 1.4 and 1.5). In order to study in the 

Preparatory Year Program, students had to pass an admission test, which ensured the minimum 

English proficiency level required to study there. Apart from subtle regional differences in terms 

of dialect, Saudi culture is uniform throughout the country where the same overall norms and 
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values are shared. The total number of participants in the main study was 102 and, in addition, 20 

students participated in the think-aloud study, which brings the total to 122 students. However, 

the twenty students who participated in the think-aloud took only one passage of the test in PBT 

and CBT with ten accompanying items and are therefore not included in the performance 

analyses of the 102 students who did complete all three passages in both modes. 

 

3.9.2 Permissions 

As this study was conducted in a university setting and required access to students, 

institutional tests, test venues, and computer labs, a number of permissions were needed in 

advance. Firstly, written permission was requested from the Head of the English Department for 

access to the institutional tests, the students, and classrooms to administer the tests in. After that, 

the request with written permission from the Head of English was taken to the Dean of the 

Preparatory Year Program for evaluation and final approval. A Copy of the request letter signed 

for approval by the Dean of the Preparatory Year Program is included in appendix G. 

 

3.9.3 Informed Consent 

The students were given a general introduction in their L1, explaining what the general 

purpose of the study involved. Subsequently, each participant was given a bilingual informed 

consent form in English and Arabic, adding to what had been explained earlier in accordance 

with the ethical considerations involved in this study. The form explained issues such as the 

purpose of the study, the sponsor (i.e. University of Bedfordshire), and confidentiality guarantees 

among other essential parts (Denscombe, 2001). Furthermore, as interviews and think-aloud 

sessions were part of the data collection including recordings of both, the participants were 



Chapter3: Research Methodology 

 

128 

 

informed about the reason for recording these, how they were going to be used, stored, and that 

they would be destructed after transcription, anticipating ethical requirements (Oliver, 2003). A 

copy of the informed consent form given to the students before data collection is included in 

Appendix H. 

 

3.9.4 Instruments 

3.9.4.1 Study Tests 

The tests chosen for this study were institutional reading achievement tests provided by 

the English language centre of the university. The reason for using achievement tests in this 

study is that other than Al-Amri’s (2008) work, the researcher does not know of any study that 

used an achievement test of English as an L2 in this context; i.e. lower level Saudi Arabian 

preparatory year students. Furthermore, this study used L2 tests of general English whereas Al-

Amri’s (2008) tests were L2 English tests for medical purposes. This is one of the additional 

reasons why this study makes a significant contribution to the field by investigating the effect of 

the interface design on test-takers through this particular type of test in this context. The test used 

in this study contained three reading passages, each passage accompanied by ten open-ended 

question items totaling thirty. In order to assure that the test used in this study was appropriate 

for its purpose, a number of validity and reliability checks were carried out beforehand, which 

are discussed in section 3.7.4.5. Before discussing these, the following section describes the 

test’s level and its underlying reading types elicited in relation to the Common European 

Framework (CEF) and Cambridge ESOL levels for further contextualization purposes. 
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3.9.4.2 Types of Reading and CEF Level  

As indicated in the literature review, this study’s test mainly elicits text processing at the 

local level covering either expeditious reading (i.e. to locate relevant information) or careful 

reading (when found relevant information). Looking at the Cambridge ESOL levels, these 

reading types are mainly found in either KET (A2 CEF), PET (B1 CEF), and to a lesser extent 

FCE (B2 CEF). Table 12 below illustrates how this study’s test compares to the aforementioned 

levels.   

                     Table 12. Reading Types in relation to Cambridge ESOL Levels KET and PET 

 

 

 

 

 

 

 

 

 

 

Table 12 above shows that as for the types of reading tested in comparison with the 

reading section of the ESOL test, this study’s test and test items involve 2 of the 4 reading types 

covered in the B1-level of the Common European Framework of Reference, i.e. expeditious 

reading at the local level and careful reading at the local level as discussed earlier in the literature 
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review. Careful local reading is covered in both A2 and B1 whereas expeditious local reading is 

only covered in B1, which places this study roughly between these two reading levels. 

 

3.9.4.3 Reliability Reading Tests  

As the reading tests for the main study had not been made available at the time of 

sampling for the pilot study, an additional reliability check was done before commencing data 

collection for the main study. Due to time constraints and lack of availability of computer labs at 

the time of drawing the sample, it was not possible to run a reliability check on both the PBT and 

the CBT-version of the study tests, which resulted in only the PBT being included. The sample 

consisted of 33 students conveniently sampled, from the preparatory year program of which the 

results are shown in table 13 below. 

                                              Table 13. Reliability Statistics Main Study Test 

 

 

 

As shown above, the reliability coefficient is slightly below the ideal .8 in a language 

testing context (Bachman, 2004), and could therefore possibly take away from the strength of the 

validity of the interpretation of the results based on the internal consistency of the scores. After 

having checked the items individually, a number of items were found to be loading negatively, 

namely item 3 (-.116), item 9 (-.079), and item 15 (-.050). I discussed this issue with my 

supervisors and the decision was made to first amend these three problematic items and then run 

the main experiment and check the reliability afterwards. Following this, I scrutinized the three 

items with the examination committee of the Preparatory Year Program who were responsible 

    Cronbach’s 

         Alpha  

N of 

items 

     N of     

  Subjects 

          .773       30           33 
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for writing the test’s items. After we had thoroughly analyzed the items and discussed possible 

ways to amend them, changes were made accordingly. The original questions are presented 

below followed by their adapted versions subsequently.  

Item 3 original: 

…What do Victor and Margaret do on Saturday?  

Item 3 adapted: 

…What do the Wilsons do on Saturday? 

Item 9 original: 

…How did Mr. Wilson get a headache today?  

Item 9 adapted: 

…Why did Mr. Wilson have a headache today? 

Item 15 original: 

…Where did Newman first meet Woodward?  

Item 15 adapted: 

…Where did Newman first know Woodward from? 

The amendments made above proved to be of significant value, as they increased the 

internal consistency of the items (i.e. reliability) in the study tests significantly to an acceptable 

level, which encouraged me to continue with the experiment. The internal consistency statistics 

are presented and further discussed in section 4.2.1 (chapter 4).  

3.9.4.4 Test Contents 

The tests from the English language centre of the university that were used by the 

researcher were institutional reading tests of general English. The reading part of the tests 

included two sections; the first section had three reading passages, each passage having ten 
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accompanying test items, and the second section involved an additional vocabulary exercise, 

which was not used in this study. The reason for eliminating this section was that the main aim 

of this study involved reading comprehension whereas these particular exercises assessed pre-

taught vocabulary items for which the students would have had to study in advance in order to 

prepare for the test, which would have put an extra burden upon them. Therefore, it is not 

directly of relevance to this study’s purpose as far as cognitive processing is concerned. A copy 

of the tests used in this study is enclosed in appendix A.  

 

3.10 Study Test’s Validity checks 

It is important to reiterate that the aim of this study was neither to see whether the test 

used in this study is a valid L2 reading comprehension test nor was it to validate an L2 reading 

test in its entirety including all validity elements, as this would be far beyond the scope of this 

study. It is rather to use a reading comprehension test representative of this particular context and 

to compare test-takers’ processes and performance on two versions of it to each other (i.e. CBT 

and PBT). However, in order to ensure its appropriateness for this study in this context, I 

performed a number of validity checks before using the test for the main study, which are 

discussed below. 

 

3.10.1 Face Validity 

As the name suggests, face validity is interpreted in the literature as showing 

acceptability of a test by its appearance. Bachman (1990) mentioned: ‘face validity is the 

appearance of real life’ (p.307). Anastasi (1988) defined face validity as follows: ‘Face validity 

pertains to whether the test "looks valid" to the examinees, who take it, the administrative 
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personnel, who decide on its use, and other technically untrained observers’ (p. 144). Alderson, 

Clapham and Wall (1995) also argued that face validity is the: ‘surface credibility or public 

acceptability’ (p.172). 

However, a test only looking valid being a sufficient proof of its validity has been met 

with stern criticism from researchers in the language-testing field. For example, Cronbach (1984) 

warned that implementing a test just based off the way it looks is unacceptable, as many tests 

that looked good in the past have been found to have questionable validity. Although face 

validity is not a guarantee for test validity, it does hold a degree of practical importance in 

language testing, which is recognized by various prominent researchers in the field (e.g. 

Bachman, 1990; Alderson, 1981c; Bachman & Palmer, 1996). Roberts (2000) mentioned that 

provided someone knowledgeable about the subject matter executes it, there is a good reason to 

implement face validity in validity checks. Furthermore, Hughes (2003) ascribes significance to 

face validity despite it being a non-scientific idea. Due to this, and because of its practicality, it 

was implemented in this study’s test by the researcher who himself initially executed the face 

validity checks based on his seven years of teaching and examining experience in the target 

context. In addition, the test was presented to colleagues at the English language centre of the 

university where the test was administered. After having examined the study’s test, the 

conclusion was drawn that the test used in this study appeared to measure what was anticipated 

(i.e. local expeditious reading and local careful reading) and therefore exhibited a sufficient level 

of face validity for the purpose of this study in its target context. 

 

3.10.2 Content Validity 

Another validity check I made involved the test’s contents, which aimed to reveal 
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whether the contents of the test used for this purpose (i.e. achievement test) reflected what had 

been taught in the course. As Hughes (2003) said: ‘A test is said to have content validity if its 

content constitutes a representative sample of the language skills, structures, etc. with which it is 

meant to be concerned’ (p. 26). For example, when a student has been taught during the semester 

how to skim a passage to look for gist, it is expected that the test items require of him to 

correctly use that particular skill. Hughes further indicated the importance content validity has 

towards the all-inclusive interpretation of construct validity (see validity discussion section 2.6): 

‘the greater a test’s content validity, the more likely it is to be an accurate measure of what it is 

supposed to measure, i.e. to have construct validity’ (ibid, p.27). As indicated, the test used in 

this study was an achievement test, which is a test that assesses certain obtained knowledge or, in 

this case, skills such as (among others) expeditiously searching for information in a text and 

locating the referent of a pronoun. These were skills that were developed through classroom 

instruction during the course. For the reasons mentioned, the contents of the test were scrutinized 

to assure their appropriateness for its purpose by comparing them to the test specifications set out 

by the institution. Before discussing the test specifications, a brief account of the test 

development process in the target context is given below. Generally across the board the process 

is divided into three main stages: 

1. First meeting 

The research committee initially meets and discusses issues related to the test to be given such as 

the particular skill(s) to be tested, type of text(s) to be used, what topics will be covered, how 

many questions are to be included, what type of questions they will be (i.e. open-ended/MCQ 

etc.), how much time will be allotted to complete the test, weighting of the items for marking 

purposes etc. 
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2. Allocating Teachers 

A minimum of three teachers are selected for each skill that is to be tested and are asked to write 

exam items based on the skill they were selected for according to the guidelines discussed in the 

initial meeting. 

3. Evaluation and Test Finalization  

The committee will meet again and evaluate the tests written by the teachers and from these tests 

devise an exam meeting the test specifications, which were set out initially by the committee 

involved with curriculum development.  

The test specifications are generally the same across public universities in Saudi Arabia and 

consist of the following seven categories with regards to testing reading: 

1. Skills and strategies to be tested  

Examples of these are skimming, scanning, search reading, and reading to learn. 

2. Passage content 

If the passages in the course books are general reading passages this should be the same in the 

test. In the same way, if specific reading passages are included in the teaching of for example 

medicine or engineering f courses, they should similarly be included in the test. 

3. Text Length  

The length of the passages included in the test should be in within the same range as the text 

length in the course books. 

4. Number of Sections 

The number of sections for a reading test in the target context is essentially two; one section 

focuses on reading i.e. reading passage and accompanying items, and the other section focuses 

on new vocabulary, which has been taught in the course. 
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5. Number of Items 

For each section, the number of items should be fixed; the general range for items related to the 

reading passage in the test is between 7 and 10, however, in practice, 10 items are generally the 

norm. 

6.Time Limit 

Generally across the board in Saudi Arabia, for midterm exams the time limit is 2 hours and for 

final exams is 3 hours. 

7. Marking Guidelines 

Generally marking guidelines should be provided in advance in addition to answer sheets 

according to the format of the test (i.e. MCQ/ open ended/short answer questions etc.). 

By matching the study tests with the main specifications as mentioned above it became 

possible to examine the degree of content validity. The three passages used in this study’s 

experiment were scrutinized one by one to ensure their suitability. Firstly, the processes that the 

items elicited were examined and secondly the relevance of the passage contents were evaluated 

and discussed in the following section. 

 

3.11 Processes 

Before naming the processes elicited through the items in each of the three passages it is 

important to mention that the overall level of the strategies are at the local level due to the nature 

of the test mainly involving expeditious and careful reading at the local level mainly related to 

explicitly stated information in the text (Alderson, 2000). The test items are expected to either 

elicit scanning or search reading processes in order to locate the explicitly stated information 

most likely followed by careful reading of the sentence(s) containing the keyword(s) found. 
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Once the relevant information has been located through one of the previously mentioned reading 

types, careful reading is expected to follow for word, clause, and sentence comprehension 

purposes to ensure correctly answering the test item. Here is where mainly the levels of cognitive 

processes illustrated by Khalifa & Weir (2009) are expected to be identified. The think-aloud 

study is thought to shed more light on the nature of the processes test-takers employ in 

combination with expeditious reading operations to answer these task specific test items in this 

study’s context. Text passage two was used in the think-aloud study (see section 4.2.5 for the 

justification for this decision) and therefore the specific details on item difficulty, student 

performance on these items, question types and the processes they are likely to elicit are 

presented together in the results section for the purpose of clarity in subsequent discussions. 

The items coincided with the test specifications i.e. locating explicit information, 

answering item from context (local), and identifying the referent of a pronoun, as they were the 

targeted elements taught during the semester in addition to careful reading. When looking at the 

three passages there is a clear alternation between these item types, which further confirms the 

test’s suitability for its purpose. All three passages in the test were general English passages, 

which was parallel to the texts used in the course books (see appendix I for course book 

samples). The question format for the test used was SAQ, which was one type of the questions 

used in the course book. As mentioned earlier, the vocabulary section of the test was left out in 

this study due to its diverging focus. The time given for the test-takers to complete the test was 2 

hours, which is in accordance with the higher education regulations for university exams in the 

target context. Matching the test specifications in this manner further strengthened the 

acceptability of the content validity of this study’s test to be used for its purpose. I performed a 

further validity check, which was a text analysis of both the test and course book, which is 
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discussed in the section that follows. 

 

3.11.1 Text Analysis 

For the text analysis, I checked the language content of this study’s test’s reading 

passages against two randomly selected samples from the textbooks used in the preparatory year 

program to assure its appropriateness (Appendix I). In order to achieve that, lexical profiling of 

the reading passages and the sample texts from the course book was done using an online 

available profiling program called lextutor
1
, which is widely considered a reliable profiling 

program by researchers and educators alike (e.g. Almazova and Kogan, 2014; Fitzgerald, 2012; 

Simpson, 2010). Other programs such as RANGE (Nation and Heatley, 2002) were also 

considered to run the lexical profiles of the texts involved but the former was found to be easier 

to use and was therefore used in this study. To operate the lextutor program one simply copies 

the required text into the space provided of which an example is shown in the screenshot below. 

  

                                                            Figure 15. Screenshot Lextutor Input 

                                                 
1
 Available at: http://www.lextutor.ca/ 
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After that, one clicks the ‘Submit_Window’ button as shown in figure 15 above and the 

program runs the lexical profile analysis. The program runs analyses on the following 4 

frequency levels: (1) The 1000 most frequent word families (i.e. K1) (2) The second 1000 most 

frequent word families (i.e. K2) (3) Words from the academic word list (AWL) (4) Words that 

appear on lists other than the aforementioned (Off-list Words). Percentages are calculated based 

on a type/token analysis and based on these figures a comparison can be made between the text 

book samples and the reading passages used in this study. An example of output statistics is 

shown in figure 16 below. 

 

 

                                                         Figure 16. Screenshot Lextutor Output 

 In addition, readability statistics were calculated using a standard word-processing 

program (i.e. Microsoft Word). The lexical profiles of the three reading passages used in the 

study tests are shown below in table 14 followed by readability statistics of the passages in table 

16. 
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                                                 Table 14. Lexical Profile Reading Passage 

 

 

                                   

 

 

 

 

 

 

 

 

 

 

 

 

As table 15 below shows, the reading ease of passage one is 77.5 and the reading ease for 

passage two is 65.2. Passage three appears to be easier than one and two with a 90.7 reading 

ease. These figures indicate an overall low difficulty appropriate to the lower language 

proficiency level of the students involved in this study. 

 

 

 

 

Lexical Profile  

 

 

Passage 1  

 

Passage 2 

 

Passage 3 

K1 Words 

1-1000 

 

 

 87.47% 

 

  75.08% 

 

  78.99% 

 

Function 

 

 

 46.01% 

 

  44.01% 

 

 

  48.61% 

 

Content 

 

 

 41.46% 

 

  31.07% 

 

  30.38% 

K2 Words 

1001-2000 

 

 

   3.19% 

 

    6.15% 

 

  10.13% 

AWL Words 

(Academic) 

 

 

   1.14% 

 

    1.94% 

 

    3.29% 

 

Off-

List Words 

 

 

   

8.20% 

 

   

16.83% 

 

    

7.59% 
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                                          Table 15. Readability Statistics Reading Passage 1, 2, & 3 

 

 

 

 

 

                                

 

                     

                    

The three passages were then compared to two passages’ samples from the University 

course books (see Appendix I). As with the test passage of the main study, the lexical profiles of 

the two reading passages selected from the textbooks are shown first, followed by the readability 

statistics, which are illustrated in table 16 and 17 on the page that follows. 

 

 

 

 

Flesch Readability     

     Statistics 

 

 

Passage 1 

 

Passage 2 

 

Passage 3 

 

Words 

 

 

    432 

 

     303 

 

    389 

 

Passive Sentences 

 

 

     0% 

 

      0% 

 

      6% 

 

Flesch Reading Ease 

 

 

    77.5 

 

     65.2 

 

     90.7 

 

Flesch Kincaid Grade 

Level 

 

 

     4.9 

 

      8.1 

 

      2.6 
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                                        Table 16. Lexical Profiles Course Book Sample Texts 

Lexical Profile 

 

     Text 1     Text 2 

K-1 Words 

1-1000 

76.90% 88.48% 

 

Function 

 

44.83% 56.02% 

 

Content 

 

32.07% 32.46% 

K2 Words 

1001-2000 

3.45% 3.66% 

AWL words  

(academic) 

2.07% 1.05% 

Off-List words 17.59% 

 

6.81% 

                         

                                     Table 17. Readability Figures Course Book Sample Texts 

  Text 1  

 

Text 2 

Total Words 288 188 

Passive 

Sentences 

0% 0% 

Flesch  

Reading Ease 

66.5 82.9 

Flesch Kincaid  

Grade Level 

8.1 6.3 

                     

Table 16 and 17 confirm that the language level between the study tests’ reading passages 

and the course books are similar with a reading ease of the textbooks and the study tests ranging 

between 65 and 91. This is strengthened by the lexical profiles as they show similar figures 
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between the passages and the course books (e.g. K1 Words, Off-List Words, in addition to the 

readability statistics). This further confirms the appropriateness of using these reading passages 

for this study and its test-takers and adds to the validity and reliability of the tests used in the 

target context.  

 

3.11.2 Passage Order vs. Item Order 

The original item order was exactly the same as the order in which the answer appeared 

in the passage. As this could have affected the cognitive processing of the students (i.e. the 

students would expect to find the questions in the same subsequent order as the answers), the 

item order was switched around in order to control for this effect. Below is an overview of the 

item order, as they appeared in the passages in the main study. 

                                             Table 18. Question Order vs. Passage Order 

 

 

 

 

 

 

 

                                                                                                                       

      Passage 1       Passage 2       Passage 3 

 

  I.O.    P.O.   I.O.   P.O.   I.O.   P.O. 

   1     1     1     1     1     1 

   2     9     2    10     2     4 

   3     6     3     9     3     9 

   4     7     4     8     4     5 

   5     5     5     7     5     7 

   6     2     6     5     6     8 

   7     4     7     4     7     6 

   8     8     8     2     8     3 

   9     3     9     3     9     2 

  10    10    10     6    10    10 
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As table 18 above shows, the items for all three passages did not occur in their original 

expected order (i.e. chronologically). The expected result therefore would be maximization of 

relevant strategy utilization from the test-takers, which would likely result in a more accurate 

account of strategies elicited for each test item. 

 

3.12 Test Administration Procedure 

The administration procedure of the study tests for the quantitative element of main study 

took close to six weeks to complete, which was equally the case for the think-aloud study. Table 

15 below outlines the timeline for the data collection processes in the main study. 

                                             Table 19. Timeline Data Collection Main Study 

 

Quantitative  data collection 

Session 1 

 Quantitative data collection 

Session 2 

Week 1, 1
st
 week of March, 

2011 

 

     5-week intermittent gap Week 6, 2
nd

 week of April, 

2011 

Data collection Think-Aloud 

Session 1 

 Data collection Think-Aloud 

Session 2 

Week 7, 3
rd

 week of April, 

2011 

 

    5- week intermittent gap Week 13, 1
st
 week of June, 

2011 

 

The students had completed the CFQ’s before and all were sufficiently computer familiar 

scoring 2 or above on the familiarity scale. The number of students was split up in sections of 
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twenty-five due to the limited availability of computers in the computer labs. By the same token, 

it was easier to control and observe one section in one classroom/computer lab at a time. Before 

starting the test (i.e. either PBT-mode or CBT-mode), all students were informed about the 

purpose of the test and confidentiality was reassured in retrospect to the informed consent. In 

addition, the participants were informed about the amount of time they had to complete the test, 

which was thirty-five minutes for each reading passage as discussed in the previous section. The 

section’s teacher was present during the exam until the students had all completed the reading 

tests and no assistance was further required. The study test was administered to the students in a 

counterbalanced order to control for mode effect, and a five week gap between the two testing 

sessions was included in order to minimize memory effect on student processes and 

performance. An overview of the administration procedure is presented in table 20 below.         

 

                                  Table 20. Test Administration Procedure Quantitative Study 

                                All students CFQ (100%) 

     Session 1 

 

      Session 2 

 Day 

    1 

Day  

   2 

     5-Week 

 

 

 Day  

    1 

 Day 

    2 

Group 

    

 

  No.  

 25%** 

 1 CB 

 

25%** 

2 PB 

   Intermitted 

 

 

        Gap* 

 25%** 

 1 PB 

25%** 

 2 CB 

25%** 

3 PB 

 

25%** 

4 CB 

 25%** 

 3 CB 

 25%** 

 4 PB 

 

      * In order to minimize effect of memory on test-takers’ processes/performance 

      ** Approximate estimate, due to limitations on the operational side                    
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As table 20 shows, the examination divided over two days for each session with each 

session being divided over two days, i.e. 50% of the sample on each day. After the first session, a 

5-week intermittent gap was maintained in order to control for memory effect, as the same test-

takers were to do the same test on two occasions, i.e. within-subject repeated measures design. 

Although this method has been found potentially problematic for establishing test-retest 

reliability by a number of language testing researchers in the field (e.g. Anastasi, 1988; Alderson, 

1991a; Weir, 2005), by employing the within-subject design using the same test on two 

occasions with the same test-takers, I could control for participants’ individual differences, 

which possibly affected the participants in Kobrin’s (2000) study who used parallel tests to 

investigate cognitive processes employed by her study’s  participants when taking a reading test 

in both modes. She reported that her students found one of the passages more difficult than the 

other, which could have caused the difference found (though in this case non-significant) 

between the two modes in her study. Furthermore, despite its potential problems, Anastasi (1988) 

pointed out that a carefully estimated intermittent gap, i.e. not too short for memory related 

reasons and not too long for the possible influence of environmental factors over time, 

potentially limits these possible confounding effects. In addition, higher-level global processes 

such as main idea extraction, cross-text or intertextual inferential processes 

 

3.13 Interface Design Main Study 

The interface used in the main study was the final version of the interface that had gone 

through different stages where elements were removed and amended in order to minimize 

possible construct irrelevance to be introduced by it, which could potentially skew implications 

drawn from results obtained in this study. It further contained the tests that were meant to be 
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included but due to problems at the operational part had not been used in the pilot study. This 

section shows the decisions made at the design level justified by a combination of previous 

research from the field, logic, and convenience. A screenshot is used as an illustration at various 

stages in order to give an insight into how the researcher put the obtained theory from the 

literature into practice at the design stage. Furthermore the final product of the interface used for 

the reading test in this study visualizing the accumulated optimal settings with reference to the 

interface design evaluation model in section 2.8.3 of chapter 2, is shown in figure 25 to conclude 

this section.  

 

3.13.1 Interface Design: Presentation  

The hot potatoes software was used to further develop/amend the interface to suit this study’s 

purpose implementing the optimal settings gathered from the discussed synopsis of the existing 

literature. A full workshop on how to amend features of the interface by altering html-coding 

provided by hot potatoes is available online, which is particularly useful to practitioners when 

using this interface in their respective settings
2
. The more basic amendments in terms of interface 

features can be made in the program itself without having to change html-codes. A screenshot of 

this is given in figure 17 below.               

                                                 
2
 https://hotpot.uvic.ca/howto/hacking_workshop/index.htm 

 

https://hotpot.uvic.ca/howto/hacking_workshop/index.htm
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                                   Figure 17. Screenshot Basic Configuration Hot Potatoes 

 

                            

As encircled in figure 17 above, a pop-up menu that allows the user to amend basic 

features of the interface is given by selecting the relevant icon on the main page. Amendments 

can be made to the title, feedback/prompts, buttons, overall appearance (i.e. fonts, colours etc.) 

and the timer (if used). The ‘other’ option provides the user with a number of other amendments 

that are shown in figure 18 below. 
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                                          Figure 18. Screenshot Other Optional Amendments 

 Here choices can be made involving case-sensitivity, keypad inclusion, JAVA script 

coded titles, gap size between words etc. The decisions on the included elements of the interface 

in this study in their optimal form are discussed in sections 3.13.1.1, 3.13.1.2, and 3.13.2 in the 

same order of occurrence as discussed in the literature review illustrated with screenshots as 

found appropriate. 

 

3.13.1.1 Typographical Factors 

1. Font Characteristics 

The font characteristics chosen for the interface design used in the main study were sans-

serif (i.e. Arial) with a type size of 11. Although the type size recommendations based on the 

literature were slightly higher (i.e. type size 12), I decided to reduce the size slightly for the 

following reason: 
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By reducing the type size it would decrease the amount of space occupied by the 

passage’s text, which because of this would reduce the amount of scrolling required by the test-

taker. This, in turn, would further decrease the possible construct irrelevant variance introduced 

by scrolling as suggested in some of the earlier discussed earlier studies that addressed this 

feature. I could afford doing this, because although recommendations based on the literature 

recommended a type size of 12 for sans-serif fonts, the studies that included smaller type sizes 

up to as low as 10 and the more recent ones in particular did neither find a significant difference 

between the fonts (i.e. sans-serif vs. serif) nor did they find a significant effect on performance 

(i.e. Beymer et al., 2007; Banerjee et al. 2011).  A visualization of this amendment in hot 

potatoes is given in figure 19 below.  

 

                                                    Figure 19. Screenshot Font Amendments 

 

2. Line Length (i.e. characters per line) 

The consequence of reducing the type size slightly from 12 to 11 automatically increased 
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the characters per line to 85 cpl, which is still well within (i.e. exactly in the middle of) the 

suggested range based on the reviewed literature (i.e. 55cpl – 115cpl). 

3. Number of Lines  

Conclusions drawn based on the (limited) literature available on the effect of number of 

lines on comprehension showed no significant effect irrespective of the number of lines on 

screen. The only findings were related to speed differences and were from studies that worked 

with dated computer devices (i.e. 1980s). Therefore, the assumption with regards to number of 

lines for this study’s purpose was up to the number of lines allowed that fit the screen (i.e. 13”, 

15”, 17” etc.). However, to actually allow a screen filled with lines would indirectly affect the 

amount of scrolling depending on the size of the text passage (i.e. number of words) and should 

therefore be considered in relation to the scrolling range, which is related to line length and so 

on, as discussed in the previous section. 

4. Interlinear Spacing 

As discussed in section 2.15.4 of the literature review, there seemed to be no solid 

indication regarding the ideal interlinear spacing settings based on either strong theories or 

evidence from relevant studies suggesting any. The only studies that addressed interlinear 

spacing were carried out over two decades ago and used technology appropriate to that era (i.e. 

Grabinger, 1993; Kruk & Muter, 1984).  

However, although there appeared to be some effect on reading speed, the fact that no 

effect on comprehension between different spacing options (i.e. single and double spacing) was 

found in these studies and that single spacing was met with more positive responses in the more 

recent of the two (i.e. Grabinger, 1993) is encouraging to say the least, as the technological 

evolution over the past twenty years would only have been expected to have further minimized 
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any discrepancies in this regard. For these reasons, single spacing was chosen for the reading text 

in this study, as by doing so, the indirect effect on other features of the interface such as scrolling 

(i.e. decreasing scrolling range) would be minimized and therefore limit possible construct 

irrelevant variance from being introduced. 

5. White Space 

The white spacing options, which are essentially the number of columns as discussed in 

section 2.15.5 of the literature review, indicated that a single column layout produced optimal 

results. Furthermore, standard margins were indicated as acceptable for this study’s purpose. 

Therefore, a single column layout was used with a minimum of a 0.5/1.0 margin. Again, 

increasing the margins on the left and right sided could have affected the amount of scrolling 

required and were therefore kept to a minimum as there was no accuracy trade-off. 

6. Text/Background 

The ideal contrast settings (i.e. text/background) that were identified based on the review 

of the literature were a combination of black text and low intensity background colours. 

Subsequently, black text was used in this study in combination with a creamy (light yellow) 

background to minimize eyestrain (i.e. Galitz, 2007), which was likely to have been the cause of 

reported eye-fatigue as a consequence in various earlier studies (e.g. Kirsch et al., 1998; Choi et 

al., 2003). A visualization of this amendment in hot potatoes is given in figure 20 below. 
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                                    Figure 20. Screenshot Text/Background Colour options in Hot Potatoes 

 

3.13.1.2 Graphical Factors 

1.Screen Size and Resolution 

The recommendations for optimal results based on the literature were a 17” screen size 

with a screen resolution greater than 90 dpi (i.e. > 90 dpi). The monitor used in this study was a 

60Hz, 17” monitor with a screen resolution of 1920x1080, which was well within the 

recommended settings. 

2. Icons and Button Design 

As suggested in the literature review (i.e. section 2.16.2 p. 85), no use was made of icons 

but rather command buttons were included in order for the test-takers to navigate through the test 

items. In addition to suggestions from the literature, usability tests aided in optimally configured 

command buttons, which turned out to be a combination of arrow symbols (i.e. >) and modified 
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text to suit the test-takers’ language proficiency and (cultural) background knowledge. The text 

eventually decided upon was next for navigating forward to subsequent items whereas back was 

chosen for navigating to previous items. A visualization of this amendment in hot potatoes is 

given in figure 21 below. 

 

                                         Figure 21. Screenshot Button Amendment Hot Potatoes 

 

As shown encircled in figure 21 in the navigation section, both boxes depicting the inclusion of 

forward and backward navigation were selected and the text chosen to appear were ‘next’ and 

‘back’ as discussed earlier. The ‘include hint’ button and the ‘include clue’ button were left out 

for obvious reasons and the ‘go to contents’ button was left out due to there not being a contents 

page, which was irrelevant to the test’s task. 
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3.13.2 Interface Design: Interaction 

1. Scrolling 

Based on the discussion in the literature review (see 2.17.1 p.88) the decision was made 

to keep the amount of scrolling required when reading the passage to an absolute minimum in 

order to prevent construct irrelevant variance as much as possible from occurring. The actual 

amount of scrolling (i.e. scrolling range) was kept to approximately 30% of the total text. In 

order to have the text scroll independently from the screen, a change had to be made in the html-

coding for which hot potatoes provided a solution as shown in figure 22 below. 

 

                                   Figure 22. Screenshot Instructions Scrolling Amendments  

  

2. Item Review 

Taking into account arguments based on logical assumptions from researchers such as 

Dix (2005) who denoted the essentiality of the aspect of freedom to correct mistakes made at a 
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later stage in addition to other studies that investigated the effect of item review and did not find 

any negative effects on allowing for it (e.g. Lunz & Bergstrom, 1994; Zandvliet & Farragher, 

1997; Mason et. al, 2001; Poggio et al., 2005), and, because of the default position being to allow 

item review in paper-based tests, the settings for this study’s test likewise allowed for item 

review.     

3. Item Presentation 

The discussion on item presentation in the literature review showed that for the purpose 

of this study, there is no favorable setting between the grouping of items and presenting items 

one at a time. However, due to the assessment format involving open-ended items, it was more 

suitable in this case to present items individually, as it would automatically allow for enough 

space below the question item to type the answer. Therefore, the reasoning behind choosing one 

item to be presented at a time was a matter of practicality in this case. 

 

3.13.3 End Product Computer Interface  

Figure 23 below shows the visual accumulation of the optimal settings of a computer 

interface proposed in section 2.18 of the literature review (i.e. figure 9, p. 96) for an L2 reading 

test as it would appear in a testing situation. For clarity in reviewing the elements, various 

annotations have been made depicting the settings for the particular elements based for which 

can referred back to page 96. 
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                                  Figure 23. Screenshot Interface Used in this Study 
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3.14 Test Analysis 

This study’s test consisted of three reading passages and each passage contained ten 

open-ended, short-answer questions. The test was administered to the students in two modes, i.e. 

PBT and CBT. The test items were marked through assigning a zero for the wrong answer and a 

one for the correct answer, which makes maximum score to be gained for the thirty-item reading 

test thirty. After marking the items and double-checking of the marked items, the answers were 

subjected to statistical analyses using SPSS statistical package, which was used for virtually all 

statistical analyses in this study. Descriptive statistics were utilized in order to get an overall 

view of the samples score distribution characteristics in both modes. Further analyses such as 

group comparisons were applied to look at the significances of performance differences and 

correlational analyses were run to further look at the strength of the relationship between the 

scores on CBT and PBT (further discussed in chapter 4). 

 

3.15 Study Questionnaires 

One of the main reasons why questionnaires are popular and often used for data 

collection purposes is because they are: ‘easy to construct, extremely versatile, and uniquely 

capable of gathering a large amount of information quickly in a form that is readily process able’ 

(Dörnyei, 2003, p.1). On the other hand, incomplete or poorly completed answers, the inability to 

check truthfulness, and poor response rate are a number of disadvantages of using questionnaires 

for data collection purposes (Denscombe, 2003). It is therefore upon the researcher to arrive at a 

correct judgment with regards to the suitability of using a questionnaire in accordance with the 

given context. 
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3.15.1 Questionnaire Design 

As the data collection in this study by way of questionnaires aimed to elicit quantifiable 

information about students’ computer familiarity, structured, closed-format questionnaires were 

the most likely type of questionnaires to be used to gather this type of data with (Walliman, 

2006). When respondents had been given too much freedom in answering the questions by using 

an open format, it would have led to predominantly qualitative answers. As the responses for the 

computer familiarity questionnaire were solely subjected to quantitative analyses, it would not 

have been suitable for this particular purpose. However, the second questionnaire consisted of a 

mix of closed and open format questionnaire types as several closed questions were followed up 

by an open question investigating the why and how of the answers given (Oppenheim, 1992). 

This semi- structured method allowed for more freedom on the participant’s part in answering 

the questions, which aimed to lead to more qualitatively enriching data, which was intended to 

add to the data gathered from the analysis of the score outcomes and in support of the think-

aloud sessions. The CFQ and the Post Test Questionnaire are used in this study to serve the 

following main objectives: 

Computer Familiarity Questionnaire 

1. To gather Demographic data about the participants (i.e. Gender, Nationality, Institution). 

2. To gather information about participants’ computer familiarity in its unified form as 

based on Kirsch et al. (1998) to ensure suitability for this study’s purpose. 

Post-Test Questionnaire 

1. To obtain information about students’ attitudes towards the main features of the 

Computer-Based Test compared to the Paper-Based. 
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2. To gauge which mode was favorable for the test-takers in terms of the features mentioned 

in the first point. 

The following subsection discusses constructing questionnaire one and questionnaire two 

in more detail. The first questionnaire was administered before the study tests whereas the 

second questionnaire was given to the subjects after having completed both tests (i.e. computer 

and paper-based). 

 

3.15.2 Computer Familiarity Questionnaire (CFQ) 

The CFQ was given to the test-takers before the test event and consisted of twenty- five 

items that collectively addressed four different aspects of computer familiarity which are 

computer access, attitudes, experience or use, and related technology. The reason for including 

these four aspects of computer familiarity is that Kirsch et al. (1998) gathered the different types 

of computer familiarity from what had already been established in the literature and formed them 

into one computer familiarity scale in their study, which was validated by Eignor et al. (1998) in 

their study. Furthermore, the questions in the questionnaire were used by the researcher in a 

previous study (i.e. Korevaar, 2008), and were taken from Weir et al., (2007) who had formed it 

from two previously validated instruments in the literature. The first instrument was originally 

developed for PISA (Program for International Student Assessment) who observed 15-year-olds 

from the principal industrialized countries for three consecutive years. They administered a paper 

and pencil test to 265,000 students from 32 different countries and had them fill out specifically 

designed questionnaires which measured a number of issues related to computer familiarity such 

as; perceived ability & comfort, interest in computers, affect and computer usage (Weir et al., 

2007), which is in line with Kirsch et al.’s elements comprising computer familiarity. The second 
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instrument was the computer attitude questionnaire developed by Knezek & Christensen (1995, 

1997), which focused on young learners.  The complete instrument consisted of eight different 

categories. The anxiety category was modified and added to the final instrument. To ensure that 

the changes made did not affect the information sought, Weir et al. (2007) trialed and revised the 

questionnaire before using it for their research to ensure the appropriateness of the amendments 

that had been made. As investigating computer anxiety is not part of this study’s objective but 

rather establishing computer familiarity, this category was left out in this study. The 

questionnaire sections, their related items, and sources are summarized in table 21 on the page 

that follows. 

 

                                         Table 21. Overview Division CFQ Questions 

   

    Name of Section 

      

      Item Numbers 

              

             Origin 

 

    

   Demographic Data  

        

        A, B, C, & D 

          Researcher 

 

    

    Computer Access 

 

              

              1-4 

 

 

 

 

Kirsch et al. (1998), Weir 

et al. (2007)  

 

  Attitude & Ability  

       (Keyboard) 

              

              5-8           

         Computer     

    Use/Experience 

              

             9-16 

   

  Related Technology 

             

            17-21 

Kirsch et al. (1998), Weir     

            et al. (2007) 

    Attitude & Ability 

        (Keyboard) 

 

             

            22-24 

 

       Weir et al. (2007) 

          Computer    

      Use/Experience 

              

               25 

    Kirsch et al. (1998) &      

            Researcher 
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Question A-D collected general demographic data about the participants such as, the 

student’s name, gender, nationality, and institution of study. As all students came from the same 

province (i.e. Hail) no information was collected with regards to region or province. Although all 

students in this study were of Saudi nationality, theoretically it was still possible to have one or 

two students with a different nationality. However, even if this had been the case, the student 

was most likely born and raised in the same region, and had therefore gone through the same 

educational system as the Saudi nationals. Nevertheless, I maintained item C, which required the 

students to specify their nationality. The function of the questions used is discussed below 

maintaining Kirsch et al.’s (1998) view, which is a single, comprehensive measure of computer 

familiarity. Items 1-4 elicited information about students’ place of access to computers, or where 

the participants can use computers (i.e. at school, at home etc.). Items 5-8 were a self-assessment 

of attitude and ability of the students in relation to using computers. Items 9-16 aimed to gather 

information about students’ computer use and experience with computers whereas items 17-21 

addressed students’ use and experience with related technology such as word processors, games 

and others. Items 22-24 served as a self-assessment of attitude and ability of using a keyboard, 

which is in essence similar to Items 5-8 yet specifically aiming at the keyboard instead of the 

computer in general. Item 25 was added following Kirsch et al. (1998) and amended to fit the 

purpose of this study, as Kirsch et al.’s (1998) study focused on the TOEFL exam whereas this 

study involved institutional reading tests. Therefore, TOEFL test on computer was replaced by 

reading test on computer. Furthermore, instead of looking at the number of times a student had 

completed a reading test on computer, for the purpose of this study, the sole interest was in 
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whether the student had taken a reading test on computer before. Therefore, the question was 

changed into: Have you ever taken a reading test on computer?  

 

3.15.2.1 Administering the CFQ 

The CFQ was given to the students some time before starting their reading test to allow 

for the analysis of their responses to ensure sufficient familiarity. All participants were given 15 

minutes to complete the CFQ simultaneously in their respective classrooms. Before filling out 

the questionnaire, the students were instructed how to respond to the questions in order for the 

procedure to run as smoothly as possible. After the students had completed the questionnaire, 

they were collected and subjected to further analyses. 

 

3.15.2.2 Data Analysis CFQ 

As for data analysis of the CFQ, factor analysis was employed firstly in order to create a 

reliable computer familiarity scale. After that, correlational analyses were used to further confirm 

the reliability of the computer familiarity scale created by the factor analysis. A factor was 

calculated for each student based on his answers given on the CFQ items on their computer 

familiarity (ranging from 1-5) meaning the higher the assigned computer familiarity measure, the 

more familiar the test-taker was with computers. All students scored 2 and above and therefore 

participated in the main study. 

 

3.15.2.3 Computer Familiarity Scale Development 

As the number of participants in the two pilot studies was not sufficient to create a 

reliable computer familiarity scale (i.e. only 4 in the first and 10 in the second pilot study), the 
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main study’s participants (n=102) had to be included in order to achieve sufficient number of 

test-takers for the reliability figures related to the scale to become meaningful. The initial item 

total for the CFQ was 25, which was later reduced to 18 items as a result of factor analyses that 

were carried out on each of the questionnaire’s items. This was done in order for the scale to be 

as comprehensive as possible following Eignor et al.’s (1998) approach creating a single 

computer familiarity scale encompassing the four aspects of computer familiarity. As 

recommended by Eignor et al. (1998), a categorical principal component analysis was run with 

the items loading on only one dimension since only one all-inclusive measure of computer 

familiarity was required. The results are shown in table 22 on the page that follows. 
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                  Table 22. Loadings of Computer Familiarity Questions on Familiarity Scale 

                                * Item 4 was also deleted as it loaded below .4 after the second trial 

               

Q. No.                                         CFQ Questions Component      

        1 

Q1 How often is there a computer available to you to use at home?  
     .212 

Q2 How often is there a computer available to you to use at University?  

     .481 

 
Q3 

 
How often is there a computer available to you to use in the library? 

 
     .559 

 
Q4 

 
How often is there a computer available to you to use at another place? 

 
     .516 

 

Q5 

 

How comfortable are you with using a computer? 

 

     .590 

 

Q6 

 

How comfortable are you with using a computer to write a paper? 

 

     .647 

 

Q7 

 

How comfortable would you be taking a test on computer? 

 

     .579 

 
Q8 

 
How would you rate your ability to use a computer? 

 
     .607 

 

Q9 

 

How often do you use a computer at home?   

 

     .252 

 

Q10 

 

How often do you use a computer at University? 

 

     .559 

 

Q11 

 

How often do you use a computer in the library? 

 

     .678 

 

Q12 

 

How often do you use a computer at another place?  

 

     .508 

 
Q13 

 
How often do you use the internet? 

 
     .188 

 
Q14 

 
How often do you use a computer for email/chat? 

 
     .432 

 

Q15 

 

How often do you use the computer for school/studies? 

 

     .609 

 

Q16 

 

How often do you use the computer for programming? 

 

     .650 

 

Q17 

 

How often do you use each of the following kinds of computer software (games)? 

 

     .136 

 
Q18 

 
How often do you use each of the following kinds of computer software (Word)? 

 
     .562 

 

Q19 

 

How often do you use each of the following kinds of computer software (Excel)? 

 

     .563 

 

Q20 

 

How often do you use each of the following kinds of computer software (Graphics)? 

 

     .493 

 

Q21 

 

How often do you use each of the following kinds of computer software (Statistics)? 

 

     .512 

 

Q22 

 

How do you feel about using the keyboard? I can type as fast as I can write 

 

     .564 

 
Q23 

 
How do you feel about using the keyboard? I do not think it is a problem for me 

 
     .499 

 
Q24 

   
How do you feel about using the keyboard? I find using the keyboard difficult 

 
    -.259 

 

Q25 

 

Have you ever taken a reading test on computer? 

 

    -.259 
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The loadings of each item on the one-dimensional computer familiarity scale, accounted 

for 25% of the total variance. Reliability analysis of the 25-item questionnaire showed a 

reliability of .837. In order to increase the reliability of the scale, I deleted the items that loaded 

below .40 on the single dimension and the component analysis was run again as shown below.  

                 Table 23. Loadings of CFQ Questions on Familiarity Scale after item omissions 

Table 23 shows the loadings of the 18 remaining items on the single scale, which 

increased the overall reliability from .837 to a Cronbach’s alpha of .87. The variance accounted 

for increased from 25% to 32% after item omission with the remaining 18 items all being above 

Q. No.                                         CFQ Questions Component      

        1 

Q2 
How often is there a computer available to you to use at University? 

     .476 

 

Q3 

 

How often is there a computer available to you to use in the library? 

 

     .577 

 

Q5 

 

How comfortable are you with using a computer? 

 

     .579 

 
Q6 

 
How comfortable are you with using a computer to write a paper? 

 
     .666 

 
Q7 

 
How comfortable would you be taking a test on computer? 

 
     .584 

 

Q8 

 

How would you rate your ability to use a computer? 

 

     .576 

 

Q10 

 

How often do you use a computer at University? 

 

     .568 

 

Q11 

 

How often do you use a computer in the library? 

 

     .705 

 
Q12 

 
How often do you use a computer at another place?  

 
     .464 

 
Q14 

 
How often do you use a computer for email/chat? 

 
     .402 

 

Q15 

 

How often do you use the computer for school/studies? 

 

     .630 

 

Q16 

 

How often do you use the computer for programming? 

 

     .689 

 

Q18 

 

How often do you use each of the following kinds of computer software (Word)? 

 

     .572 

 
Q19 

 
How often do you use each of the following kinds of computer software (Excel)? 

 
     .606 

Q20 How often do you use each of the following kinds of computer software (Graphics)? 
 
     .500 

Q21 How often do you use each of the following kinds of computer software (Statistics)? 
 

     .557 

Q22 How do you feel about using the keyboard? I can type as fast as I can write 
 

     .531 

Q23 How do you feel about using the keyboard? I do not think it is a problem for me 
 

     .466 
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.4 as shown in table 23. These results gave confidence to use this questionnaire as a single, one-

dimensional, reliable computer familiarity measure for the main study. Then, a factor score was 

created for each student based on the results of his questionnaire response ranging from 1-5. 

Worth to note is that Eignor et al. (1998) categorized the participants in their study into three 

computer familiarity groups; lower familiarity, moderate familiarity, and high familiarity 

whereas in this study, the scale was kept continuous, as the purpose for using the questionnaire 

was merely to ensure sufficient computer familiarity and not to treat it as an independent 

variable. The lower the scale-score assigned to a participant, the lower his familiarity with 

computers would be, and vice versa. All students’ computer familiarity scale scores were above 

2 (i.e. at least moderately familiar), which indicated adequate computer familiarity for the 

purpose of this study and were therefore included (n=102). Any score below 2 would have meant 

exclusion of that participant from the main study sample.  

 

3.15.3 Post-Test Questionnaire (PTQ) 

The Post-Test Questionnaire was for a large part adopted from two previously 

administered questionnaires by Boo (1997) and Gorsuch (2004). The questionnaire intended to 

elicit information about students’ attitudes towards completing the reading test on computer and 

on paper after they had taken both. This included questions about various features of both tests in 

comparison to each other as well as features specific to the computer interface. The researcher 

added a number of questions to make the questionnaire more comprehensive in achieving its 

objectives. An overview of the questions with references to their sources is given in table 24 

below and discussed subsequently. 
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                                     Table 24. Overview Division Questions Questionnaire Two 

 

 

 

 

 

 

 

 

 

PQ1 and PQ2 elicited information about the reading ease of the questions in the PBT-

mode and the CBT-mode. PQ3 and PQ5 intended to gather data about differences in cognitive 

processing when reading the text and questions on computer and paper. These questions were 

both followed by an open question (why?) in order to give the student the opportunity to 

elaborate in detail on the answers given. PQ4, 6, and 7 aimed to gather information about 

students’ perceptions about some of the most significant features of the CBT. Questions were 

asked on the degree of easiness in using the scrolling feature, navigation buttons and about the 

appropriateness of the screen size. PQ8 attempted to obtain students’ views about on which test 

they thought to have performed better (i.e. PBT or CBT). Question PQ9-PQ13 targeted mode 

preferences and elicited information comparing various characteristics of the CBT and the PBT. 

For example, readability of the text, easiness of writing down and changing answers and 

navigation were covered. Question P10, focused on the test taking preference i.e. whether the 

 

           Item Numbers 

 

 

                 Origin 

 

     PQ1, PQ2, PQ4 

 

 

          Gorsuch (2004) 

 

   PQ3, PQ5, PQ6, PQ7, PQ8,    

    

 

 

             Researcher 

 

           PQ9-PQ13 

 

 

             Boo (1997) 
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subject preferred to take the CBT or the PBT. The complete questionnaire can be found in 

Appendix D. 

 

3.15.3.1 Administering the PTQ  

The PTQ was administered to the participants after they had completed both the 

computer-based form and the paper-based form of the reading test. As with the CFQ, the PTQ 

was given to the students at the same time during class hours and were allowed thirty minutes to 

complete it. As the emphasis of this questionnaire was to elicit qualitative data, as opposed to the 

CFQ, students were advised to try to answer the questions as comprehensively as possible when 

given the opportunity (i.e. open-ended follow-ups to several questions). This further justifies 

why more time was given to the participants in order to complete the PTQ. After the PTQ’s had 

been completed by all participants, the questions were analyzed in order to look for patterns in 

behaviour and attitudes, which could be then further explored during retrospective interviews. 

The complete Post-Test Questionnaire can be found in Appendix D/E in English and Arabic. 

 

3.15.3.2 Data Analysis of the PTQ 

The PTQ elicited information about students’ experiences with features of the computer 

interface and how they compared to the paper-based test. This questionnaire was mainly used for 

further illustration in support of the results of the performance analyses. Therefore, test-takers’ 

responses were described in percentages for each question in the questionnaire. Another function 

of the post-test questionnaire was to use the information given to support findings from the 

think-aloud data and their subsequent interviews. It also formed a basis for questions to be 

further explored in the post-test interviews. For example, if a substantial number of test-takers 
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had answered that they found it easier to read the text on screen than on paper, interviews could 

be used to gauge the underlying cause from their perspective. How the interviews were held with 

this study’s think-aloud participants is discussed in the following section. 

 

3.16 Interviews  

3.16.1 Instrument Rationale 

Interviews are and have been integral part of qualitative data collection in L2 reading and 

assessment research and are used for gathering data in various types of research approaches. 

Kerlinger (1970) advocated that interviews could be very helpful as a way of following up on 

unexpected results in, for example, an experiment, or to go deeper into the motivation of 

participants behind certain answers they have given on a questionnaire. It could further function 

as a validation tool for other methods employed in the same study or help develop another 

method of data collection by means of triangulation (Green, Caracelli, and Graham, 1989). The 

function of the interviews in this study is in line with the previous mentioned theories, as it seeks 

to get a deeper understanding of the reasoning behind the (cognitive) behaviour of the test-takers 

when taking a reading test (i.e. their strategies) on the one hand and serves as a tool to partially 

validate what has come up in the post-test questionnaires filled out by the test-takers on the other 

hand. Furthermore, the way of probing made possible by way of interview is difficult to achieve 

when using a questionnaire only for various obvious reasons, and complements therefore one of 

its limitations (Walliman, 2006). The three most common types of interviews used in applied 

linguistics research are structured interviews, unstructured interviews, and semi-structured 

interviews (e.g. Creswell, 2003; Walliman, 2006; Dörnyei, 2007). For this study’s purpose, semi-

structured interviews were used, as they aimed to validate responses of the test-takers to a 
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previously given post-test questionnaire. Like in unstructured interviews, open questions were 

formulated, however, they were based on the answers given in the previously given post-test 

questionnaire. In this way, it guided the interviewee (test-taker) but gave him the opportunity to 

respond freely to the particular question in an exploratory way at the same time, hence, semi-

structured (Dörnyei, 2007).  

 

3.16.2 Procedure  

After I had gone through the answers given by the students on their questionnaires, I 

noted any responses that I thought were unusual and formulated a question based on the 

identified variability and also did this with the think-aloud recordings. Generally, it involved the 

type of questions that elicited explanations from the test-takers on why they had performed a 

certain action or why they had employed a certain strategy or why a combination of certain 

strategies was used as opposed to what was normally to be expected when completing that 

particular item. The students that were interviewed were the same students that made up the 

think-aloud sample, which was a total of twenty test-takers at the outset. However, due to 

limitations on the operational part, only nine students were eventually available for interviewing. 

As mentioned earlier, semi-structured interviewing was chosen as the most appropriate interview 

technique for this study’s purpose. Dörnyei’s (2007) proposed questions when conducting 

interviews in applied linguistics guided the approach taken in this study and consisted of the 

following question types: 

1. A number of opening questions 

2. A number of (open) content questions 

3. Probes (i.e. why, what do you mean by that, how, etc.) 
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4. A final closing question 

Leading questions were avoided as suggested by Patton (2002), and the number of 

content questions was limited too, as they were effectively probes in part, due to the interview 

mainly being a follow-up to a combination of earlier questionnaires and think-aloud data. During 

the interviews, naturally there were additional probes introduced based on the answers given in 

order to increase the fruitfulness of the interview data. The interviews were conducted in the 

participants’ preferred language (i.e. English or Arabic). When a participant had chosen Arabic 

as his preferred language, the interview was translated into English afterwards before being 

transcribed. The majority of the participants felt comfortable enough with interviewing in 

English, however, whenever a difficulty arose in explaining a particular point in English, 

participants were free to switch to Arabic in order to provide an optimal platform for free 

expression during the interview. Each interview lasted around 5-10 minutes for each participant. 

 

3.16.3 Interview Data Analysis  

After all participants were interviewed, the recordings were saved on an external hard-

drive for safekeeping. The interviews that were conducted in English were directly transcribed 

verbatim whereas the interviews that were conducted in Arabic were transcribed in Arabic first 

and translated into English afterwards. The aim was to interview significantly more participants 

in both modes than eventually turned out to be the case (only nine instead of the eighteen that 

had been anticipated initially). Nevertheless, the data obtained from the interviews still proved to 

be a worthwhile addition to illustrating test-takers’ cognitive behaviour when taking a reading 

test, as will become clear in the discussion section. 
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3.17 Think Aloud Protocol 

3.17.1 Instrument Rationale 

The think-aloud method has been used for data collection in various research disciplines 

for many years before being introduced into language research, particularly in the field of 

psychology. Karl Duncker (1945) was one of the early psychologists who conceptualized think-

aloud reporting by labeling it a way of productive thinking and also as an aid to understand the 

development of thought of the participants in his study at the time. Green (1998) described 

verbal reporting as: ‘a special label used to describe the data gathered from an individual under 

special conditions, where the person is asked to either ‘talk aloud’ or to ‘think aloud’’ (p.1). It is 

thought to give insights into learners thought (i.e. mental) processing when performing various 

tasks, which is formulated by Cohen (1998) as a: ‘stream of consciousness disclosure of thought 

processes while the information is being attended to’ (p.34).  

Several studies were conducted using the think-aloud method about fifteen years later, 

mainly focusing on problem solving-strategies that involved non-verbal tasks (e.g. Gagné & 

Smith, 1962 and later by Davis, Carey, Foxman, & Tarr, 1968). About two decades later, the 

think aloud method was proposed as a valid way to investigate cognitive processing signified by 

the often-quoted seminal work of Ericsson & Simon (1993) who synthesized earlier work on 

think-aloud reporting and developed a model based on STM (short-term memory) and LTM 

(long-term memory). During the mid-80s through the early 90s, a number of studies were carried 

out using think-aloud to collect data on reading behaviour in L1 (e.g. Cohen 1986, 1987; 

Gordon, 1990; Earthman, 1992), and likewise in L2 (e.g. Cohen, 1984, 1986, 1987; Cohen & 

Cavalcanti, 1987; Pritchard, 1990; Pressley & Afflerbach, 1995). Green (1998) further argued 

think-aloud reporting to be a valid method in aiding to establish test validity and reliability. In 
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this study, the think-aloud method is being used to provide evidence for the cognitive validity of 

the CBT through the recording of the cognitive behaviour of the participants (e.g. the strategies 

used when completing the reading test) compared to their cognitive behaviour on the PBT. 

Think-aloud reporting can be done either retrospectively or introspectively (i.e. 

concurrent think-aloud reporting). Retrospective think-aloud reporting refers to verbalizations 

after the subject has completed the task whereas introspective or concurrent think-aloud 

reporting refers to verbalization whilst performing the task at hand. Cohen (2006) further 

distinguished between two types of verbalizations in introspective/ concurrent thinking aloud; 

mentalistic, where test-takers describe what they are thinking/doing in order to complete the task 

at hand, or non-mentalistic verbalizations, where the test-taker does not explain what he is 

thinking but rather speaks his mind without explaining it. Cohen (2000) also referred to these as 

self-observational for the former and self-revelational for the latter.  Non-mentalistic 

verbalizations are generally preferred, particularly in research in language learning and testing as 

they are thought to more accurately reflect thought processes (e.g. Green, 1998; Cohen 2000; 

Cohen & Upton, 2006) For these reasons, introspective thinking aloud was chosen for this 

study’s purpose in combination with non-mentalistic verbalizations from the test-takers to 

increase the validity and reliability of the interpretation of the results obtained from the think-

aloud reports. 

 

3.17.2 Sampling of Think-Aloud Participants 

The aim for the number of students to participate in the think-aloud sessions was a total 

of twenty-five students, which would account for approximately 25 % of the total of 102 students 

that partook in the main study. However, five students were not available for the second  
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think- aloud session after having completed the first as we were towards the end of the semester 

at the time, and the students had already made holiday plans. This left me with a sample of 20 

students who had completed the think-aloud sessions in both the PBT and CBT.  Furthermore, 

after the data collection was completed, two of the students only verbalized one of their two 

sessions sufficiently for transcription purposes despite repeated prompting on the researcher’s 

part during the think-aloud sessions. By that time it was too late to reschedule any students for 

re-sitting the think-aloud sessions, as I was at the end of my scheduled data collection time limit 

on the one hand, and the majority of students had already left or had made plans for the holidays 

on the other. In total, out of the twenty-five students anticipated, eighteen students eventually 

partook in both think-aloud sessions.  

 

3.17.3 Instruments used in TA-Sessions 

3.17.3.1 Reading Passage 

The reading passage to be used for the think-aloud sessions was chosen based on a 

number of issues. Firstly, I chose one passage out of the three used in the main study, as 

introspective think-aloud is known to significantly slow down the test-taking process, which was 

the reason for Green’s (1998) suggestion of allowing more time for the student to complete a 

task in order to counteract this problem. So the time to be spent on one passage whilst thinking 

aloud had to be estimated for the subjects taking this into account and was estimated to be 

between 35-50 minutes for each session. This was based on averaging out the total time spent by 

the students in the main study on the CBT and the expected extra time needed due to 

introspective verbalization. The average time spent on the chosen passage when verbalizing 
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turned out to be between 35-45 minutes (outliers on either side excluded), which was within the 

expected range established in advance.  

Secondly, choosing only one passage with ten accompanying items was anticipated to be 

sufficient as the items assessed mainly the same reading types, i.e. local expeditious and careful 

reading. Therefore, ten items would be sufficient to get a good insight into the processes test-

takers employ when answering these items. 

Thirdly, the second passage was chosen for the think aloud based on the item analyses’ 

results of the main study due to the significant difference found on that item favouring PBT, 

which gave the opportunity to further explore this significant difference qualitatively through 

examining the underlying processes when answering this item in PBT compared to CBT. 

  

3.17.3.2 Training Materials TA-Sessions 

The reason for using training materials before the think-aloud sessions was based on 

recommendations from researchers such as Green (1998) who stressed the importance of having 

subjects train in advance on the new method to prevent collecting inaccurate data due to 

participants’ unfamiliarity with the mechanics of thinking aloud itself. Other researchers such as 

McDonough (1995) agreed and argued that doing this is expected to enhance data obtained from 

participants as a result. For the training session in this study, students were asked to complete a 

mathematical problem whilst thinking aloud. The reason for choosing a different discipline than 

in the main study is following Scholfield’s (2006) criteria, which iterated not to choose training 

materials in the same skill/area as the study to be done by the participants. Two simple 

mathematical multiplication problems were selected for the participants to solve using think-
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aloud to see whether they were likely to correctly verbalize their thoughts in the think-aloud 

study. 

 

3.17.3.3 TA Training Session 

The researcher introduced the students to the concept of think-aloud in the beginning in 

order to assure everyone was familiar with it before starting to practice it independently. Then, 

before the participants started their training session, the researcher thought aloud in front of the 

group, as to give the participants an idea of how thinking-aloud looks in practice and to get a 

grasp of what was being required of them. After that, the participants thought aloud solving the 

two mathematical problems while the researcher went around to make sure all did exactly what 

was required of them. All in all, the session proved to be an efficient way to ensure all 

participants were comfortable with putting the think-aloud method into practice, which gave me 

confidence to proceed with the qualitative data collection sessions using the think-aloud method. 

 

3.17.3.4 Procedure Think Aloud 

The twenty students that participated in the think-aloud sessions were scheduled at their 

convenience two at a time per session. This meant a total of ten sessions for the PBT’s and 

another ten for the CBT’s. The participants were given forty-five minutes to complete each 

version of the test, which added up to around ninety minutes of recording for each student. Each 

session lasted between 45-55 minutes in total. The participants were reminded to think aloud and 

to try to maintain a flow talking before they started each session. The digital recorder was put in 

place (out of sight from the participant) and the researcher sat down unobtrusively in the room to 

observe one of the two the participants’ behaviour. The participant that was not observed w 
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verbalized alone in a separate room. In each session, two students were thinking aloud at the 

same time albeit in different locations (i.e. language labs) to prevent disruption. One student was 

observed in each session. The freedom was given to the students to verbalize in both their L1 and 

L2 as seen fit, as other studies that have done the same did not find any effect on either cognitive 

processing or performance in the case of Saudi students, which is the target context in this study 

(i.e. Addamegh, 2003). The two versions of the test were the same, however, the participants 

were not made aware of this fact in order to aid in control for memory effect, which would 

increase the reliability of the obtained data. They were only told that there was going to be a 

second session where they had to do another exam, but no information about its nature was 

given. Furthermore, a 5-week gap was maintained between the participant’s first and second 

session, which further aimed for memory-effect control. The mode order was counter-balanced 

as was the case in the main study, i.e. nine students did the PBT first and CBT second and nine 

did the CBT first and the PBT second. The participants that were observed were interviewed 

after they had finished the test. The TA-recordings were firstly transcribed verbatim, and the 

interviews were subjected to further analysis. 

 

3.18 Think Aloud Data Analysis 

3.18.1 Protocol Transcription 

The researcher and a colleague, who is an academic expert in the Arabic language and 

translation studies and bilingual (i.e. Arabic and English), transcribed the think-aloud data 

together verbatim. This was done in order to ensure accurate transcription in both Arabic and 

English, and to ensure accurate translation from Arabic into English for the parts of the protocol 

that were verbalized in Arabic after the protocols were transcribed. A list of transcription 
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conventions was developed by the researcher in order to create an as transparent, clear and easily 

readable transcription as possible, through the following list of abbreviations and varieties of 

text/font display:  

[Strategy]: indicates the assigned strategy, e.g. [OS1] 

Underlined: the student is reading the actual text of the reading passage  

Italics:  the test-taker is reading the question  

Normal font: verbalization in English  

(normal font): verbalization in Arabic  

(.)  short pause (i.e. > 10 sec) 

(…) longer pause (i.e. < 10 sec) 

word* indicates that the word was misread/mispronounced by the student 

(= text) correction of the mispronounced word 

{UV}: unclear verbalization from the participant 

<text>: explanation/illustration by researcher 

 

The recording devices used when playing the recordings when transcribing were the same 

high-quality digital audio recorders that recorded the think-aloud verbalizations. 

Earphones/headsets were used to listen to the audios and the researcher later segmented the 

transcriptions. Each protocol was listened to multiple times in order to assure accuracy of 

transcription and segmentation. When there was doubt about a particular segment, it was 

replayed until certainty had been achieved. The coding and classification methods and their 

underlying theory are discussed in the section that follows. 
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3.18.2 Development of the Coding Scheme 

3.18.2.1 Segmentation and Coding Stage 

The reason for using think aloud protocols in this study was to answer RQ2, which was 

expected to give insights into cognitive behavior of test-takers when taking a reading test in PBT 

and CBT and to generate supporting evidence for the cognitive equivalence of the two 

confirming/validating hereby the appropriateness of the developed interface for this study’s 

purpose and providing supporting evidence for the test’s cognitive validity contributing to its 

construct validity.  

Based on the reviewed studies that evaluated reading and/or test-taking strategies in CBT 

and PBT, a preliminary coding rubric was generated from these studies to serve as a guide and 

aid in segmenting and coding the first think-aloud recordings. It was expected that unalike 

cognitive behavior would be found in certain cases to some extent due to the nature of this 

study’s test (i.e. mainly assessing text processing at the local/text level), and test items, which 

was different from the aforementioned studies from where the coding schemes were taken (i.e. 

open-ended items vs. MCQ’s and gap-fill items). For the coding of the initial think-aloud 

protocol, the longest think-aloud recording was chosen based on the consideration that it 

potentially contained the greatest number of strategies. This study’s reading/test-taking strategy 

identification process shared Cohen and Upton’s (2007) theory, which compared identifying 

strategies to identifying moves in a discourse genre. When a genre move referred to a specific 

communicative function within the genre’s overall communicative purpose, a strategy referred to 

a specific choice made by the test-taker in order to facilitate the reading/test-taking activity. 

Cohen and Upton described the parallelism between the two as follows: ‘While a genre move 

represents a recognizable communicative event characterized by a communicative purpose, a 
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reading or test-taking strategy represents a specific and recognizable strategic choice made by 

the subject that is deliberate and purposeful and is intended to facilitate the reading or test-taking 

task. Furthermore, just as a genre move is identified and mutually understood by members of the 

professional or academic community in which it regularly occurs, a reading or test-taking 

strategy can also be identified and mutually understood by expert readers and test-takers’ (p.38). 

Van Someren et al. (2004) agree as they emphasize the importance of the coder having 

knowledge about the task at hand and its underlying theory. Following this assumption, the 

strategies in this study were identified based on the strategic function they had in the test, which 

could be both explicit (i.e. explicitly stated) and implied (i.e. only when obvious), and could be 

both reading related strategies and test-taking strategies as indicated in section 2.4. The effect 

this had on segmenting the verbalizations was that a combination of complete thoughts, segments 

marked by pauses, single words, sentences, and even multiple sentences could signify a single 

strategy or strategic move. This variation in strategy length and the intermitted jumping between 

text and questions pointed out by Bax (2013) necessitated episodic coding rather than coding 

each segment (i.e. complete thought). With this in mind, every segment/combination of segments 

that appeared to contain a strategy or strategic move in the initial think-aloud protocol were then 

coded with the guidance of the reviewed relevant studies that informed the strategy list of the 

preliminary coding scheme (see Appendix J, O, and K for the strategies that initially guided this 

study’s coding). The 2 excerpts below are a worked out examples of the think-aloud 

segmentation and coding process to illustrate how this was done essentially. The first excerpt is a 

fragment of student number 16 (i.e. S16) initially reading the passage whereas in the second 

fragment the same student reads and answers item 17 of the reading test.  
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Excerpt 1 

OS1: Paul Newman was born in Cleveland, Ohio, in 1925, and did some acting in high school 

OS1: and college, but never seriously (.) 

R5: What does this mean? (.) 

OS1: never seriously considered making it his future career (.)  

OS1: However, after graduating (.) 

R8: (graduating)(.) 

OS1: he started working in the theatre (.) 

R6: What is a theatre? (.)  

R11: Is it a museum? (.) 

R9: I don’t know what it is (.) 

OS1: And on several TV shows in New York (.) 

OS1: When he was thirty, he went to Los Angeles and made his first film, OK (.) 

OS1: It was what he called an uncomfortable start in the movies (.) 

R7: This is the film, Good (.) 

<END> 

As shown in the excerpt above, OS1, which is the overall strategy ‘reads passage first 

and then answers questions’ (see Appendix P for the full list of strategies identified in this 

study), has been repeatedly coded, i.e. whenever the test-taker read the text. This was done for 

illustration purposes only to indicate that the reading of this test-taker amounted to reading the 

whole passage and after that started answering the questions. The strategies preceded by R all 

belonged in the category initial reading of passage. [R5], for example, is an exemplification of 

the strategy ‘pauses and thinks about reading’, which, as illustrated in the excerpt above, the test-
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taker did by pausing and thinking about what the part he had just read meant. [R8] exemplifies 

the test-taker (correctly) translating the word ‘graduating’ in his L1. Further down, the test-taker 

read the word theatre and repeated the word theatre to aid in understanding of it. After that, he 

guessed that it could have meant ‘museum’, by using background knowledge (synonym 

matching) [R11]. He then indicated that he did not understand the meaning of the word theatre 

he had just read [R9] after having applied the previously mentioned strategy. As shown by [R7], 

the test-taker summarized the sentence he had just read by indicating that this was ‘the film’ to 

aid/confirm comprehension of what he had read. The excerpt below similarly illustrates the 

strategies used by the same test-taker when answering one of the test items during the reading 

test (i.e. item 17). 

Excerpt 2 

Which film made Newman a star? (.) 

T7: He was living in Los Angeles when he became engaged to Joanne Woodward. Newman 

T7: has been interested in car racing, and in 1979 he came second in the twenty-four hour Le 

T7: Mans race. He has a strong social conscience, and has supported causes (.) 

EV2: This doesn’t have anything to do with the question (.) 

T26: Which film made Newman a star? (.) 

T6: <scans passage> (.) 

T9: The next film he chose was his big break. He played the role of the boxer, Rocky  

T9: Graziano in the film ‘Someone up There Likes Me.’ (.) 

TW1: It seems that this is the answer because it said ‘big break’, Good (.) <writes answer>  

EX1: Let’s go to the next question (.) 

<END> 
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Test-taking strategy 7 [T7] shows that the test-taker started search reading the passage in 

order to find relevant information/clues to the test item. He realized after having read part of the 

passage that his search was unsuccessful by indicating that it was not relevant to the question. He 

then reread the question again [T26], started scanning the passage, most likely for the keyword 

‘film’ [T6], and, when found, read the sentence containing the keyword [T9]. He then used a 

test-wiseness strategy to answer the question as he based his answer on the same possible 

keyword ‘big break’ relating to the film that made Newman a star [TW1]. After he answered the 

question the test-taker verbalized his new target, i.e. going to the next question to answer it. The 

total strategy tokens in both of the excerpts above are seven based on the episode break 

indications, i.e. (.). For excerpt one they were: OS1, R5, R8, R6, R11, R9, R7 and for excerpt 

two they were: T7, EV2, T26, T6, T9, TW1, and EX1. As shown in excerpt two, T7 is tagged on 

each of the first three lines but, as indicated by the first episode break (.), is a single strategy that 

ends on the third line. The reason for tagging each of the three lines with T7 was for 

segmentation illustration purposes for the reader only. This coding scheme as illustrated through 

the two examples above was maintained throughout the segmentation and coding process for all 

18 test-takers in this study. It proved to be a solid and reliable scheme, as is further supported 

through the intra and inter-judge reliability checks later in section 3.18.3.  

After all protocols were coded, any identified discrepancies between strategies within the 

coding were discussed with two colleague until agreement was reached; one being a PhD with 

similar research interests as the researcher (i.e. cognitive processing in reading), and the other 

being a vastly experienced ESOL lecturer whose research interests included reading. Cohen & 

Upton (2007), whose RAs (i.e. research assistants) followed the same procedure when 

identifying and coding strategies in their study, suggested this to be done to ensure consistency 
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and accuracy in coding. This process led to a comprehensive list of strategies that was partially 

established based on the strategies found in the initially coded protocol in both its PBT and CBT 

combined with that which was discovered in the initial think-aloud report. This list was then used 

as a template for coding the remaining protocols in both PBT and CBT produced by the 

remaining eighteen test-takers in this study. As subsequent think-aloud recordings were coded, 

the list of strategies underwent changes as a number of preliminary found strategies had to be 

amended, certain strategy combinations ended up having to be collapsed into a single strategy, 

and a number of strategies anticipated initially from the other studies were not found in any of 

the protocols. The final comprehensive list of strategies produced in PBT and CBT by the test-

takers in this study is enclosed in appendix B. Further reliability checks such as intra-coder 

reliability and inter-coder reliability were carried out to ensure consistency in segmenting and 

coding of the verbalizations for this study’s think-aloud data to increase the validity of the 

inferences made from the think-aloud data. The results of these coding validity checks will be 

discussed in section four on page 202 below. 

 

3.18.2.2 Categorization/Classification Stage 

After segmenting and coding of the think-aloud protocols was completed, the coded 

strategies were assorted into a number of categories. The three overall strategy categories for this 

study’s think-aloud protocols were: 

1. Overall test-level strategies (n=6, coded as OS)  

2. Initial reading of the passage (n=9, coded as IR) 

3. Test taking strategies (n=30, coded as TS) 
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The reason for initially dividing these categories into three overall categories was that, 

particularly category one and two were interrelated and could therefore significantly affect each 

other. For example, if a test-taker would decide to read the passage completely initially in PBT 

but would go straight to answering the questions in CBT it could lead to a significant difference 

in strategies employed between the two modes. This could mean that in PBT this test-taker 

employed, say, 14 strategies when initially reading the passage whereas in CBT he would have 

none because he did not initially read the passage. By categorizing it in this manner, the two 

categories could easily be left out (if necessary) to avoid skewing the data in this regard. 

After the categories were finalized, they were discussed with fellow PhD-colleagues who 

had similar research interests and were proficient in the coding and categorization process. Some 

elements of the categorization in this study were similar to the studies reviewed that focused on 

cognitive processing in the language learning/testing literature (see section 2.4 of the literature 

review), however, it is unique due to the nature of the reading tests used (i.e. open-ended 

questions), the nature of the item types (i.e. inducing expeditious reading behaviour), and the 

level of test-takers (i.e. lower-level students) in this study, which is different from what has been 

investigated in the available literature so far. The complete taxonomy for this study’s strategies 

illustrating examples from either the think-aloud reports or accompanying interviews divided 

into their final categories is presented and discussed in section 5.3 of the results and discussion 2 

chapter. 

 

3.18.2.3 Strategy Counting 

In order to systematically count the occurring strategies in each protocol, a template was 

developed including all coding schemes in rows and a column for each item in which they 
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occurred (see Appendix J). As the passage included 10 items, a colour was assigned for each 

item to ensure clarity when counting the occurred strategies later on. E.g. Item one was red, item 

two blue, item three green, etc. Simultaneously, the strategy was coded according to its sequence 

of occurrence (i.e. 1, 2, 3, etc.) to identify any structural strategy order differences between PBT 

and CBT that could be of significance. The strategies were then counted after each recording had 

been reviewed at least two times. All items were local text processing items and largely assessed 

similar reading skills and strategies (i.e. expeditious reading operations followed by careful 

reading processes when information had been located). If a strategy was used more than once 

when solving one item, this strategy was only counted once. This was done to prevent skewed 

data display on the totals due to multiple strategy occurrences for the same test-taker on that item 

only. The total strategies for each test-taker in PBT and CBT were calculated afterwards and 

subjected to further quantitative analyses in SPSS, which is discussed in the second results and 

discussion chapter (i.e. section 5.3). 

 

3.18.3 Reliability Checks 

Scholfield (1995) suggested the following reliability checks to ensure validity and 

reliability of coding think-aloud protocols: Intrajudge Reliability, where the coder/researcher 

segments and codes the same subset of think-aloud data, and Interjudge Reliability, where a 

second coder/researcher codes the same subset of think –aloud data that the first coder initially 

coded. In this study only the former was carried out, as at the time, I could not find a fellow 

researcher/ PhD-student/colleague who was fluent in both Arabic and English and had sufficient 

knowhow in the researcher’s field to warrant for context relevant, reliable coding results. The 

procedure for carrying out the intrajudge reliability check and its results are described below.  
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3.18.3.1 Intrajudge Reliability 

For this reliability check, the researcher coded two random subsets of think-aloud data 

(one PBT and one CBT) initially and recoded the two again after a month had gone by without 

referring back to the initially coded subsets. The counted the number of strategies that were 

found the same between the two coding sessions (1
st
 and 2

nd
 session) and divided this by the 

number of strategies found in the first coding session (Scholfield, 1995). Table 25 below shows 

the total strategies found in the first coding session in the first column (i.e. two subsets), and the 

number of strategies out of the first coding session that agreed with the second session in the 

second column. The third column shows the agreement between the two coding sessions in 

percentages. 

 

                                              Table 25. Intrajudge Coding Reliability Figures 

 

 

 

 

  

 

Table 25 shows that out of 132 strategy tokens, a total of 112 were counted the same over 

both sessions. This brings it to an overall agreement percentage of 84%, which is an acceptable 

figure for intrajudge reliability (Scholfield, 1995). This gives additional supporting evidence for 

the reliability and consistency of the coding procedure and the results obtained from it for this 

study’s think-aloud protocols. 

    TA 

  Subset 

  1
st
  

Coding  

Session 

Agreement  

of Strategy     

   Tokens  

2
nd

 Session 

Percentage 

1     76        67   88% 

2     56        45   80% 

Totals    132       112   84% 
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3.18.3.2 Interjudge Reliability 

The Interjudge reliability check was the second step to ensure validity and reliability of 

the coding of the think-aloud protocols. It appears that, from the many PhD-theses the researcher 

read, normal procedure is to have the researcher and one independent coder code the subset 

selected by the researcher for this purpose. However, due to the novelty of this study, and the 

genre theory this study’s coding is based on, which proposes that strategic moves are best 

interpretable by academics in the field of study they occur in (Cohen & Upton, 2006), one 

additional independent coder coded the chosen subset bringing the total to 3 (i.e. the researcher 

and two independent coders) in order to increase the reliability of the coding scheme applied in 

this study. Table 26 below shows the result of the coding agreement. 

                                      Table 26. Interjudge Coding Reliability Figures 

 

 

As shown in table 26 above, the coding agreement between the researcher and first 

independent coder is not very high but acceptable at 80% using Scholfield’s (1995) calculations. 

A slightly higher agreement was found between the researcher and the second independent coder 

(i.e. 85%). Interestingly, the agreement between the two independent coders was significantly 

higher at 93%. The reason for this would likely be that, although the independent coders’ 

research interests involved L2 reading, they were not as immersed in the realm of strategy 

TA 

Subset 

No. 

Strategies 

Coded by 

Researcher 

 

No. 

Strategies 

Coded 

Same by  

Independent 

Coder 1 

No. 

Strategies 

Coded 

Same by 

Independent 

Coder 2 

   Total 

Agreement 

Researcher 

     & 

  Coder 1 

   Total 

Agreement 

Researcher 

      & 

  Coder 2 

   Total 

Agreement 

   Coder  

   1 & 2 

 

     2      56            45       48     80%      85%    93% 
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utilization in reading tests as the researcher, which likely resulted in more strategies being 

identified by the researcher. Nevertheless, the fact that the agreement between the researcher and 

the two independent coders is acceptable (i.e. 80% and above), and the two independent coders 

reached an even stronger agreement, further substantiates the suitability and reliability of the 

coding scheme used in this study. 

 

3.19 Chapter Summary   

This chapter discussed the methodology used to address the proposed research questions 

in the literature review. This study employed an experiment as its main approach in order to 

investigate the effect of the newly introduced testing mode (i.e. CBT) on test-takers cognitive 

behavior and performance. Firstly, the study instruments were developed and piloted in two 

consecutive sessions. The analyses from the first and second session yielded useful results that 

shaped the eventual instrument materialization for the main study. Each instrument was tested on 

its reliability as far as possible a priori, but also a posteriori the main study when required and 

was comprehensively discussed in order to demonstrate its suitability for this study’s context. 

Furthermore, each stage of the process of analyzing the think-aloud reports from its underlying 

theoretical model, the process of segmenting the protocols, the coding of the protocols, and the 

intra and inter-coder reliability checks were discussed sequentially.  

The next chapter will consecutively present the results according to its underlying 

research question (e.g. RQ1, RQ2) to maintain clarity and uniformity in further discussions. RQ1 

was addressed using quantitative instruments (i.e. computer familiarity questionnaire, ease of use 

questionnaire, and the test used in this study) whereas RQ2 was addressed through think-aloud 
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recordings and accompanying interviews. The results of the analyses for RQ1 and RQ2 are 

presented in Chapter 4 (i.e. results chapter) and a discussion of both follows in Chapter 5. 
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Chapter 4: Study Results Part 1 

4.1 Introduction 

The purpose of this study was to investigate the effect of interface design on test-takers’ 

performance and their cognitive processes employed when taking this study’s reading test in its 

PBT and CBT form by comparing their (score) outcomes and on (cognitive) processes in both 

modes. This chapter presents and discusses the analyses and results related to test-taker 

performance in order to answer the first research question (RQ1) and its accompanying 

hypothesis: 

RQ1. What is the effect of administration mode on test-takers’ performance when taking a 

lower-level L2 reading test? 

H0. There is no effect of administration mode on test-takers’ performance when taking a lower-

level L2 reading test (PBT=CBT). 

In order to address the research question and its accompanying null-hypothesis above, a 

number of statistical analyses were carried out sequentially. Firstly, reliability figures of the total 

test scores on both PBT and CBT are presented. After that, descriptive statistics, score 

distribution comparisons, correlational analyses, and item-level analyses are given for both 

modes. The results are anticipated to either confirm equivalence or show discrepancies between 

the two modes. In addition, if the scores and shapes of the scores are found to be equivalent (i.e. 

show no significant differences), these outcomes will provide (in part) evidence in support of the 

validity of this study’s test by demonstrating that the test is measuring the same or similar 

constructs. Whether these constructs are the appropriate (reading) constructs is to be further 

explored in RQ2 through the examination of test-takers’ cognitive behavior in PBT and CBT. 
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This means that RQ2 complements RQ1 by further qualitatively exploring possible significances 

found through RQ1 in addition to qualitatively describing the underlying processes of test-takers 

when taking an L2 reading test in both modes. 

 

4.2 Testing Mode Effect on Test-Taker Performance  

4.2.1 Reliability Figures PBT and CBT 

One of the basic elements that contribute to establishing equivalence between PBT and 

CBT is showing comparability of reliability figures between the two modes as mentioned by the 

International Testing Commission (ITC, 2005). In order to explore the possible mode effect on 

the reliability of the test scores, the internal consistency of both the items on the paper-based test 

and the computer-based test were measured again by using Cronbach’s Alpha after having 

amended the problematic items (i.e. item 3, 9, and 15) that were found in the pilot study. As 

shown in table 27 below, the reliability results of the main study sample in PBT exhibits a 

considerable improvement for overall reliability compared to the initial analysis, as it increased 

significantly from .773 to .911, which is a .138 difference. 

 

                                             Table 27. Reliability Coefficient PBT Main Study 

Cronbach’s 

    Alpha PBT 

 

N of items 

 

N of Subjects 

        .911        30         102 
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Furthermore, at the item level, item 3, item 9, and item 15 showed significant 

improvements after amendments were made. Item 3 increased from -.116 to .380, item 9 

increased from -.079 to .418, and item 15 increased from -.050 to .433, which reflects the 

positive impact of the adaptations made to the test’s items in addition to the increased sample 

size. The fact that test-takers from the same sample (i.e. preparatory year students) were used in 

both reliability checks and the reliability figures of the three problematic items increased in a 

similar manner in both modes further supports this. The reliability figures in CBT were in line 

with the PBT as shown in table 28 below. Cronbach’s alpha increased to .879, which is also a 

considerable improvement, compared to its initial reliability measures.  

                                             Table 28. Reliability Coefficient CBT Main Study 

    Cronbach’s 

     Alpha CBT 

 

N of items 

 

N of Subjects 

        .879       30        102 

 

A further reliability check was to calculate the standard error of measurement as suggested by 

Brown (2005) who proposed the following formula to achieve this: 

     SEM = S √ (1−rxx) 

    SEM  = Standard Error of Measurement 

    S  = Standard Deviation 

    rxx = Reliability of the Test 

 

The calculated SEM for both PBT and CBT are as follows: 
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                                      Table 29. Standard Error of Measurement for PBT & CBT 

 

 

 

 

                                          

As shown in table 29, the SEM for the PBT and CBT are very similar indicating an 

absence of testing mode effect on SEM when repeating the reading test in a different mode and 

further supported the initial reliability measures of the PBT and CBT.  Establishing an acceptable 

reliability across modes is essential for the further course of statistical analyses, as the absence of 

it could indicate serious issues with the items, which would then reduce the validity and 

reliability of the results of the statistical analyses performed, and the inferences subsequently 

made from them. Therefore, at this point, the acceptable reliability figures after item amendment 

and the supporting similar SEM figures for both modes gave confidence to proceed with further 

describing the test results obtained in both modes by calculating descriptive statistics to describe 

the score distribution characteristics of both PBT and CBT, which will then form the basis for 

further statistical procedures such as establishing relationships and/or differences among these 

score distributions (Bachman, 2004). Either the statistical analysis software package SPSS or a 

combination of Microsoft Excel and SPSS was used for all quantitative analyses carried out in 

this study.  

 

 

 

 

SEM (PBT) .24194 √ (1- .911) = 0.0722 

SEM (CBT) .22824 √ (1- .879) = 0.0794 
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4.2.2 Descriptive Statistics PBT 

                                 Table 30. Descriptive Statistics for the PBT Reading Test    

                    

Descriptive Statistics PBT 

 

N 
Valid 102  

 
Missing 48 

Mean 14.4216 

Std. Error of Mean .71867 

Median 14.0000 

Mode 8.00
a
 

Std. Deviation 7.25823 

Variance 52.682 

Skewness .042 

Std. Error of Skewness                  .239 

Kurtosis -1.242 

Std. Error of Kurtosis .474 

Range 27.00 

Minimum 1.00 

Maximum 28.00 

Sum 1471.00 

8.0000 

Percentiles 

25 

50 14.0000 

75 20.2500 

 

         As table 30 above indicates, the test shows an acceptable difficulty level with the mean 

being around 50% of the total possible score (i.e. x= 14.4216 out of 30). The median is slightly 

lower than the mean (i.e. 14), due to the distribution being slightly positively skewed as the 

skewness figure shows (i.e. .042). The spread of the scores ranges from 8 (Q1) to 20.25 (Q3) of 

which 50% has a range of 12.25 (IQR), which would make the semi-interquartile range 6.125 for 

the PBT. Both the skewness and kurtosis values are between -2 and +2 indicating a reasonably 

normal distribution (Bachman, 2004). 
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 4.2.3 Descriptive Statistics CBT 

                                    Table 31. Descriptive Statistics for the CBT Reading Test 

Descriptive Statistics CBT 

 

N 
Valid 102 

Missing 48 

Mean 15.0784 

Std. Error of Mean .67798 

Median 15.0000 

Mode 5.00
a
 

Std. Deviation 6.84725 

Variance 46.885 

Skewness .037 

Std. Error of Skewness .239 

Kurtosis -.989 

Std. Error of Kurtosis .474 

Range 28.00 

Minimum 1.00 

Maximum 29.00 

Sum 1538.00 

Percentiles 

25 9.0000 

50 15.0000 

75 21.0000 

 

Like the descriptive statistics of the PBT, table 31 above indicates an acceptable 

difficulty level for the CBT with a slightly higher mean than the PBT (i.e. 15.078). The median 

is again slightly lower than the mean (i.e. 15), due to the slightly positively skewed distribution 

(i.e. .037). The spread of the scores ranges from 1(Q1) to 29(Q3) of which 50% has a range of 12 

(IQR), which would make the semi-interquartile range 6 for the CBT, which is very similar to 

PBT. Furthermore, both the skewness and kurtosis values of the CBT are between -2 and +2 

likewise indicating a reasonably normal distribution.  

 



Chapter 4: Results & Discussion 1 

198 

 

4.2.4 Test of Normality 

Because the distribution of the test scores dictates the type of further analyses to carry out 

(i.e. parametric or non-parametric) and how to interpret subsequent descriptive and inferential 

data, further investigation of the normality of distribution in both modes was carried out through 

utilizing the Shapiro-Wilk’s test of normality of which the results are shown in table 32 below. 

                                       Table 32. Shapiro-Wilk’s Normality Test PBT & CBT 

            Test of Normality 

 Shapiro-Wilk 

Statistic df Sig. 

TotalPB .947 102 .000 

TotalCB .971 102 .026 

 

                                  

Table 32 above shows the PB and CB scores are not normally distributed despite earlier 

descriptive indications of the data suggesting otherwise. The results for the PBT are significant at 

the .001 level whereas for the CBT they are significant at the .05 level. This is further illustrated 

in the histograms below visualizing a clear deviation from the normal bell curve in both modes.  

                          

       Figure 24. Score Distribution in PBT                                      Figure 25. Score Distribution in CBT 

Both figure 15 and figure 16 show a clear deviation in score distribution from the indicated 
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normal bell curve, which appears to be more extreme in the PBT compared to the CBT. 

Nevertheless, in both cases the divergence is significant and it was therefore required to treat the 

data as non-parametric when further describing the results and investigating differences and 

relationships between the two modes.  

 

4.2.5 Score Comparisons PBT and CBT 

The next step was to investigate the magnitude of the difference in spread of the scores 

between both modes through comparing the medians in PBT with CBT. This was done two-fold: 

First, the score distributions signified by the median and 25% and 75% quartiles are illustrated 

through a boxplot (figure 20 below) including both PBT and CBT. Next, the Wilcoxon signed 

rank test was utilized to show the magnitude of the difference between PBT and CBT.  

 

                                                             

                              Figure 26. Boxplot Median CBT and PBT Scores  

Figure 20 above further illustrates the 25%-75% percentiles that were numerically given 

in table 30 for PBT, which were between 8 (Q1) and 20.25 (Q3), and for CBT, numerically given 
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in table 31, were between 9 (Q1) and 21 (Q3). The median (i.e. second quartile) in PBT was 14 

whereas in CBT it was slightly higher at 15. This further indicates the similarity of grouping of 

scores in PBT and CBT.  

In order to compare the significance of overall score differences between the two modes 

for non-parametric data, the Wilcoxon signed ranks test was used to achieve this. Instead of 

comparing means, which is normally done using a t-test, the Wilcoxon signed rank test examines 

whether two variables’ medians are the same. The results are shown in table 33 below.  

 

                         Table 33. Wilcoxon Test Results of Difference Total PBT & CBT Scores       

      Test Statistics
a
 

 TotalCB - 

TotalPB 

 Z -1.442
b
 

Asymp. Sig. (2-tailed) .149 

a. Wilcoxon Signed Ranks Test 

b. Based on negative ranks 

As table 33 above shows, no significant difference between the medians of the PBT and 

CBT was found (i.e. p= .149) signifying similar central tendency of the scores in both PBT and 

CBT modes further supporting that test-takers’ performance was not significantly affected by the 

newly introduced testing mode, i.e. CBT. A further check was to correlate the PBT and CBT 

scores with each other to substantiate the results above by visualizing the strength of the 

relationship between the two, which is presented in the following section.  
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4.2.6 Correlational Analyses PBT and CBT 

By investigating the covariance between the two tests (i.e. PBT and CBT) more data is 

generated on the individual response patterns of the test-takers in both modes; the greater the 

covariance, the similar the tests would appear to be. Correlational analyses were run on the two 

tests in order to achieve this. The appropriate test to obtain correlational values for non-

parametric data was the Spearman rho correlation test whose results are shown in table 34 below. 

 

                                       Table 34. Correlations CBT and PBT Main Study 

 

 

 

 

 

 

 

 

 

 

Table 34 shows a moderately high and significant correlation between the PBT and CBT 

(i.e. 0.785) at the 0.01 level (i.e. p< 0.01). This provides further evidence in support of the 

validity of the newly introduced testing mode (i.e. CBT) as it indicates the degree of parallel 

behavior for each student on both modes. These results, in addition to the reliability figures and 

descriptive statistics for each mode, and comparison of overall performance on both modes 

further confirmed the suitability of the study tests used for this study’s purpose. These results 

also partially support the interface design discussion in the second pilot study whose conclusions 

would be interpretable provided the test used showed acceptable reliability, and preliminary 

               Spearman's rho Correlations 

 

 

TotalPB TotalCB 

 

TotalPB 

Correlation Coefficient 1.000 .785
**

 

Sig. (2-tailed) . .000 

N 102 102 

TotalCB 

Correlation Coefficient .785
**

 1.000 

Sig. (2-tailed) .000 . 

N 102 102 

**. Correlation is significant at the 0.01 level (2-tailed). 
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evidence indicating that similar constructs were measured between both modes (i.e. construct 

validity).  

Following the results obtained from the descriptive statistics, median comparisons, and 

correlational data on the total scores for PBT and CBT, the next step in further investigating the 

reliability and validity of the test scores was to investigate whether there existed any significant 

differences in scores for each item individually (i.e. the item level), which is discussed in the 

following section. 

4.2.7 Item Performance Comparison PBT and CBT 

To examine whether there are any discrepancies on overall performance between the two 

modes at the item level, the percentage of students answering the items correctly in PBT and 

CBT was compared for each of the thirty items of the reading test. Because the data are non-

parametric, the Wilcoxon’s signed rank test was the method of choice to examine the 

significance of differences on item performance between the two modes as an alternative to the 

paired samples t-test, which is applicable to parametric data.  
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                         Table 35. Comparison of Item Level Performance between PBT and CBT 

Item 

 

  PBT     

  Total    

    % 

  CBT   

  Total 

    % 

       Wilcoxon           

 
Item   CBT   PBT 

      Wilcoxon 

      

    p z     p z 

 

     1 

 

   88.2 

 

   91.1 

 

.366 

 

-.905 

 

  16 

 

   67.6  

 

   60.7 

 

.209 

 

-1.257 

 

     2 

 

   16.6 

 

   25.4 

 

.039 

 

-2.065 

 

  17 

 

   24.5  

 

   26.4 

 

.617 

 

-.500 

 

     3 

 

   61.7 

 

   58.8 

 

.602 

 

-.522 

 

  18 

 

   48.0  

 

   50.0 

 

.715 

 

-.365 

 

     4 

 

   50.0 

 

   48.0 

 

.715 

 

-.365 

 

  19 

 

   36.2 

 

   33.3 

 

.602 

 

-.522 

 

     5 

 

   61.7 

 

   57.8 

 

.346 

 

-.943 

 

  20 

 

   41.1 

 

   34.3 

 

.127 

 

-1.528 

 

     6 

 

   28.4 

 

   36.2 

 

.157 

 

-1.414 

 

  21 

 

   88.2  

 

   91.1 

 

.467 

 

-.728 

 

     7 

 

   77.4 

 

   85.2 

 

.088 

 

-1.706 

 

  22 

 

   39.2  

 

   35.2 

 

.394 

 

-.853 

 

     8 

 

   38.2 

 

   48.0 

 

.059 

 

-1.890 

 

  23 

 

   64.7 

 

   61.7 

 

.564 

 

-.577 

 

     9 

 

   80.3 

 

   87.2 

 

.144 

 

-1.460 

 

  24 

 

   35.2  

 

   26.4 

 

.139 

 

-1.480 

 

    10 

 

   55.8 

 

   51.9 

 

.414 

 

-.816 

 

  25 

 

   13.7  

 

   18.6 

 

.225 

 

-1.213 

 

    11 

 

   42.1 

 

   41.1 

 

.853 

 

-.186 

 

  26 

 

   32.3 

 

   41.1 

 

.139 

 

-1.480 

 

    12 

 

   21.5 

 

   22.5  

 

.782 

 

-.277 

 

  27 

 

   32.3 

 

   34.3 

 

.732 

 

-.343 

 

    13 

 

   39.2 

 

   40.1 

 

.857 

 

-.180 

 

  28 

 

   48.0 

 

   47.0 

 

.857 

 

-.180 

 

    14 

 

   80.3 

 

   69.6 

 

.016 

 

-2.400 

 

  29 

 

   54.9 

 

   50.9 

 

.414 

 

-.816 

 

    15 

 

   61.7 

 

   68.6 

 

.209 

 

-1.257 

 

  30 

 

   45.0 

 

   30.3 

 

.131 

 

-1.512 

  

As shown in table 35 above, the significance of the differences found between the two 

modes is reflected through the calculated p-value of the scores for each item pair (i.e. item 1 PBT 

& item 1 CBT, item 2 PBT & item 2 CBT etc.) No significant differences were found for the 

majority of the test items at the p <. 05 level. Only performance differences on item 2 (i.e. p= 

.039) and item 14 (i.e. p= .016) turned out to be statistically significant, which could have been 

an indication of either a case of construct irrelevant variance or construct underrepresentation 
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(Messick, 1998). Item 2 was part of passage 1, which included items 1-10. Item 14 was part of 

passage 2, which included items 11-20.  As mentioned in chapter 3, the time allocated for the 

think-aloud sessions was 35 minutes for each test-taker in each mode. As including both 

passages in the think-aloud would have resulted in too long of a verbalization from the test-

takers, a decision had to be made on which of the two passage containing the item that was 

significantly differently performed on would be included. The justification for choosing the 

passage containing item 14 over passage 1 containing item 2 was twofold: 

1. Performance in CBT for item 14 was significantly lower than in PBT as opposed to item 2 

where the PBT scores were lower than the CBT scores 

2. Magnitude of significance (0.16 compared to 0.39) 

Both think-aloud verbalizations and retrospective interviews are anticipated to further shed light 

on the cause of the observed significance on this particular item, which is further discussed in 

chapter 5. 

4.2.8 Post-Test Questionnaire 

Test takers’ views or viewpoints on how they experienced the test-taking process or 

certain features of the test could be a useful addition in test validity studies (e.g. Bachman & 

Palmer, 1996; American Educational Research Association, 1999; McNamara, 2000). Urquhart 

& Weir (1998) mentioned that structured feedback from test-takers on study instruments, the test 

tasks, and texts involved could give an important broad view on how the study’s sample 

responds to the test and the possible impact of certain test features on test-takers in general. 

Finding this out was particularly important in this study’s context (i.e. Saudi Arabia) as CBT is 

still in its infancy there and, due to the rapid advancements in technology in addition to the 
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ample advantages CBT has over PBT (e.g. Funke; 1998, Butcher, 1987; Butcher et al., 2000; 

Mason, 2001; Roever, 2001) particularly in large-scale assessments, it is likely to eventually 

become an integral part of the assessment system in public and private educational 

establishments in the future (e.g. Al-Amri, 2008). In language testing research, test-takers’ views 

have been gauged ample times for these purposes, i.e. to corroborate or triangulate statistical data 

analyses (e.g. Boo, 1997; Kirsch et al., 1998; Taylor et al., 1998; Gorsuch, 2004; Al-Amri, 2008; 

Flowers et al., 2011). This study likewise administered a post-test questionnaire to the test-

takers, which was given to gauge their perceived ease of use of the CBT by asking questions 

about certain features of the interface compared to the PBT. The questions were divided into two 

parts; the first part elicited students’ general perception of the ease of use of a number of key 

features of the CBT such as scrolling, navigating, readability of text, and answering items 

whereas the second part required students to express their preference for one mode over the other 

in relation to these aspects. The purpose of this questionnaire was threefold: 

1. To initially gauge an overall impression on the potential feasibility of using CBT in the target 

context from a test-takers’ perspective. 

2. To substantiate both performance analyses and processes analyses provided equivalence was 

established in both by a substantial number of test-takers.  

3. To guide further possible interview questions for the think-aloud sample. For example, if a 

substantial number of students would have indicated that they had had significant issues with key 

features of the interface despite the amendments that were made, the think-aloud reports 

themselves could then have given further insights into how this could possibly have affected 

cognitive behavior. Table 36 below shows the results of the post-test questionnaire. 
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      Table 36. Descriptive Summary of Participants’ Ease of Use Questionnaire Results Part 1 

 

                 Question 

 

  Response Options 

 

            Percentage 

1. The text and questions on screen 

were easy for me to read. 

1.Strongly Disagree 

2.Disagree 

3. Neither  

4.Agree 

5.Strongly Agree 

              10.78% 

                9.80% 

              21.56% 

              19.60% 

              38.23% 

2. The text and questions on paper 

were easy for me to read. 

1.Strongly Disagree 

2.Disagree 

3. Neither 

4.Agree 

5.Strongly Agree 

              15.68% 

              15.68% 

              24.50% 

              15.68% 

              28.43% 

3. The size of the computer screen 

was big enough. 

1.Strongly Disagree 

2.Disagree 

3.Neither  

4.Agree 

5.Strongly Agree 

                5.88% 

                4.90% 

              11.76% 

              26.47% 

              50.98% 

4. It was easy to navigate through 

the test using the navigation 

buttons. 

1.Strongly Disagree 

2.Disagree 

3.Neither  

4.Agree 

5.Strongly Agree 

                5.88% 

                5.88% 

              18.62% 

              14.70% 

              54.90% 

5. Using the scrolling feature was 

not problematic for me. 

1.Strongly Disagree 

2.Disagree 

3.Neither  

4.Agree 

5.Strongly Agree 

                8.82% 

                8.82% 

              17.65% 

              21.56% 

              43.14% 

6. I think I did better on the 

computer-based test than on the 

paper-based test. Why? 

 

1.Strongly Disagree 

2.Disagree 

3.Neither  

4.Agree 

5.Strongly Agree 

                3.92% 

                8.82% 

              17.65% 

              20.58% 

              49.02% 

 

As shown in table 36 above, around 60 % of the test-takers found it easy to read the text 

and test questions on screen whereas only 20% indicated difficulties with reading on screen. 

Around 20% reported that it was neither difficult nor easy to read text and questions on screen 

indicating neither a positive nor a negative impact for this group. This would mean that at least 
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80% of the total test-takers perceived that reading on screen did not have a negative impact on 

them when taking the reading test on computer. As for question 2, the paper-based experience 

was slightly different with a total of around 70% of the test-takers not experiencing a negative 

impact of reading on paper and the remaining 30% perceiving that reading on paper was not easy 

indicating some difficulty in this regard. Around 90% of the test-takers were satisfied with the 

screen size as opposed to 10% who indicated that the screen should preferably have been larger 

than the 17” screen used in this study’s CBT. Around 88% of the test-takers did not experience 

any problems navigating on screen of which 70% found it easy as opposed to around 12% who 

indicated some difficulty with navigating on screen. 18% of the test-takers reported some 

difficulty with scrolling whereas 82% did not experience this difficulty. Around 70% of the test-

takers felt they performed better on the CBT as opposed to only around 13% who reported they 

thought they did better on the PBT. Around 17% reported they did not perform better on either 

one. Table 37 below further illustrates how the test-takers in this study experienced the features 

of both modes in relation to each other. 
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                 Table 37. Summary of Participants’ Ease of Use Questionnaire Results Part 2 

 

                                  Questions 

                     Options 

                         % 

Computer Paper No Diff. 

7. In which test was the text easier to read?    47% 29% 24% 

8. Which test did you prefer taking? 

(Why)? 

  

 

51% 

 

37% 

 

12% 

9. In which test was it easier to write down answers?   

(Why)?  

 

 

65% 

 

30% 

 

5% 

10. In Which test was it easier to change answers?  

(Why)?   

 

 

83% 

 

6% 

 

11% 

11. In which test were the reading passages easier to navigate 

through? 

 

72% 

 

21% 

 

7% 

 

As shown in table 37 above, about half of the total participants felt that the text on CBT 

was easier to read than on the PBT compared to around 30% who felt PBT was easier to read. 

About a quarter of the participants reported it was the same on both modes. As for test mode 

preference, about half of the test-takers preferred taking the CBT over the PBT whereas 37 % 

reported the opposite. Slightly over 10% of the total participants did not prefer either mode to the 

other. A large difference was found between test-takers’ experience when writing down answers, 

as 65% reported that it was easier to write down answers on computer than on paper. Only 5% 

reported no preference for either of the two modes. The difference found was even greater with 

regards to changing answers, as 83% found this to be easier on computer than on paper as 

opposed to only 6% who found changing answers on paper was the easier of the two. 11% did 

not prefer either mode to the other in this regard. As for navigating through the passage, 72% 
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found this to be easier in CBT compared to 21% that found this to be the case in PBT. Only 7 % 

of the test-takers did not experience a difference in difficulty here. 

 

4.3 Discussion of Results Part 1: Test-Takers’ Performance in PBT and CBT 

4.3.1 Comparability of Scores in PBT and CBT 

Results obtained from the analyses of this study’s test (i.e. reliability, mean comparisons, 

correlational analysis, and item analysis) appear to be in agreement with a large number of 

studies that examined the effect of testing mode on reading test results in terms of the non-

significance of the differences between the two modes (for compatibility reasons with regards to 

computer devices only studies from late 20
th

 and 21
st
 century are discussed). 

 

4.3.1.1 Reliability in PBT and CBT  

Various studies that investigated score comparability employed reliability analyses as an 

initial indication of item variance/invariance (e.g. Boo, 1997; Hagler et al., 2005; Coles et al., 

2007; Al-Amri, 2008). This study’s internal consistency measures were .911 for the PBT and 

.879 for the CBT, which were both well above the .8 recommended in a language testing context 

(e.g. Bachman, 2004). A significant increase in reliability figures was achieved through: 

1. Increasing the number of test items (i.e. n=30) 

2. Increasing the number of participants (i.e. n=102) 

3. Amending test-items that appeared not to work sufficiently well (i.e. item 3, 9, and 15)  

4. Amending features of the Interface through piloting and usability testing 

The reliability results in combination with SEM measures in both modes supported the 

reliability of the items representing the overall construct of (expeditious) reading in this case. In 
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addition, they provided initial supporting evidence for the absence of an effect of the newly 

introduced testing mode (i.e. CBT) on test-item internal consistency on the CBT. Item 

correlational analysis, which produced a moderately high and significant correlation of .785 

corroborated these findings and further implied the similarity of the constructs measured, 

provided the TA protocols showed equivalent, construct relevant processing in both modes to 

support this. Related research that included effect of testing mode on its reliability in PBT and 

CBT was that of Boo (1997). In his study (that included a reading section), which also involved 

other variables such as computer attitudes, familiarity, and anxiety, no significant effect of the 

newly introduced testing mode (i.e. CBT) was found on the test’s reliability, which was the same 

for this study. No interactions of computer familiarity and attitudes towards using a computer 

were detected either, which provided further supporting evidence towards the construct validity 

of the test used in his study. Other studies such as Choi et al. ‘s (2003) showed relatively low 

internal consistency figures on the reading comprehension section of their proficiency test of 

.755 for the PBT and .668 for the CBT, in particular for the CBT. Choi et al (2003) argued that 

the lower figures for the CBT reading section of their test could be attributed to the relatively 

small number of items in the test. However, internal consistency increased to 9.3 after they had 

corrected for measurement error. Interestingly, they achieved an initial internal consistency of 

over .8 for both PBT and CBT on the listening component, which they argued was due to the 

advantages of that same CBT (e.g. through using visual cues). Likewise, Al-Amri’s (2008) three 

tests in PBT and CBT had an internal consistency of .57 on PBT 1, .65 on PBT 2, .70 on PBT 3 

and .58 on CBT 1, .64 on CBT 2 and .65 on CBT 3. These figures were even lower than Choi et 

al.’s (2003) initial reliability measure for the most part, which Al-Amri (2008) argued was due to 

the nature of the tests used in his study i.e. institutional tests and/or the low number of test items 
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(15, 14, and 15 for test 1, 2, and 3 respectively). He then recalculated the internal consistency 

combining the three tests and found .535 on PBT and .707 on CBT. Although this is a slight 

improvement (which was more prominent in CBT), it is still on the lower end, which therefore 

could be due to the nature of the test itself, since theoretically, the number of items increased by 

doing so. This study likewise used an institutional test in the same target context involving 

similar participants (i.e. Saudi Arabian preparatory year students) but showed much higher 

reliability figures, which possibly indicates a different main cause for the lower reliability of his 

study’s tests and perhaps other contributing factors but not necessarily the tests themselves. 

 

4.3.1.2 Test-Takers’ Performance in PBT and CBT 

The descriptive statistics further shed light on score distributions/ shapes of test-takers’ 

scores in PBT and CBT. Score medians for both modes were similar with 14 in PBT and 15 in 

CBT. Although the overall median for the CBT was higher than the PBT by about 4%, the 

Wilcoxon signed ranks test for related samples showed that this difference was not significant 

between the two modes (i.e. p=. 149) further evidencing the absence of an effect of the new 

testing mode on test-takers’ performance. Performance comparison analyses at the item level in 

PBT and CBT showed a significant difference between the two modes on two items, i.e. item 2, 

and item 14. Item 14 is further investigated as in this case the CBT performance was 

significantly lower than PBT whereas for item 2 it was the opposite. Think-aloud reports are 

expected to further reveal whether possible underlying cause(s) are related to the interface or 

others through investigating test-takers’ cognitive processing in the two modes.  

The non-significant overall performance difference found in this study was in accordance 

with several of the more recent studies that investigated reading performance in PBT and CBT. 
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Fitzpatrick & Triscari’s (2005) study that included a comparable number of high school students 

(n=2205) yielded similar results, as they did not find a significant difference in scores between 

the national reading test they administered in its PB and CB form. Higgins et al. (2005) who also 

used a national reading test for the 219 4
th

 grade students in their study revealed similar results 

(i.e. non-significant difference between PBT and CBT). Green & Maycock (2004) who 

compared the PBT and CBT version of the IELTS (which included a reading section) concluded 

that both forms for their population sample were e equivalent. Blackhurst, (2005) who later 

investigated part B of the IELTS test Green & Maycock reported on, likewise confirmed 

comparability between the two modes.  

On the other hand, others did report a negative effect of CBT on test-takers’ reading 

performance, which was statistically significant. For example, Choi et al. (2003) who used a 

proficiency test assessing the four language skills (which included reading) investigating test 

construct validity found a significant effect of CBT on the listening, vocabulary, and reading 

section of their test.  They attributed this difference to eye fatigue, which appeared to have been 

a commonly drawn conclusion when significant (negative) effects of CBT were found around 

that time (e.g. Boo, 1997; Larson, 1999; Choi, 2000). The issue that exists is that there is little 

empirical research that provides data to support this claim, which, although eye-fatigue (also 

referred to as eyestrain) is a reality in CBT or computer use in general, makes it somewhat 

subjective as an argument for being the cause for inferior performance in CBT compared to PBT. 

This can be seen in a number of the studies where participants reported eye fatigue but at the 

same time did not find any significant effect on overall performance (e.g. Blackhurst, 2005; 

Darroch et al., 2005; Al-Amri, 2008). 
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Furthermore, eye fatigue, which in reality is fatigue of the iris muscle (e.g. Campbell and 

Durden, 1983; Taptagaporn and Saito, 1990) is in the field of science commonly thought to be 

relieved by simply looking away from the screen at a distant object on regular intervals i.e. every 

25-30 minutes (Cheu, 1998). Nevertheless, based on the typographical elements review in 

chapter 2 (section 2.6.7.1), the high contrasting of text and background, as indicated by Galitz 

(2007), would be a more likely alternative explanation as especially the studies carried out in the 

21
st
 century that reported eye fatigue had used computers with higher resolutions. This could 

have resulted in eye fatigue due to this combination of higher resolution and (too) sharp contrast 

(i.e. black text on white background), which was avoided in this study’s interface design by 

using less contrastive colour combinations. 

The only study that, like this study, found no overall performance differences yet some at 

the item level was Pommerich’s (2004) who made amendments to the interface in-between the 

two testing cycles because of this. Pommerich (2004) mentioned that one of the possible 

underlying causes was impediment of spatial organization in the passage by having to scroll as 

opposed to PBT where because of the absence of this it was easier for test-takers to locate 

relevant information in the passage. This is unlikely to be the underlying cause for the observed 

difference with item 14 in this study because the text passage is significantly shorter (i.e. 303 

words) which minimized scrolling therefore limiting effect on spatial memory. However, the 

possible underlying cognitive aspect will be further discussed in the chapter that follows to shed 

more light on whether the possible cause for this difference is to be attributed to the testing 

mode. The section that follows summarizes and concludes this chapter. 
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4.4 Summary 

Overall, the presented findings related to RQ1 combined suggest an acceptable reliability 

and validity of the tests and the test items used in this study for this particular purpose in this 

context. Item reliability was preliminarily established through item-total correlations in both 

modes and descriptive statistics were given for both modes to initially describe the score 

distribution characteristics. Although the initial impression based on the descriptive statistics 

indicated reasonably normally distributed data, further analyses revealed that this was not the 

case. Descriptive statistics on score grouping (i.e. median) and variability/ dispersion 

(interquartile range and semi-interquartile range) suggested similar distribution between the two 

modes. Non-parametric comparison analyses confirmed that there was no statistically significant 

difference between the PBT and CBT score distributions. Further correlational analyses 

supported these findings by indicating a strong relationship between PBT and CBT. These results 

provide supporting evidence towards the absence of test-mode effect on test-takers’ performance 

and would suggest mode comparability. However, two significant differences were found at the 

item level of which one favoured PBT (item 14) whereas the other favoured CBT (item 2). For 

the importance to this study, i.e. investigating the suitability of the developed interface for this 

study, item 14 will be further investigated in the think-aloud study in chapter 5, as this item 

negatively affected CBT performance as opposed to item 2, which favoured CBT. Investigating 

test-takers’ processes could reveal whether this difference can be attributed to the interface itself 

or possibly to a different source.
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Chapter 5 Results & Discussion, Part 2a: Comparing Processes  

5.1 Introduction 

This chapter discusses the cognitive processes test-takers utilized when taking this 

study’s L2 reading test in both PBT and CBT. In order to investigate the effect of interface 

design on test-takers cognitive processes, the following research question and accompanying 

hypothesis were formulated:   

RQ2. Is there any effect of administration mode on test-takers’ cognitive processes when taking 

a lower-level L2 reading test?  

H0: There is no effect of administration mode on test-takers’ cognitive processes when taking a 

lower-level L2 reading test. 

Test-takers’ verbalizations in this study in both PBT and CBT were recorded, transcribed, 

segmented, coded, and analyzed in order to look in-depth into test-takers’ processing when 

taking the reading test. This part of the study was largely exploratory, as the cognitive processes 

of lower-level students involved in performing expeditious reading tasks has not been 

investigated in this manner as of yet to the researcher’s knowledge other than by Bax (2013), 

however, he used a different instrument to identify processes involved when taking a L2 reading 

test (i.e. eye tracking technology). In presenting the results, a category-by-category arrangement 

is maintained as mentioned in chapter 3 informed by previous studies such as Cohen and Upton 

(2007), Kobrin (2000), and Al-Amri (2008). Each strategy category with its included strategies is 

described in a table defining each strategy to which the researcher assigned a unique code. The 

test-taking strategies that were found (i.e. TS) were further categorized post-hoc according to 

their occurrence in the think aloud protocol. This was done for discussion purposes only and 
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does not carry further significance to the study’s outcomes. The total strategy categories were 

eleven and were divided as follows:  

Category 1: Overall Test-Level Strategies (OS) 

This category includes the overall strategies used by a test-taker when reading the text. For 

example, when a test-taker read the whole passage and then started reading the questions and 

answering them, this strategy was categorized as an OS-strategy (i.e. OS1).  

Category 2: Initial reading of the passage (IR) 

When a test-taker started reading the passage initially, i.e. before answering the questions, the 

strategies identified through the think-aloud verbalizations during reading of the passage initially 

were categorized as IR-strategies. 

Category 3: Test-Taking Strategies Related to Reading of Questions (TS) 

Any verbalizations during the reading of the questions by the test-takers were placed in this 

category. For example, when the think-aloud verbalization revealed that a test-taker read the 

question and then read it again, this strategy was included in this category. 

Category 4: Test-Taking Strategies Related to Reading of Passage (TS) 

Logically following the reading of the question, test-takers read the passage to search for the 

answer. Strategies that were utilized such as scanning and search reading were included in this 

category. Think-aloud verbalizations indicating these strategies were allocated to this category in 

among others. 

Category 5: Test-Taking Strategies Related to Aiding in Answering Questions (TS) 



Chapter 5: Results & Discussion 2 

217 

 

Verbalizations when answering the test items were allocated to this category. For example, when 

a test-taker guessed the answer, used his background knowledge or answered the question from 

memory, these strategies were included here. 

Category 6: Test-Taking Strategies related to Items after having answered them (TS) 

When test-takers’ verbalizations indicated that they went back to the question after having 

answered it, the strategies that were utilized were allocated to this category. For example, there 

were several instances where test-takers discovered an answer to a previous question later on and 

then returned back to that question to correct it, which fell into this category. 

Category 7: Supporting Strategies (SUP) 

This category included strategies such as taking notes or underlining information in the text to 

aid them when having to return to it for clarification purposes for example. These strategies were 

not verbalized but observed by the researcher during the test administration. 

Category 8: Executive Strategies (EX) 

Verbalizations indicating the target of search were included in this category. When a test-taker 

monitored his location in the passage, i.e. using his overall knowledge of the location of certain 

information within the text, it was also assigned to the executive strategies category. 

Category 9: Evaluative Strategies (EV) 

Verbalizations indicating the Evaluation of possible answers to questions within the text or 

successful/unsuccessful searches were included in this category. Evaluating the meaning of a 

word or phrase read was also one of the evaluative strategies assigned to this category. 
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Category 10: Inferencing Strategies (INF) 

Verbalizations indicating pronoun referencing, inferring word meaning from context or 

background knowledge were assigned to this category.   

Category 11: Affective Strategies (AFF) 

Verbalizations indicating self-motivation or any others of similar essence were considered as 

affective strategies. 

Excerpts from the think-aloud reports representing the strategies as they occurred in the 

think-aloud recordings are given for illustrational purposes. Additional comments are given by 

the researcher when deemed necessary. As part of RQ2 was to explore all strategies used by the 

test-takers, and, 48 out of 50 of the found strategies were found in PBT as well as in CBT, it is 

not specified in the examples in which of the two testing modes the strategy was used. Only 

when a particular strategy is unique to one of the two testing modes (i.e. PBT or CBT) it is 

specified in the example. Before discussing the strategy frequencies and differences in both 

modes, an overview of the total number of strategies (i.e. types) and occurrences (i.e. tokens) of 

these strategies in both modes are given. 

 

5.2 Overview Overall Strategy Types and Tokens in PBT and CBT 

Table 38 below shows the total number of strategy types found in PBT and CBT. The 

process of counting the strategies was based on the occurrence of the strategy type first, each 

receiving a unique strategy code as explained in section 3.9.4.3.5, chapter 3. After that, the 

number of occurrences for that particular strategy type was calculated for all participants (n=18), 

which lead to a total of x-number of strategy tokens for each participant. The strategy 
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occurrences might seem to be at the lower end compared to other studies, however, this study’s 

focus was on expeditious reading operations only, which likely exclude higher-level text 

processes based on the nature of the test items. Section 5.7 will further validate this through a 

comparison of reading types elicited by the test items between PBT and CBT. 

 

                   Table 38. Overview Strategy Types and Strategy Type Tokens PBT and CBT 

Testing  

Mode 

        Total  

     Identified      

 Strategy Types 

          Total  

    Strategy Type  

      Frequencies 

      Sig. of Diff. 

 Total PBT & CBT 

      Frequencies  

PBT              45           913            t= 1.762 

CBT              42           805            p= .096 

 

As shown in table 38 above, the total number of strategies found in the PBT was forty-

five whereas the CBT yielded a total of forty-two test-taker strategies. The strategy types 

identified were the same for forty strategies in both modes. As for the frequency of the strategy 

types in the paper-based test, a total of 913 with a mean of 50.72 were identified compared to 

814 in the computer-based test showing an average of 44.72 respectively. The paired sample t-

test that was carried out showed a non-significant difference between the frequency totals of 

strategies used in both modes (i.e. p= .096). The total number of strategy tokens for each test-

taker was calculated in PBT and CBT using the method explained in detail in the methodology 

chapter (i.e. based on episodic segmentation). An overview of the total strategy tokens identified 

for each test-taker in both modes is shown in table 39 below. 
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                           Table 39. Total Strategy Tokens each Participant in PBT and CBT 

Participant No. Total Strategy 

Tokens PBT 

 

Total Strategy 

Tokens CBT 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

32 

33 

62 

39 

53 

25 

69 

41 

27 

50 

57 

66 

41 

71 

70 

49 

53 

75 

34 

37 

56 

40 

36 

24 

47 

34 

26 

33 

55 

57 

40 

43 

48 

32 

62 

101 

Totals 913 805 

        

Table 39 above shows the total number of overall strategy tokens used by each 

participant on the PBT and CBT- test. The number of strategy tokens may seem on the lower 

side, however, the study’s test-passage used for the think-aloud consisted of only ten items (i.e. 

questions). Furthermore, the items assessed local expeditious and local careful reading processes, 

which was expected to rule out usage of more global level processing from the test-takers. The 

lowest number of observed strategy tokens used by participants on the PBT was 25 (i.e. 

participant 6), which is 2.7% of the total strategy tokens in PBT whereas the lowest number on 

the CBT was 24 (i.e. participant 6), which is 3% of the total strategy tokens in CBT. The highest 
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number of observed strategy tokens used on the PBT was 75 (i.e. participant 18), which is 8% of 

the total strategy tokens in PBT, while on the 101 strategy tokens were the largest identified 

number in CBT (i.e. participant 18), which is 12.5% of the total strategy tokens in CBT. The 

paired samples t-test on the total strategy tokens identified in both modes revealed no significant 

differences between PBT and CBT. Furthermore, correlational analyses showed a reasonably 

high and significant correlation of .692 at the .01- level, which, taken together with the paired 

sample results, preliminarily suggests an absence of an effect of the CBT on overall cognitive 

processes used by test-takers. However, significant differences at the individual strategy-level 

could still exist between PBT and CBT, as exemplified in Pommerich’s (2004) study, for 

example. Therefore, paired samples t-tests were utilized on every strategy in each mode. The 

results are presented below assorted by coding category as illustrated in chapter 3 (p. 223). The 

table for each category includes the mean frequency of strategy occurrence in PBT and CBT, its 

standard deviation, and paired-samples t-tests’ results. For uniformity in discussing the 

strategies, the same key as detailed in chapter 3 (p. 324) should be adhered to in order to interpret 

test-takers’ verbalizations in the examples given in this chapter, and, likewise, in subsequent 

discussions.  

 

5.3 Overview Strategies by Category 

5.3.1 Category 1: Overall Test-Level Strategies 

This category includes the overall strategies utilized at the test level, i.e. how the test-

taker approached the test in terms of reading of the text passage and answering associated test 

items, which was based on Kobrin’s (2000) study (see Appendix J). As this strategy could only 
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be applied once in each mode, a total of eighteen occurrences in each mode were found parallel 

to the number of test-takers (i.e. n=18), which is 2 % of the total strategy tokens in PBT and  

2.3 % of the total strategy tokens in CBT. The four overall test-level strategies identified were as 

follows: 

OS1: Reads passage first then answers questions: e.g. (Appendix M). 

OS2: Starts to read passage then skips to questions before finishing reading: e.g. Paul Newman 

was born (.) his future career (.) When did Newman first work in the theatre? (.)  [OS2]. 

OS3: Reads all questions first, then reads passage, then answers questions: e.g. Where*=when 

did Newman first work in the…? (.) What is the name of the? (.) car racing start? (.) just taking a 

look at the questions (.) [OS3]. 

OS4: Reads and answers one question at a time: e.g. When did Newman first work in the 

theatre? (.) in 1925 (.) he start*=started working in the theatre and several TV (.) Next (.) What is 

the name of Newman’s company? (.) [OS4]. 

 

5.3.1.1 Descriptive Statistics and Paired Samples T-test’s Results 

 

                         Table 40. Descriptive Statistics Strategy Category 1 PBT & CBT 

Strategy 

(Code) 

 N Mean 

PBT 

  S.D 

  PBT 

Mean 

CBT 

S.D 

CBT 

 

       Paired     

      Sample      

        t-Test 

 

   t   p 

OS1 

OS2 

OS3 

OS4 

Valid N 

Total F. 

18 

18 

18 

18 

18 

.39 

.33 

.06 

.22 

 

.502 

.485 

.236 

.428 

.33 

.28 

.00 

.39 

 

.485 

.461 

.000            

.502 

 

 .566 

 .566 

 1.00 

-1.84 

 

.58 

.58 

.33 

.08 

          18           18 
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As shown in table 40, the highest frequency of participants that chose to read the 

complete passage first and answer the questions after having read the passage completely was 

found in PBT (i.e. OS1) whereas this strategy was used second most frequent in CBT. At a 

slightly lower but similar frequency, participants started to read the passage first, and then 

skipped to answering the questions before they had finished reading the whole passage in PBT 

(i.e. OS2), which was the third most frequently used strategy in CBT. The third most common 

overall strategy participants used in PBT was to read one question and answer one question at a 

time (OS4), but it was the most frequently used strategy in CBT. The strategy that was only used 

once (in PBT) was reading of all questions first, then the passage, and then answering the 

questions and appeared only once in the paper-based test (i.e. OS3). The participant who used 

this strategy happened to be of the higher achieving students assessed in the think-aloud study. 

He read out every question in the test first briefly and started reading the passage. When he had 

finished reading the passage, he answered the questions one by one, though he did refer back to 

the text whilst answering the questions. 

The paired samples t-tests’ results show that the overall strategies used by the participants 

did not differ significantly between the PBT and CBT testing modes (i.e. OS1 p= .58, OS2 p= 

.58, OS3 p= .33, OS4 p= .08). This indicates that, generally, when a participant employed an 

overall strategy in PBT he did so in CBT. The strategies were mostly divided over OS1, OS2, 

and OS4 with similar frequencies. These statistics further indicate that testing mode did not have 

a significant effect on the overall test approach by the participants (i.e. students did not alter the 

overall approach to completing the reading test significantly between the two modes). 

 



Chapter 5: Results & Discussion 2 

224 

 

5.3.2 Category Two: Strategies related to Initial Reading of the Passage 

This strategy had a total of 32 tokens in PBT, which is 3.5% of the total strategy tokens in 

this mode. The total strategy tokens in CBT were 25, which is 3.1% of the total strategy tokens 

in this mode. Worth to note is that because some of the test-takers read the whole passage first in 

one mode and did not do this in the other mode, the strategy token data in this category could 

have possibly caused significant differences between the two modes at the strategy level as a 

result. However, only one student opted not to initially read the passage in one mode and did so 

in the other mode, which resulted in no significant differences at the strategy level. The reading 

strategies identified in this category were as follows: 

 

IR1: Reads whole passage carefully (enclosed in appendix M) [IR2]. 

IR3: Reads a portion of the passage carefully (enclosed in Appendix N) [IR3]. 

IR5: Pauses and thinks about reading: e.g. All the money from Newman’s (…) (In the beginning 

it is asking about his work in the theatre) (.) [IR5]. 

IR6: Repeats word(s)/phrase(s)/sentence(s) to aid in comprehension: e.g. they have co-starred in 

six films every*(= ever) since the film Winning (.) since the film winning, OK (.)[IR6].  

IR7: Paraphrases/summarizes portion(s) of reading passage to aid in comprehension: e.g. It was 

what he called an uncomfortable start in the movies (.) (this is the film, good) (.) in the role of a 

Greek slave (.) [IR7]. 

IR8: Translates word(s)/phrase(s)/sentence(s) to aid in comprehension: e.g. However, after 

graduating (.) (graduate) (.) he started working in the theatre and on several TV shows in New 

York (.) [IR8]. 
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IR9: Indicates that he doesn’t understand a word/phrase meaning in passage: e.g. He was living 

in Los Angeles when he became engaged to Joanne Woodward an actress he had first known (.) 

Actress? (What is this word?) (.) in New York (.) [IR9]. 

 

5.3.2.1 Descriptive Statistics and Paired Samples T-test’s Results             

                            Table 41. Descriptive Statistics Strategy Category 2 PBT & CBT 

Strategy  

(Code) 

 N Mean  

PBT 

S.D 

PBT 

Mean  

CBT 

S.D 

CBT 

Paired Sample 

        t-Test 

   t     p 

IR1 

IR3 

IR5 

IR6 

IR7 

IR8 

IR9 

Valid N 

Total Fr. 

18 

18 

18 

18 

18 

18 

18 

18 

.39 

.22 

.39 

.28 

.22 

.28 

.00 

.502 

.428 

.502 

.461 

.428 

.461 

.000 

.28 

.22 

.33 

.17 

.11 

.22 

.06 

.461 

.428 

.485 

.383 

.323 

.428 

.236 

1.458 

.000 

1.000 

1.458 

1.458 

1.000 

-1.000 

 

.163 

1.000 

.331 

.163 

.163 

.331 

.331 

 

          32            

            

           25 

 

 

A significant number of the participants read the whole passage carefully initially (when 

applicable) (i.e. IR1). This frequency is inevitably interrelated with the preceding overall reading 

strategies to some degree as logic would assume that students who employed OS2 or OS4 would 

not have read the whole passage carefully but rather employed IR3. The students that did employ 

IR1 would therefore have been more likely to use overall strategies OS1 or OS3. These 

frequency statistics further indicate that, when a participant did read the whole passage, he read it 

carefully as opposed to reading through the passage rapidly, which was a strategy that was not 

detected in the initial reading of the passage. This was further indicated in the post-test 

interviews, where test-takers mentioned on a number of occasions that the main reason for using 

this strategy was to get a good understanding of what the paragraph was about before attempting 
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to answer the questions. During the initial reading of the passage (whether the whole passage or 

merely a portion of it) what happened most frequently was that the student paused for a moment 

and thought about reading. 

Both repeating words/phrases (IR6) and translating words/phrases (IR8) in order to aid in 

comprehension occurred in similar frequencies (i.e. IR6: PBT=.28, CBT=.17, IR8 PBT=.28, 

CBT=.22). 

These strategies were used fairly regularly amongst the test-takers. However, at times a word 

was reread because the student felt that the pronunciation of the word was incorrect. These were 

not counted as IR6, as there was typically no indication from the student’s side that it might or 

might not have helped him with the actual understanding of that particular word/phrase. 

Many test-takers translated words or phrases in a sentence into Arabic (sometimes 

wrongly) in order to increase their comprehension whether they were on the higher end 

performance-wise or on the lower end. 

Paraphrasing of sentences/phrases in order to aid in understanding occurred at a slightly 

lower frequency than translating and repeating words/phrases (IR7). Only one occurrence was 

identified during the initial reading of the passage when a student clearly verbalized that he did 

not understand the meaning of a word or phrase in the passage he was reading. Although some of 

the students managed to derive the meaning of unknown words from the context, it was not a 

requirement in order to answer the item(s) correctly in most cases, as the items mainly assessed 

processing skills at the local level including detecting and/or matching explicitly stated 

information in the text. 

As for the difference between the initial reading strategies (IR) used by participants on 

the PBT and CBT, table 41 shows no significant differences between the two testing modes. 
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Three out of the seven strategies (i.e. IR1, IR6, and IR7) had a p-value of .163, three had a p-

value of .331(i.e. IR5, IR8, and IR9), and the remaining strategy had a p-value of 1 (i.e. IR3). 

These results indicate that when students read the passage initially, the testing mode did not alter 

the way they went about doing it. 

 

5.3.3 Category Three: Strategies related to Reading of Questions 

The total strategy tokens for this strategy category in PBT were 404, which is 44.2% of 

the total tokens in this mode. AS for the CBT, the total strategy tokens were 369, which is 45.8% 

of the total strategy tokens in this mode. This indicates that the strategies used in this category 

are among the more frequently used. The following eight strategies were found in this category: 

TS2: Rereads/repeats question or word/phrase in question stem for clarification: e.g. Which film 

made Newman a star? (.) Which film Newman star? (.) Which film Newman star? (.) He went to 

Los Angeles and made his first film (.) [TS2]. 

TS3: Translates question or word/phrase in question stem to aid in comprehension: e.g. What is 

the name of Newman’s company? (.) (This means that is the company that he worked for) [TS3]. 

TS4: Paraphrases question stem for clarification: e.g. When did Newman’s interest in car racing 

start? (.) When did Newman begin to care for cars? (.) [TS4]. 

TS5: Guesses meaning of unknown word(s) in question: e.g. When did Newman first work in 

the theatre? (.) They are asking what he do*(=does) in the museum (.) [TS5]. 

TS6: Reads question stem and then scans passage for keyword(s): e.g. Which film made 

Newman a star? (.) We need the star <scans passage> (.) the star (.) hmm (.) [TS6]. 

TS7: Reads question stem and then search reads the passage/portion to look for clues to the 

answer (i.e. keywords): e.g. ‘I read the question (i.e. Where did Newman first know Woodward 

from?) and when I started reading the last paragraph it mentioned that he was living in Los 
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Angeles when he became engaged to Jean Woodward. So the answer is when he was living in 

Los Angeles’ (interview S10) [TS7]. 

TS8: Reads question and then uses spatial memory to locate keywords: e.g. What is a method 

actor? (.) A method actor (.) (I remember I found this in the second paragraph) <goes directly to 

location in passage> (.) A method actor who believes in the role before beginning the film (.) 

[TS8]. 

TS26: Goes back to question for clarification: e.g. When did Newman first work in the theatre? 

(.) Something about a theatre (.) many awards (.) but never won an Oscar (.) No it’s not about 

that (.) so it must be in the beginning (.) so we are looking here we are looking (.) When did 

Newman first work in the theatre? (.) [TS26]. 

 

5.3.3.1 Descriptive Statistics and Paired Samples T-test’s Results 

                        Table 42. Descriptive Statistics Strategy Category 3 PBT & CBT 

Strategy 

(Code) 

 N Mean 

(PBT) 

  S.D 

(PBT) 

Mean 

(CBT) 

  S.D 

(CBT) 

Paired Sample 

        t-Test 

   t     p 

TS2 

TS3 

TS4 

TS5 

TS6 

TS7 

TS8 

TS26 

Valid N 

Total F.  

18 

18 

18 

18 

18 

18 

18 

18 

18 

3.17 

3.06 

3.83 

1.56 

4.56 

1.67 

2.72 

1.89 

2.256 

2.796 

2.813 

3.091 

2.684 

1.609 

2.164 

1.711 

3.22 

2.56 

3.33 

1.56 

4.67 

1.56 

2.50 

1.11 

3.246 

2.281 

3.049 

3.166 

2.657 

1.653 

1.855 

1.023 

-.145 

.856 

1.584 

.00-

.416 

.809 

.747 

2.522 

 

 

.886 

.404 

.132 

1.000 

.682 

.430 

.466 

.022 

                    

         404            369 

             

By far the most frequently used strategy related to reading of the question is where the 

student reads the question stem and then starts to scan the passage for keyword(s) (i.e. TS6). This 

strategy had a mean frequency of 4.56 in PBT and a mean frequency of 4.67 in CBT, which 
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indicates that, because the passage consisted of ten items, the students used scanning to look for 

relevant information for about half of the time. This high frequency was expected due to the 

nature of the test items, which required expeditious reading operations to locate relevant 

information in the passage. Paraphrasing of the question stem occurred second most frequently in 

both PBT (i.e. 3.83) and CBT (i.e. 3.33). Rereading of a word/ phrase in the question stem to aid 

in comprehension was used third most frequently in both PBT (3.17) and CBT (3.22). 

Translating the question or part of it occurred fourth most frequently both in the PBT (i.e. 

TS3=3.06) and in the CBT (i.e. TS3=2.56). Using spatial memory to locate keywords after 

reading the question occurred fifth most frequently in both the PBT (i.e. TS8=2.72) and CBT 

(i.e. TS8=2.50). The sixth most frequently used strategy related to reading the question was 

returning back to the question for clarification in PBT (i.e. TS26=1.89) and was the least 

frequently occurring strategy in CBT (i.e. TS26=1.11). The seventh most frequently used 

strategy in PBT (i.e. TS7=1.67) and least most frequently occurring in CBT (TS7=1.56) was 

reading of the question stem and then reading the passage or a portion of it. The least frequently 

used strategy in PBT was guessing the meaning of unknown words in the question (i.e. 

TS5=1.56) and was least in CBT (i.e. TS5= 1.56) as was TS7. 

The majority of the strategies related to the reading of the questions as shown above 

showed no significant differences at the p-level. Half of the strategies occurred between p= .1 

and .5 (i.e. TS3, 4, 7, and 8), three out of the remaining four were between p= .6 and 1. Only one 

strategy is significant at the p<0.5 levels at 0.22 (i.e. TS26). With regards to this item, 

participants resorted to using it significantly less in the CBT mode than in the PBT mode.  
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5.3.4 Category Four: Strategies related to Reading of Passage 

The total strategy tokens found in this category were 187 n PBT, which is 20% of the 

total strategy tokens in this mode. As for the CBT, a total of 176 strategy tokens were identified, 

which accounts for about 22% of the total strategy tokens in that mode. The following seven 

strategies were identified in this category: 

TS9: When found keyword(s)/clue(s), reads sentence containing clue(s)/keyword(s) carefully: 

e.g. When did Newman first work in the theatre? (.) When did Newman first work in the theatre? 

(.) (Come back here) (.) After graduating he started working in the theatre (.) [TS9]. 

TS10: Rereads sentence containing clue(s)/keyword(s) for clarification: e.g. What is a method 

actor? (.) Yes method actor (.) will go to line 3,4,5,6 <counts lines> (.) Method actor who 

believes in living the role before beginning the film (.) <TS9> who believes in living the role 

before beginning the film (.) Next  (.) [TS10]. 

TS11: Paraphrases sentence/ part of sentence containing clue(s)/keyword(s) for clarification: e.g. 

A method actor is one who believes in living the role before beginning the film (.) That means he 

lives the actual role before starting acting (.) [TS11]. 

TS12: Translates word(s)/phrase(s) in sentence containing clue(s)/keyword(s) for clarification: 

e.g. He studied the boxer’s speech and watched him box (.) speech? (.) (learned language) 

[TS12]. 

TS13: Reads sentence before/after sentence containing key information for contextual 

clarification: e.g.  

R: ‘What did you look for when you had read the question? Did you look for a specific word?’ 

S: ‘I search for first Woodward in the paragraph, so I read the sentence before it and after’ 

(interview S6) [TS13]. 

TS14: Guesses meaning of unknown words in passage: e.g. However, after graduating he started 

working in the theatre (.) What is theatre? Is it a museum? (.) [TS14]. 
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TS27: Rereads part of passage for clarification: e.g. He studied the boxer’s speech and watched 

him box (.) the boxer (.) him box? (.) the picture brought Newman (.) hmm (.) method actor, no 

(.) he spent days (.) he studied the boxer’s speech and watched him box (.) him box (.) the boxer 

maybe (.) [TS27]. 

 

5.3.4.1 Descriptive Statistics and Paired Samples T-test’s Results 

                         Table 43. Descriptive Statistics Strategy Category 4 PBT & CBT 

Strategy  

(Code) 

  N Mean 

(PBT) 

  S.D 

(PBT) 

Mean 

(CBT) 

  S.D 

(CBT) 

Paired Sample 

        t-Test 

   t     p 

TS9 

TS10 

TS11 

TS12 

TS13 

TS14 

TS27 

Valid N 

Total F. 

18 

18 

18 

18 

18 

18 

18 

18 

4.44 

1.44 

1.17 

.56 

1.44 

.00 

1.33 

2.749 

1.338 

2.007 

.922 

1.338 

.000 

1.495 

4.44 

1.33 

1.11 

.83 

1.06 

.06 

.94 

2.770 

1.283 

2.026 

1.823 

1.162 

.236 

1.259 

.000 

1.458 

1.000 

-.792 

2.715 

-1.00 

2.122 

 

1.000 

.163 

.331 

.439 

.015 

.331 

.049 

 

             187             176 

 

With regards to the test-taking strategies employed when reading the passage, by far the 

most frequently used strategy was carefully reading the sentence containing the keyword(s) 

(when found) in PBT (i.e. TS9= 4.44) as well as in CBT (i.e. TS9=4.44). The frequency token 

was 88 for both modes, which means, as with TS6, that the test-takers read the sentence carefully 

about half of the time because the number of items in the passage was 10.   The second most 

frequently used strategy was to reread that same sentence for clarification purposes in PBT 

(TS10= 1.44) as well as in CBT (i.e. TS10=1.33). The other second most frequently used 

strategy was reading the sentence before and after the sentence that contained the keyword(s) for 

contextual clarification in PBT (i.e. TS13=1.44), which was fourth most frequently used in CBT 
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(i.e. TS13= 1.06). The third most frequently used strategy was rereading part of the passage for 

clarification in PBT (i.e. TS27=1.33), which was fifth most frequently used in CBT (i.e. TS27= 

.94). The fourth most frequently used strategy was paraphrasing the sentence/part of the sentence 

containing keywords for clarification in PBT (i.e. TS11=1.17), but it was the third most 

frequently used strategy in CBT (i.e. TS11=1.11). The fifth most frequently used strategy was 

translating words/phrases in the sentence containing the keyword (s) for clarification in both 

PBT (i.e. TS12= .56), which was the sixth most frequently used in CBT (i.e. TS12= .83). 

Guessing meaning of unknown words only occurred in CBT and was the least frequent strategy 

used in that mode (i.e. TS14= .06). 

As the paired samples T-test results in table 43 show, five out of the seven test-taking 

strategies related to the reading of the passage did not indicate any significant differences. 

However, TS13 showed a significant difference at the p<.05 level and so did TS27 with a p-

value of .015 for the former and .049 for the latter.  

 

5.3.5 Category Five: Strategies related to Aiding in Answering Questions 

The total strategy tokens related to answering questions in PBT were 70, which 

accounted for 7.7% of the total strategy tokens found in this mode. The total strategy tokens in 

category in CBT were 49, which represent 6.1% of the total strategy tokens in this mode. The 

total number of strategies identified was five in this category, which are as follows: 

TS17 Uses background knowledge to aid in answering question: e.g. He played the role of the 

boxer (.) This is the famous film with Sylvester Stallone (.) Rocky Graziano in the film Someone 

up there likes me (.) [TS17]. 

TS18 Provides answer to question from memory: e.g. Where did Newman first know Woodward 

from? (.) This was in New York (.) [TS18]. 
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TS20 Guesses answer: e.g. 

R: ‘Then Question 2; what is the name of Newman’s company?’ 

S: ‘I could not find the name of the company so I guessed it was uncomfortable.’ (interview S13) 

[TS20]. 

TS25 Moves to next question without answering item: e.g.  

R: ‘The first question you answered from memory...hmm... ok...what about question 2? You did 

not find the answer is that right?’ 

S: ‘I did not find the answer, so I left it and moved on to the next question’ (interview S15) 

[TS25]. 

TS28 Uses knowledge of punctuation/capitalization rules to evaluate possible answer: e.g. What 

is the name of Newman’s company? (.) The picture brought Newman stardom overnight (.) (this 

cannot be the answer because if it were a name it would be in capital letter) [TS28]. 

 

5.3.5.1 Descriptive Statistics and Paired Samples T-test’s Results 

                      Table 44. Descriptive Statistics for Strategy Category 5 PBT & CBT 

Strategy 

(Code) 

 N Mean 

(PBT) 

  S.D 

(PBT) 

Mean 

(CBT) 

  S.D 

(CBT) 

Paired Sample 

        t-Test 

   t     p 

TS17 

TS18 

TS20 

TS25 

TS28 

Valid N 

Total F. 

18 

18 

18 

18 

18 

18 

  .11 

1.83 

  .28 

1.11 

  .06 

  .471 

1.295 

  .461 

1.451 

  .236 

  .00 

1.56 

  .17 

  .50 

  .00 

  .000 

1.580 

  .383 

  .514 

  .000 

1.000 

.814 

1.485 

1.826 

1.000 

 

 

.331 

.427 

.163 

.085 

.331 

          70          49 

As table 44 shows, the most frequently utilized strategy in the category related to 

answering questions is providing an answer from memory in both PBT (i.e. TS18=1.83) and 

CBT (i.e. TS18=1.56). The second most frequently used strategy was moving to the next 

question without answering the item in PBT (i.e. TS25=1.11) as well as in CBT (i.e. TS25= .50). 
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The third most frequently used strategy in this category in the PBT (i.e. TS20= .28) as well as in 

the CBT (i.e. TS20= .17) was guessing the answer. Using background knowledge to aid in 

answering the question was the fifth most frequently used strategy in PBT (i.e. TS17= .11) and 

was not used in CBT. The least frequently used strategy in PBT was the use of knowledge of 

punctuation/capitalization rules to aid in answering a question (i.e. TS28= .06), which was like 

strategy TS17 not used in CBT.  

The paired samples T-tests in table 44 further show no significant differences for any of 

the strategies between the paper-based mode and the computer-based mode with p-values 

ranging from .427 (i.e.TS18) to .085 (i.e. TS25). These results indicate that the testing mode (i.e. 

PBT or CBT) did not significantly affect the cognitive approach students maintained in this 

category, i.e. answering the items in the test. 

 

5.3.6 Category Six: Strategies related to Items after having answered them 

The total observed strategy tokens in this category were 32 in PBT, which accounts for 

3.5% of the total strategy tokens in this mode. The total strategy tokens found in this category in 

CBT were 17, which represent 2.11% of the total strategy tokens in this mode. The total number 

of strategies in this category was four, as shown below: 

TS21: Reconsiders or double checks response: e.g. It was what he called an uncomfortable start 

(.) No (.) actually I do not know the answer [TS21]. 

TS22: Discovers answer to item later on and goes back to change previous answer: e.g. How 

many questions left? (.) I think 3(.) When did Newman make his first film? There is a mistake 

here (.) I will write the same answer (.) when he was thirty (.) The first question I wrote a wrong 

answer (.) I did not know until the 8
th

 question (.) [TS22]. 
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TS24: Changes incorrect answer into correct answer after rereading: e.g. What is a method 

actor? Woodward an actress he first known in New York (.) no no no not Los Angeles but New 

York <changes answer Q5> (.) [TS24]. 

TS30: Translates answer for clarification: e.g. He went to Los Angeles and made his first film (.) 

his first film (.) His first film <writes down answer> (it refers to the first film) (.) [TS30]. 

 

5.3.6.1 Descriptive Statistics and Paired Samples T-test’s Results 

                              Table 45. Descriptive Statistics Strategy Category 6 PBT & CBT 

Strategy  

Code 

 N Mean 

(PBT) 

  S.D 

(PBT) 

Mean 

(CBT) 

  S.D 

(CBT) 

 Paired Sample 

      t-Test 

   t     p 

TS21 

TS22 

TS24 

TS30 

Valid N 

Total F. 

18 

18 

18 

18 

18 

1.11 

.28 

.22 

.17 

1.605 

.461 

.428 

.383 

.72 

.17 

.06 

.00 

1.227 

.383 

.236 

.000 

1.941 

1.458  

1.844 

1.844 

.069 

.163  

.083 

.083 

          32           17 

                               

The most frequently used strategy in this category was reconsidering or double checking 

a response in the PBT (i.e. TS21=1.11) as well as in the CBT (i.e. TS21= .72). The second most 

frequently used strategy was going back to change the answer after having discovered the correct 

answer later on in PBT (i.e. TS22= .28) as well as in CBT (i.e. TS22= .17). Changing an 

incorrect answer into the correct answer is the strategy that could follow from TS22 as it is what 

a number of students did after having gone back to that particular item he realized needed 

correction. In PBT this happened with a frequency of  .22 whereas in CBT it occurred with a 

frequency of .06. The least frequently used strategy used in this category was translating the 

answer for clarification in PBT (i.e. TS30= .17), which did not occur in CBT. 
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The paired samples T-tests in table 45 show that the strategies used in the PBT and CBT 

within this category were similar. Reconsidering or double checking a response occurred 

relatively more often in PBT than in CBT, however, this did not lead to a significant difference 

between the two as the t-test shows (p= .069). This indicates that in addition to the cognitive 

behavior of students pertaining to strategies when answering an item, their cognitive behavior 

after having answered the item is likewise comparable between the two testing modes. 

 

5.3.7 Category Seven: Supporting Strategies 

The total strategy tokens in this category were 34 in PBT, which equals 3.7% of the total 

strategy tokens in this mode. The total strategy tokens in CBT were 26, which accounts for 3.2% 

of the total strategy tokens in this mode. The following three strategies were in this category: 

SUP1: Taking notes while reading (observed by researcher).  

SUP2: Underlining information in text (PBT)/ highlighting text while reading (CBT): e.g. The 

picture brought Newman stardom overnight. Newman went on to make films such as Cat on a 

Hot Tin Roof. The Hustler, Butch (.) I will underline this sentence here so we can come back to 

it later to translate (.) Cassidy and the Sundance Kid (.) [SUP2]. 

SUP3: Asking oneself questions: e.g. Uncomfortable start (.) role of a Greek slave? (.) isn’t that 

the name of a company? (.) [SUP3]. 
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5.3.7.1 Descriptive Statistics and Paired Samples T-test’s Results 

                        Table 46. Descriptive Statistics for Strategy Category 7 PBT & CBT 

Strategy   N Mean 

(PBT) 

  S.D 

(PBT) 

Mean 

(CBT) 

  S.D 

(CBT) 

Paired Sample 

        t-Test 

   t     p 

SUP1 

SUP2 

SUP3 

Valid N 

Total F. 

18 

18 

18 

18 

.06 

.06 

1.78 

.236 

.236 

1.896 

.06 

.06 

1.33 

.236 

.236 

1.749 

  n/a 

  n/a 

1.000 

 

 

.331 

 

           34           26 

                

The most frequently used strategy in this category was asking oneself questions in PBT 

(i.e. SUP3=1.78) as well as in CBT (i.e. SUP3=1.33). The two remaining strategies were both 

used once in the PBT and the CBT; the first one pertained taking notes while reading (i.e. SUP 

1). There is no verbalization for this strategy as the researcher observed one student using this 

strategy during the think aloud sessions and took note of that. The other strategy involved 

underlining information in the text when it concerned the PBT whereas in CBT highlighting the 

text was the strategy to achieve this (i.e. SUP2). Both SUP1 and SUP2 occurred once in both 

testing modes and therefore have come out as identical. For this reason, there was no need to 

provide figures for the t-test. The remaining supporting strategy used did not yield a significant 

difference in strategy usage between the PBT and the CBT although seven more tokens were 

counted in the PBT on the totals. 
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5.3.8 Category Eight: Executive Strategies 

The total strategy tokens in PBT were 46, which accounts for 5% of the total strategy 

tokens identified in this mode. The total strategy tokens in CBT were 44, which represent 5.5% 

of the total strategy tokens in CBT. This category comprised of the following two strategies: 

EX1: Verbalizing target of search (word/idea): e.g. OK, start now (.) beginning to read to 

understand the idea of the paragraph (.) [EX1]. 

EX2: Monitors location in passage/test: e.g. (his film) since the film winning (.) no it’s not here 

(.) it must be in the beginning (.) I am looking here and it is in the beginning (.) maybe I will find 

it here (.) [EX2]. 

 

5.3.8.1 Descriptive Statistics and Paired Samples T-test’s Results 

                      Table 47. Descriptive Statistics for Strategy Category 8 PBT & CBT 

   N Mean 

(PBT) 

  S.D 

(PBT) 

Mean 

(CBT) 

  S.D 

(CBT) 

Paired Sample 

        t-Test 

   t     p 

EX1 

EX2 

Valid N 

Total F. 

18 

18 

18 

 

1.83 

.72 

2.176 

1.127 

 

1.94 

.40 

2.437 

1.295 

-.148 

.622 

.884 

.542 

 

          46           44 

     

This strategy category consisted of two strategies of which verbalizing target of search 

(word/idea) was the most frequently used strategy in both the PBT (i.e. EX1=1.83) and in the 

CBT (i.e. EX1=1.94). Monitoring location in the passage/test was the other strategy in this 

category, which had a mean occurrence of .72 in PBT and .40 in CBT (i.e. EX2). The paired 

samples T-test in Table 47 above shows no significant differences in strategy usage between the 

PBT and CBT mode in this category with p-values around .5 and .9 respectively. This implies 
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that the change in testing mode did not significantly affect test-takers’ executive strategies that 

were identified in this category. 

 

5.3.9 Category Nine: Evaluative Strategies 

The total strategy tokens identified in this category were 38 in PBT, which accounts for 

4.2% of the overall total strategy tokens in PBT. The total strategy tokens in this category in 

CBT were 39, which equals 4.8% of the overall total strategy tokens in this mode. The following 

three strategies were found: 

EV1: Considering /rejecting a possible word/phrase as possible answer to the question: e.g. 

(what did he do next?) (.) then he went to Los Angeles (.) (I do not think that is the answer) (.) 

[EV1]. 

EV2: Indicating whether a search for information is successful/unsuccessful: e.g. believes in 

living the role (.) he spent days (.) no (.) studied the boxer’s speech (.) no (.) picture brought 

Newman (.) the picture brought Newman stardom overnight (.) can’t be the answer (.) hmm (.) 

high school (.) no (.) pass this question we will come back later (.) [EV2]. 

EV3: indicates that he doesn’t understand the meaning of a word/phrase read: e.g. the next film 

(.) morning to night (oh too long) Graziano (.) stardom overnight (.) Newman (.) Hustler (what 

does it mean, hustler? I don’t know) (.) [EV3]. 
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5.3.9.1 Descriptive Statistics and Paired Samples T-test’s Results 

                      Table 48. Descriptive Statistics for Strategy Category 9 PBT & CBT 

   N Mean 

(PBT) 

  S.D 

(PBT) 

Mean 

(CBT) 

  S.D 

(CBT) 

Paired Sample 

        t-Test 

   t     p 

EV1 

EV2 

EV3 

Valid N 

Total F. 

18 

18 

18 

18 

 

  .17 

1.67 

  .28 

 

  .707 

2.000 

  .575 

  .50 

1.50 

  .17 

  .985 

1.654 

  .383 

-1.458 

.300 

.809 

.163 

.768 

.430 

 

          38           39 

The most frequently used strategy out of a total of three strategies identified in this 

category was the indication of a successful/unsuccessful search in PBT (i.e. EV2=1.67) as well 

as in CBT (i.e. EV2=1.50). Indication of not understanding the meaning of a word/phrase read in 

the passage occurred second most frequently in the PBT (i.e. EV3= .28) and least frequently in 

the CBT (i.e. EV3= .17).  The least frequently used strategy in this category was considering a 

word/phrase in the passage as a possible answer to the question in PBT (i.e. EV1= .17) and 

second most frequently in CBT (i.e. EV1= .50). 

The paired samples T-test in Table 48 shows no significant differences for any of the 

three strategies in the evaluative category with p-values ranging from .16 up to .76. This further 

indicates that for this particular category, the testing mode did not affect participants’ cognitive 

behavior in this study. 

 

5.3.10 Category Ten: Inferencing Strategies 

The total strategy tokens identified in this category in PBT were 40, which accounts for 

4.4% of the overall total strategy tokens in PBT. The total strategy tokens identified in this 
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category in CBT were 37, which represents 4.6% of the overall total strategy tokens in this 

mode. The following three strategies belong to this category: 

INF1: verifies referent of a pronoun: e.g. When he was thirty he went to Los Angeles and made 

his first film. It was what he called an uncomfortable start in the movies, in the role of a Greek 

slave (.) (this is it!) (.) It refers to the first film that he made (.) [INF1]. 

INF2: infers meaning of new word by context e.g. Watched him box (.) box (.) what does it 

mean? (.) him box (.) Graziano studied the boxer’s speech and watched him box (.) so box is the 

boxing he does (.) [INF2]. 

INF3: infers meaning of new word through background knowledge: e.g. he studied the boxer’s 

speech (.) speech means talking (.) [INF3]. 

 

5.3.10.1 Descriptive Statistics and Paired Samples T-test’s Results            

                          Table 49. Descriptive Statistics for Strategy Category 10 PBT & CBT 

   N Mean 

(PBT) 

  S.D 

(PBT) 

Mean 

(CBT) 

  S.D 

(CBT) 

Paired Sample 

        t-Test 

   t     p 

INF1 

INF2 

INF3 

Valid N 

Total F. 

18 

18 

18 

18 

 

 1.94 

.17 

.11 

.236 

.383 

.471 

1.89 

.17 

.00 

.323 

.383 

.000 

.566 

.000 

1.000 

 

 

.579 

1.000 

.331 

 

           40           37 

The most frequently used strategy out of the three strategies identified in this category 

was verifying the referent of a pronoun (i.e. INF1). This was assumed to be the case beforehand 

as two questions of the test assessed pronoun referencing (i.e. Q9 & Q10). The mean frequency 

measure for the PBT was 1.94 whereas the mean frequency measure for the CBT was 1.89. 

The second most frequently used strategy in this category was inferring meaning of a new 

word through context in PBT (i.e. INF2= .17) as well as CBT (i.e. INF2= .17). The least 
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frequently used strategy in this category was inferring meaning of a new word through 

background knowledge in PBT (i.e. INF3= .11) and was not used in CBT. As the paired samples 

T-test shows in table 49 above, no significant differences in strategy usage between the two 

modes were found in this category with p-values ranging from .3 up to 1. This further indicates 

that as far as cognitive behavior is concerned, altering the testing mode did not significantly 

affect this process. 

 

5.3.11 Category Eleven: Affective Strategies 

The total strategy tokens in the PBT mode in this category were 7, which is 0.8% of the 

overall total strategy tokens in this mode. In CBT, this was only 1, which is only 0.1% of the 

overall total strategy tokens in this mode. This category consisted of the following strategy: 

AFF1: a. Self-motivation: e.g. ‘stay focused’ or  ‘you can do it’ 

b. ‘In the name of God’ 

 

5.3.11.1 Descriptive Statistics and Paired Samples T-test’s Results 

 

                         Table 50. Descriptive Statistics for Strategy Category 11 PBT & CBT 

   N Mean 

(PBT) 

  S.D 

(PBT) 

Mean 

(CBT) 

  S.D 

(CBT) 

Paired Sample 

        t-test 

   t     p 

AFF1 

Valid N 

Total F. 

18 

18 

 .39 

 

.698 

 

.06 .236 1.844 .083 

 

           7            1 

               This strategy occurred more often in PBT than in CBT but not significantly more. 

Several times when the test-taker began the test, he mentioned “in the name of God”, which is 

what Muslims say before commencement of an action/activity (i.e. test) in this case. It was 
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referred to as Aff1b because of the scarcity of usage in the test and it carried no significance 

performance-wise between PBT and CBT. 

 

5.4 Discussion of Results Part 2a: Processes in PBT and CBT 

5.4.1 Differences Test-Takers’ Processes in PBT and CBT 

The second element of this study entailed investigating the impact of test-mode 

administration on test-takers’ performance (i.e. RQ2) of which the results were presented in 

section 5.3 above.  An interface was developed based on a synthesis of the literature related to 

interface design, language testing, and human-computer related factors, which led to a 

comprehensive model comprising optimal settings for a computer interface when assessing 

reading on computer (see p.105, chapter 2). The majority of the strategies applied in PBT were 

also applied in CBT with no significant differences between the frequencies of occurrence in 

either mode, which suggested no significant effect of test-mode alteration on test-takers’ 

cognitive behaviour. However, some of the strategies were only used in one of the two modes 

and not in the other. For example, IR9 and TS14 were not used in PBT but only in CBT whereas 

strategies TS17, TS28, TS30, and INF3 were not used in CBT but only in PBT. This fact did not 

endanger the validity of the results as despite these strategies only occurring in one of the two 

modes, the differences between these strategies were not significant, which means that the 

frequency in the mode the strategy did occur in would have been inconsequential otherwise it 

would have resulted in a significant difference, which was not the case. As for the strategies that 

were found in both PBT and CBT, a total of 3 strategies showed significant differences in 

frequency between the two modes, which were TS26, TS13, and TS27. All 3 were related to 

answering the test item, i.e. TS26 was related to reading the item (Category 3) whereas TS13 and 
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TS27 involved strategies related to reading the passage in order to answer the test item (Category 

4). The strategies, mean frequencies, and paired samples t-tests’ results are summarized below in 

table 51. 

                           Table 51. Descriptive Statistics of Significant Differences PBT & CBT 

 Mean 

(PBT) 

  S.D 

(PBT) 

Mean 

(CBT) 

  S.D 

(CBT) 

Paired Sample 

        t-test 

   t     p 

TS26 

TS13 

TS27 

1.89 

1.44 

1.33 

 

1.711 

1.338 

1.495 

 

1.11 

1.06 

0.94 

1.023 

1.162 

1.259 

2.522 

2.715 

2.122 

0.22 

0.15 

0.49 

 

 

Apart from the significance of the differences between the two modes for each strategy, it 

is noteworthy that in all 3 cases the strategies were significantly less used in CBT, and each of 

the strategies had either to do with difficulties understanding the question where test-takers 

needed to go back to the question for clarification (i.e. TS26), difficulties with understanding 

keywords where they needed to read around the sentence containing keywords for contextual 

clarification  (i.e. TS13), or general difficulties with understanding parts of the passage (local 

level), which therefore needed rereading of parts/ a part of it (i.e. TS27). The significance of this 

is that the PBT showed relatively greater difficulties than the CBT in understanding the question 

and the passage containing the relevant information to answer the question, which could be a 

possible explanation as to why the median in CBT was higher (i.e. M=15) than in PBT (i.e. 

M=14) though this difference was statistically not significant (i.e. p=. 149). In case of possible 

practice effect, which could have been an argument for the less problems encountered in CBT 

reflected through the significantly less instances of these strategies, a cross-over design was 

adhered to in order to control for this, so this would unlikely have been a justified explanation for 
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this. The cross-over design would further have contradicted a possible argument that memory 

had played a role due to the fact that the same test was used on both occasions, as this would 

likely have cancelled out this difference, i.e. it would more likely have led to a non-significant 

difference. Furthermore, effect of memory (i.e. test-takers remembering the test contents from 

the previous session and therefore using different/ less strategies) would then most likely have 

become apparent through their cognitive behaviour by utilizing different strategies or the lack of 

using certain strategies on the second testing occasion as opposed to the first, which was also not 

the case. In addition, students were asked in their post-test interviews whether they remembered 

the contents of the previously taken test to which they replied in the negative. Only one student 

(S4) recognized the main character’s name in the second session, but he neither remembered 

what the passage was about nor the content of the test-items, which was confirmed through the 

recordings of his cognitive processes, which did not indicate any behaviour suggesting memory 

effect on the second testing occasion. As for the other 17 test-takers, there was no indication 

from the think-aloud recordings that suggested any memory effect. The interviews proved to be 

of significant importance to crosscheck this possible issue and therefore aided in increasing the 

validity and reliability of the inferences to be drawn from this section’s findings. The reason 

being that, had memory of the previously taken test played a part, this would have most likely 

shown by them relying significantly more on, for example, memory related strategies as opposed 

to using the expected operations to locate relevant information or careful reading related 

strategies such as word, phrase, and sentence-level understanding of the text. When test-takers 

did use memory related strategies, they generally did so in both modes on the same item, but 

these strategies were generally related to remembering what they had just read in the passage. In 

addition, the questionnaire administered to the test-takers of the main study’s sample after they 
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had completed both tests (i.e. in PBT and CBT) showed that, overall, test-takers were more 

comfortable taking the CBT than the PBT and did not indicate any problems with features of the 

interface. On the contrary, there was a clear gravitation towards perceived usability superiority of 

the CBT over the PBT from the test-takers in the main study as well as from test-takers in the 

think-aloud group who were asked about their overall experience with the CBT and PBT. This 

could have been motivated by the fact that the students included in the main study sample and 

the think-aloud sample were at least moderately computer familiar and could therefore have 

skewed the responses in favour of CBT as indicated in other studies (e.g. Higgins et al., 2005). 

However, having all computer familiar participants was a prerequisite in order to investigate the 

effect of the newly introduced testing mode’s interface design on processes and performance, as 

unfamiliarity could have introduced construct irrelevant variance by negatively affecting test-

takers who were not familiar with computers through causing difficulties on, for example, the 

operational side. Nevertheless, in light of differences in cognitive behaviour, it can be argued 

based on the comparative study of strategy usage between the two modes that there is a 

significant effect of testing mode on test-takers’ cognitive processes, which then answers 

research question 2 (RQ2). 

The following section qualitatively describes the cognitive processes of test-takers when 

answering the 10 think-aloud test items in order to generate evidence for the test’s cognitive 

validity. This is done through illustrating what processes-levels test-takers go through when 

answering the test items and whether these processes are appropriate to the processes the items 

were anticipated to elicit in advance. 
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5.5 Results & Discussion 2, Part 2b: Describing Cognitive Processes 

5.5.1 Introduction 

The results presented in chapter 2a showed no significant differences in strategies 

between the two modes for the most part and the 3 that did, although favoring CBT, did not lead 

to significant performance differences. Another point in support of strategy equivalence in the 

two modes is that test-takers for the most part used the same strategy order when answering test 

items, i.e. reading the question first, then utilizing expeditious reading operations or memory 

strategies to locate relevant information, and after that employing mainly careful reading related 

strategies and processes to ensure sufficient understanding leading to answering the item in 

question correctly in both modes. Because of this, it was possible to qualitatively describe the 

processes involved when answering the test’s items in a unified way, i.e. without having to 

distinguish between the two testing modes in terms of processing levels involved when 

answering the test items. The underlying theoretical model presented in chapter 2 (section 2.5) 

described the expected sequence of cognitive processing when answering the test items in this 

study’s test. Two stages were identified in the model consisting of reading operations to locate 

the relevant information (i.e. stage 1), and more careful reading operations and strategies as the 

test-taker is thought to try to construct a profounder meaning of the located information to ensure 

correctly answering of the test item (i.e. stage 2). This model would then further allow for 

distinguishing between successful and unsuccessful attempts of test-takers when answering the 

test items through identifying (possible) differences in processing levels between the two, which 

is expected to provide further insights into the cognitive validity of the CBT. Before describing 

the processes involved when answering the 10 items included in the think-aloud study, an 

overview is given of students’ performance on the proficiency test and the PBT and CBT version 
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of the TA-study test. 

 

5.5.2 Students’ Performance on Think-Aloud Study Test in PBT & CBT 

Student performance among the eighteen participants was similar between the two modes 

ranging from a hundred percent to as low as twenty percent. Important to mention is that only 

one passage was chosen for the think aloud as the time needed for a participant to complete one 

passage with accompanying items was estimated to be around 35 minutes. Furthermore, all of the 

30 test items of this study’s reading test were measured local expeditious reading related 

operations followed by local careful reading processes, therefore, the ten items accompanying 

the passage were expected to be sufficient to get a clear insight into the processes activated by 

test-takers when processing this study’s overall reading test. 

                            Table 52. Test-Takers’ Scores Think-Aloud Test PBT and CBT 

Test 

Taker 

PBT 

Score 

  % 

CBT 

Score 

  % 

P-

Test 

Score 

   % 

Test 

Taker 

PBT 

Score 

  % 

CBT 

Score 

  % 

P-Test 

Score 

   % 

1   80   90    93 10   90   100    93 

2   80   90    93 11   30   30    67 

3   80   90    93 12   60   60    73 

4   90   100    95 13   50   40    48 

5   50   50    62 14   80   90    91 

6   70   90    76 15   50   50    80 

7   50   50    77 16   80   70    71 

8   50   50    72 17   20   20    53 

9   70   70    70 18   70   70    38 

 

As table 52 above shows, test-taker performance in the think-aloud study is rather mixed 

ranging from twenty percent to a hundred percent among the eighteen participants in both 

modes. The possible value these varied scores could have for further discussion in this study is 
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that it enables discrimination of cognitive processing between higher achievers and lower 

achievers and could further identify strategy/processing patterns (in addition to overall patterns) 

for either one.  

  

5.6 Overview Expeditious Reading Operations  

The test items in this study’s think-aloud study were purported to elicit local expeditious 

reading behaviour, that is, as the initial reading operation to locate information relevant to 

answering the test items (Urquhart & Weir’s, 1998). The targeted sub-skills belonging to this 

expeditious reading type were scanning and/or search reading. Evidence found for eliciting these 

local expeditious reading operations on the test items would serve the following two purposes: 

1. It would confirm construct relevancy of the test items when they activate the reading 

operations/ sub-skills they were meant to activate. 

2. It would further validate the local expeditious reading type proposed by Urquhart & 

Weir (1998) as a sub-skill as it would provide corroborating evidence for the divisibility 

argument within the reading construct.  

The 4 main operations/strategies utilized to locate relevant information to answer the test 

items in the passage were scanning (SC), search reading (SE), spatial memory (SP), and memory 

(ME). Out of 360 instances (i.e. 18 test-takers, 10 items x 2 modes) 94 utilized scanning to locate 

required information in the passage in both PBT and CBT. This is around half of the total 

instances, which confirms the earlier mentioned indication based on the mean frequencies for 

strategy TS6 (i.e. PBT= 4.56, CBT= 4.67), which involved scanning of the passage to locate 

relevant information directly after having read the question. The second most frequently used 

strategy was TS8 (i.e. PBT = 2.72, CBT= 2.50), which represents using spatial memory to locate 
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relevant information. The third most frequently utilized operation was TS18 in PBT (i.e. 1.83) 

and was least frequently used in CBT (i.e. 1.56), which was answering the item directly from 

memory. The least frequently used operation in both PBT and CBT was TS7 (i.e. PBT= 1.67, 

CBT= 1.56), which represents search reading to locate required information in the passage. On 

one occasion (i.e. S4, item 7, CBT) a test-taker skimmed through the passage to find the answer 

to a test-item (SK). On two separate occasions involving different test-takers (i.e. S6, item 2, 

CBT, and S8, item 5, CBT), other strategies were used (OT). In both of these cases the test-taker 

moved on to the next item without answering the item in question. This means that, for the most 

part, test-takers resorted to expeditious reading operations to locate relevant information in the 

text, and, when they did not, it was because they remembered either the relevant information’s 

location in the passage or they remembered the right information to answer the question from 

having read it initially. One of the reasons for using memory instead of expeditious reading could 

have been that the passage was not very long (i.e. 323 words) consisting of only 2 paragraphs, 

which might have triggered this ‘shortcut’ to finding the answer.  

The following section discusses think-aloud test items, which are discussed in the 

following 4 parts: 

Part 1. Item description 

Part 2. Expeditious reading operations utilized by test-takers 

Part 3. Descriptive account of common cognitive processes utilized by test-takers  

Part 4. Illustration and discussion of levels of processing described in part 3 in light of Khalifa & 

Weir’s (2009) cognitive model of reading 
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5.7 Description Cognitive Processes/Strategies Utilized as per Test-Item 

5.7.1 Item 11 

Question: When did Newman first work in the theatre? 

Sentence containing answer: However, after graduating, he started working in the theatre and 

on several TV shows in New York. 

Anticipated reading type: Local Expeditious (i.e. scanning, search reading) 

Process level: Lexis (word matching & synonym matching), grammar/syntax, propositional 

meaning 

Item difficulty (mean): PBT= .42, CBT= .41 

 

5.7.1.1 Operations/Strategies Item 11 

The majority of test-takers used either scanning (i.e. S3, S5, S10, S16, and S17) or search 

reading (i.e. S1, S7, S9, S11, S12, S13, S15, S18), which amounted to a total of around 70% for 

this item. The remaining 30% utilized memory strategies were either using spatial memory to 

locate key information (i.e. S4, S6, S14) or answering the question directly from memory (S8, 

PBT). Test-taker S8, however, used a different memory strategy on the same item in CBT 

compared to PBT; in PBT he answered the question directly from memory whereas in CBT he 

located the keyword relevant to the answer from memory and subsequent strategies led to 

answering the item.  

 

5.7.1.2 Descriptive Account Processes/Strategies Item 11  

After the relevant information/keyword(s) had been located, a large number of test-takers 

started to carefully read the sentence that contained the identified information in order to 
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comprehend the information needed to answer the item correctly. This was reflected earlier in 

the descriptive statistics in sections 4.3.4 and 4.3.5 where TS6 and TS9 had the highest 

frequency level and were about the same for both (i.e.TS6= 4.56, TS9=4.44). As for answering 

this particular test item, those who answered it correctly in PBT did so in CBT, and those who 

answered the item incorrectly likewise did so in both modes. The keyword match that dictated 

the search was ‘theatre’ for many test-takers (interview S4, R=researcher, S=student): 

R: So what did you look for in order to answer question 11 after you had read it? Did you look 

for a specific word or phrase? 

S: Yes, theatre.  

Others tried to match ‘work’ with the information in the passage to answer the test item 

(interview S15): 

R: Could you tell me how you answered question 1? 

S: I translated question first. After that, I took the word ‘work’ and looked for it in the passage. 

 

Below is an example of a test-taker successfully answering item 11 (S10): 

First question (.) When did Newman first work in the theatre? <scans passage> First, first, first 

(.) He start to work in New York (.) What date? (.) <scans passage> Date, date, date (.) after 

graduating (.) after graduating he start working, OK <writes down (correct) answer> Next one (.) 

Some students, although using the required strategies to locate the information, were 

unsuccessful (initially) in answering item 1 (S3): 

When did Newman first work in the theatre? <turns page> (.) I think I know the answer (.) In the 

first paragraph (.) <scans passage> there is no date (.) uh, oh, yes, in Ohio (.) no (.) I think <scans 

again> there is no date (.) <turns back to question, rereads it and turns back to passage> (.) ah (.) 

when he was thirty (.) found the question.” <writes (wrong) answer>. 
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Others who utilized an entirely different strategy in an attempt to answer item 1 were likewise 

unsuccessful (S2 CBT): 

When did Newman first work in the theatre? When he was thirty (.) when he was thirty. <writes 

down (wrong) answer>  

In the example above the test-taker directly verbalized the answer from memory after having 

read the question without going back to the passage. 

5.7.1.3 Levels of Processing Item 11 

Item 11 required lexical understanding as well as grammatical/syntactical structure 

understanding and propositional understanding of the relevant text in order to generate the 

correct answer to the question. As the first example shows, S10 scanned for the word ‘first’ but 

found the word ‘started’ for which synonym matching was required (i.e. start vs. first). Because 

of this, S10 started to search for a date, as he clearly verbalized, likely assuming that starting 

work would most likely be represented by a date in the text. Because of correct syntactic parsing 

(subject in a time clause), S10 knew that after graduating had to refer to the start of his work and 

not when he was thirty. This becomes clear in the following example where S3 answers this item 

incorrectly (answer given=when he was thirty) due to association of when through mere lexical 

matching and lack of appropriate syntactic parsing. The same happened with S2, who likewise 

utilized lexical matching but through memory, which resulted in the same error, i.e. answering 

‘when he was thirty’ instead of ‘after graduating’. These examples show that what was required 

to answer this item correctly was both lexical and grammatical/syntactical understanding to 

enable the test-takers to discriminate between these two possible answers, as failure to do so led 

to an incorrect answer. 
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5.7.2 Item 12 

Question: What’s the name of Newman’s company? 

Sentence containing answer: All the money from ‘Newman’s Own’ salad dressing, popcorn, and 

spaghetti sauce, now a multi-million dollar business, goes to charity. 

Anticipated reading type: Local Expeditious (i.e. scanning, search reading) 

Process level: Lexis (word-class matching), grammar/syntax, propositional meaning, inferencing 

Item difficulty (mean):  PBT= .22, CBT= .23 

 

5.7.2.1 Operations/Strategies Item 12 

Search reading (S7, S9, S12, S13, S18), scanning (S3, S5, S10, S11, S15, S16, S17), and 

either using spatial memory (S2, S14) or answering directly from memory (S1, S4, S8) were 

utilized by test-takers for item 12. There was one incident where the same test-taker opted for a 

strategy involving other than expeditious reading in one of the two modes (S6, on CBT test item 

12). The different strategy used in this case was the test-taker not answering the item. In PBT, 

the test-taker read the question first, then reread the question for clarification and then used 

spatial memory to locate key information in the passage. When the utilized strategy proved 

unsuccessful, he moved to question 3 without answering the item. In case of item 12 in CBT, the 

test-taker read the question first, reread the question, and moved to the next item without having 

attempted to search for the information in the passage. 
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5.7.2.2 Descriptive Account Processes/Strategies Item 12 

Item 12 was the most difficult item in the passage with a mean of .22 in PBT and .23 in 

CBT. None of the test-takers successfully answered this question in their first attempt and many 

left the question to be answered later (S3): 

What’s the name of Newman’s company? Company <scans passage> I think ehh (.) I think ehh 

(.) the company (…) <turns page> I’ll come back to this later (.) going to next question (.) 

The majority of the attempts were very laborious on the test-takers’ part and they spent by far the 

longest on this item. Many did not successfully answer this question in the think-aloud although 

some were successful but not certain about their answer. The example below shows a test-taker 

who was unsuccessful in answering the question (S15): 

Look question 2: What is the name of Newman’s company? (name of his company) <scans 

passage> (his company his company) he start working (.) <writes (wrong) answer ‘several TV 

shows’>. 

Some test-takers after having utilized the appropriate strategies locating the information 

answered the item without certainty about the correctness of the answer given. Below are two 

examples of this; the first example involves a test-taker who was unsuccessful in his attempt 

(S18 PBT): 

(.) where is the company? (.) company company company (.) woodward (.) I think 

uncomfortable (.) What the name of Newman’s company? Uncomfortable <writes answer>. 

The second example shows an excerpt from the think-aloud report of a test-taker that coped with 

the same problem as the previously shown test-taker; however, unlike test-taker S18, he did get 

the answer right utilizing very similar strategies whilst being uncertain about its correctness (S3 

PBT): 
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(.) No (.) I think I’ll go with Newman’s Own (.)<writes down correct answer> (.) maybe it’s the 

name (.) I think it’s wrong but (.) It’s wrong or it’s right (.) 

The excerpt below shows an instance where a test-taker successfully answered the test item and 

was sure of the answer given, however, he discovered the answer while he was reading to answer 

the next question, i.e. Q13 (S14): 

When did Newman’s interest in car racing start? <search reads passage> The money from 

Newman’s Own salad dressing (.) oohhh (.) from Newman’s Own salad dressing (.) goes to 

charity, aha (.) Newman’s Own! <writes answer to question 2> we found it! (.) 

 

5.7.2.3 Levels of Processing Item 12 

This item required higher-level processing such as contextual inferencing (i.e. only the 

company’s name was given but not in relation the actual word ‘company’ as in the question, 

which therefore necessitated inferencing). This was likely the main reason that the majority of 

the test-takers got this item wrong, as lexical matching/ synonym matching and 

grammar/syntactical knowledge were not sufficient to achieve that in this case. 

This shows in the example above where S15, due to unsuccessful contextual inferencing, 

(wrongly) guessed the meaning of unknown words in context, which led to the wrong answer 

(i.e. several TV-shows). The same happened with S18, however, he resorted to guessing 

‘uncomfortable’ (equally a wrong guess) to be the right answer based on contextual inferencing 

flaws. Interestingly, this worked in favour of S3, who appeared to answer (guess) this item 

correctly based on that same shortcoming in inferencing ability but compensating this with 

punctuation knowledge i.e. proper name = (possibly) the name of the company. There was no 

discernible distinction between higher and lower proficiency test-takers for this item, although 
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the strategies for higher proficiency test-takers tended to be more global, as some appeared to try 

and (mainly unsuccessfully) integrate information across sentences to formulate an answer, 

which the lower-level students could not.  

In the final example, S14, who did appear to have the appropriate inferencing skill, found 

the answer when he was search reading to answer the following question, i.e. item 13, as he 

skipped item 12 because he had not found the answer initially. 

 

 

5.7.3 Item 13 

Question: When did Newman’s interest in car racing start? 

Sentence containing answer: Ever since the film ‘Winning’, Newman has been interested in car 

racing, and in 1979 he came second in the twenty-four hour Le Mans race. 

Anticipated reading type: Local Expeditious (i.e. scanning, search reading) 

Processing level: Lexis (word matching), grammar/syntax, propositional meaning 

Item difficulty (mean): PBT= .39, CBT= .40 

 

5.7.3.1 Operations/Strategies Item 13 

Scanning was the most frequently used reading operation for locating key information for 

this item (S4, S5, S7, S8, S9, S10, S11, S13, S15) and search reading was the second most 

frequently used (S1, S2, S12, S18), which amounts to a total of around 70%. The remaining 30% 

was divided between both spatial memory to locate information (S14, S16, S17) and providing 

the answer directly from memory (S3). As with item 12, test-taker S6 utilized a different strategy 

between the two modes to locate the information relevant to item 13. He used spatial memory to 
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locate information related to item 13 in PBT but scanned the passage to locate that same 

information in CBT. 

 

5.7.3.2 Descriptive Account Processes/Strategies Item 13 

Item 3 was of moderate difficulty with a mean of .39 for the PBT and .40 for CBT 

respectively. The target word(s) when searching for the relevant information by test-takers was 

car, car racing, or both interest and car racing. Below is an excerpt of the think-aloud protocol 

where a test-taker’s strategies led to successfully answering item 13 (S18): 

When did Newman’s interest in car racing start? When did (.) interested in car (.) <search reads 

passage> car racing (.) ever since (.) 1,2,3,4 (.) yes it’s here (.) ever since the film winning 

Newman has been interested in car and (.) ehh (.) in car racing <goes back to question> what’s 

the question? When did Newman (.) in car (.)? ever since Newman has been interested in car 

racing (.) ehh (.) film winning  (.) film winning (.) (no not film winning) hmmm (.) they six films 

(.) winning, since the film winning <writes down (correct) answer>. 

Below is an excerpt of a test-taker’s verbalization where he answered the item correctly despite 

clear indications that he lacked lexical knowledge of the words read as shown through 

mispronunciation on a number of occasions (S13): 

When did Newman’s interest in car racing start? Car racing start, start, start (.) when did 

Newman’s interest in car racing start? In car start, when did Newman car start. When did 

Newman in car? Newman has been interested in car. Newman, new man, Newman has been 

interested in car rakin* (=racing) (.) Every sign* (=since) the film warning* (=winning) Newman 

has. Every science* (=since) the film weighing* (=winning) Newman has been incared* 

(=interested) raking* (=racing) < (correctly) answers item>. 

The excerpt below shows an unsuccessful attempt by a test-taker trying to answer item 3 (S16):  
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When did Newman’s interest in car racing start? When did Newman begin to care for cars? Here, 

his marriage was the strongest  (.) yes this is it (.) His marriage was long and strong (.) Now he 

started (.) Yes, 1979 he started <writes down (wrong) answer>. 

Some test-takers relied on memory strategies to answer test item 3. This excerpt below shows a 

test-taker successfully answering the item after having used spatial memory to locate the relevant 

information (S6): 

When did Newman’s interested* (=interest) in car racing start? He was interesting* (interested) 

in car racing. <goes straight to relevant location in passage> Newman has been interesting* 

(=interested) in car racing since the film winning<writes down (correct) answer>. 

Here the test-taker, after having read the question directly, went to the location where the 

relevant information was present and then read the sentence containing the relevant information 

entirely for confirmation purposes following which he wrote the correct answer. 

 

5.7.3.3 Levels of Processing Item 13 

As in the example above, S18 arrived at the correct answer through initially search 

reading the passage through which he found the relevant information. He then assumed through 

syntactical knowledge of the sentence structure and propositional understanding of it, that the 

subordinate clause ever since the film winning preceding the subject Newman, related to what 

followed the subject, was the answer to when in the question. Most likely, because it is not 

common as in what he is probably used to finding in this situation (i.e. a specific date/time etc.), 

he further checked by reading the sentence that followed, which confirmed that his initially 

found answer was the correct one, which eventually was what he wrote down as the answer. In 

example 2, S13 clearly lacked sufficient lexical knowledge, which showed through instances of 
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graphophonic miscuing exemplified by mispronunciations on several occasions (i.e. science, 

rakin, etc.). However, his syntactical/grammatical knowledge of the sentence containing the 

answer to the item still led him to answer the item correctly. The example of S16 clearly shows 

that not possessing the required syntactical knowledge lead to an incorrect alternative, as the test-

taker here incorrectly applied the synonym matching strategy associating when with the year 

1979, which would have been more logical at a first glance but not correct in this case, as it 

followed the coordinating conjunction and implying a different time period from the preceding 

clause. The example of S6, who used spatial memory to locate the relevant information, showed 

that he likely possessed the required lexical and syntactical knowledge, as he directly connected 

the correct information to answer the item after having read the sentence only once. This further 

supports that syntactical knowledge of the sentence was required to correctly answer this item.  

 

5.7.4 Item 14 

Question: How many films did Newman and Woodward make together? 

Sentence containing answer: They have co-starred in six films. 

Anticipated reading type: Local Expeditious (i.e. scanning, search reading) 

Processing level: Lexis (word matching), lexis (synonym matching), grammar/syntax, 

propositional meaning 

Item difficulty (mean): PBT= .80, CBT= .70 

 

5.7.4.1 Operations/Strategies Item 14 

Scanning was used most frequently for this item (S6, S12, S13, S16, S17, S18), which, 

jointly with search reading (S1, S2, S4, S5) amounted for 55% of the test-takers. The memory-
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induced strategies spatial memory (S7, S11, and S15) and memory (S3, S8, and S14) were 

utilized by 6 out of 18 participants, which is amounts to about 30%. Test-taker S9 utilized spatial 

memory on item 14 PBT to locate information related to the test item but answered that same 

item directly from memory in CBT. 

 

5.7.4.2 Descriptive Account Processes/Strategies Item 14 

This item was the easiest item with a mean of .80 in PBT and .70 in CBT respectively. 

The main target keywords to find the relevant information were a combination of how many and 

films. The excerpt below shows an instance where a test-taker successfully answered item 14 

(S1): 

How many films did Newman and Woodward make together? (how many films did he and her 

make together?) <starts search reading passage> He has (.) first (.) New York. Newman and 

Miss Woodward were married in Las Vegas in 1958. His marriage to Woodward is one of the 

longest and strongest in Hollywood. They have co-starred in six films (.) Six films< writes down 

(correct) answer>. 

The excerpt below shows an instance where the student answers the item incorrectly despite 

using several strategies to locate the item (S13): 

How many films did Newman and Woodward make together? Wood (.) Newman to make films 

such as (.) He made 45 new films (.) When he was living and worked (.) Newman and Miss 

Woodward (.) film (.) Newman Newman Newman (.) strong (.) evren* (=Inferno) (.) he has 

made over 45 films and he has won many awards (.) and he first film he won (.) they have 

stared*(=starred) in 6 films <writes down 45 films=wrong answer>. 

 

Other test-takers used memory related strategies to answer this item. The following excerpt 

shows a test-taker answering the item correctly from memory (S4): 
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How many films did Newman and Woodward make together? This is about the films they did 

together (.) It is easy I don’t have to return to the text because I have memorized it <writes down 

correct answer>. 

 

5.7.4.3 Levels of Processing Item 14 

This item mainly required lexical matching (i.e. films), synonym matching (i.e. together 

vs. co-starred) syntactic, and propositional understanding of the clause/sentence, as there were 

two instances in the passage that mentioned a certain number of films, i.e. 6 films, and 45 films. 

However, key was here (through propositional understanding) to choose the number of films in 

connection with both Woodward and Newman (6 films) as opposed to only Newman (45 films), 

referring back to the question, which clearly refers to the films they had made together. S1 

directly wrote the answer after having read they have co-starred in six films, which indicates that 

the test-taker was aware of the connection between Woodward and Newman and the 6 films 

through required lexical, syntactic, (and propositional) knowledge. This is further shown through 

S13’s example, who arrived at the wrong answer (i.e. 45 films) clearly due to not applying 

synonym matching, in addition to insufficient syntactical knowledge leading to an insufficient 

propositional knowledge of the clause/sentence, which would have enabled him to at least 

distinguish between the number of films related to Newman alone as opposed to the number 

related to Woodward and Newman together. Other test-takers such as S4, who was a higher 

proficiency student, answered directly (correctly) from memory, further showing the relative 

effortlessness when answering this particular item as indicated through the mean scores in both 

modes.  
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5.7.5 Item 15 

Question: Where did Newman first know Woodward from? 

Sentence containing answer: He was living in Los Angeles when he became engaged to Joanne 

Woodward, an actress whom he had first known in New York. 

Anticipated reading type: Local Expeditious (i.e. scanning, search reading) 

Processing level: Lexis (word matching), grammar/syntax, propositional meaning, anaphoric 

inferencing 

Item difficulty (mean): PBT= .62, CBT= .69 

5.7.5.1 Operations/Strategies Item 15 

Unlike the previous items (11-14), item 15 was answered mostly by using memory-

induced strategies. Out of 18 test-takers, 8 answered this item directly from memory (S1, S2, S4, 

S5, S9, S13, S16, S17), and 3 used spatial memory to locate key information (S10, S11, S15), 

which amounts to around 60% of the test-takers. Only 4 participants used scanning to locate the 

relevant information (S3, S6, S12, and S18). Test-taker S7 used spatial memory to locate the 

needed information to answer item 15 in PBT but search read the passage in order to locate that 

same information in CBT. Test-taker S8 paraphrased the question in his L1 after having read the 

item but then moved on to item 16 without returning back to this item later and therefore left it 

unanswered. Test-taker S14 utilized memory strategies in both modes but used spatial memory in 

PBT as opposed to directly answering from memory to achieve the same goal in CBT. 

 

5.7.5.2 Descriptive Account Processes/Strategies Item 15 

Item 15 was one of the relatively easier items in this passage with a mean of .62 in PBT 

and .69 in CBT respectively. The typical keyword(s) search was trying to answer when and know 
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in relation to Newman and Woodward. Below is an example of a test-taker successfully 

answering this item (S14):  

Where did Newman first know Woodward from? Engaged to an actress (.) he has made over 

fifty-five* (=forty-five) films but has never won an Oscar (.) he was living in Los Angeles when 

he became engaged to (.) Joanne Woodward an actress whom he had first known in New York 

(.) Newman and Miss Woodward were married (.) he had first known in New York (.) oh New 

York (.) Where did Newman first know Woodward from? So they met first time in New York, 

yes <writes down (correct) answer> 

 

The two excerpts below show a test-taker answering the item incorrectly (S18):  

Where did Newman first know Woodward from? Where did? <scans passage> Woodward (.) 

Woodward (.) Los Angeles (.) heyyy! (.) Los Angeles <writes down (wrong) answer>. 

 

Example 2 (S3): 

Where did Newman first know Woodward from? Ehh, from a movie I think (.) They were 

married (.) <search reads passage> hmmm (.) Las Vegas (.) He has made over 45 (.) became 

engaged (.) In Los Angeles he became engaged (.) to the actress (.) so the answer is when he was 

living in Los Angeles <writes down (wrong) answer> the question was where did, so Los 

Angeles. 

A number of test-takers used memory related strategies and answered the question directly from 

memory (S4): 

Where did Newman first know Woodward from? This was in New York <writes down (correct) 

answer> this goes with a capital because it is a city. 
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Here a test-taker resorted to memory initially but then double-checked as he had seen two names 

of cities in the same sentence. So he went back to the sentence containing the information 

(spatial memory), read it, and concluded it was New York, not Los Angeles (S10):  

 

When did Newman first known (.) where did Newman first know Woodward from? In New 

York (.) In Los Angeles (.) wait <goes to location in passage> he had first known in New York, 

OK (.) <writes down correct answer>. 

 

5.7.5.3 Levels of Processing Item 15 

One of the essential requirements to answering this item correctly was test-takers’ correct 

assignment of first in the question. As shown in the first example, S14 read the complete 

sentence containing the answer and then started reading the sentence following it. He then reread 

part of the sentence and reread the question where he identified first as being the key to the 

correct answer, as he then paraphrased the question to confirm understanding, following which 

he answered the item correctly. The contrast is clear in the second example, where S18 

apparently missed this essential link as he merely matched where with the location Los Angeles, 

most likely because it occurred first in the sentence (see minimal attachment principle by Frazier, 

1978; 1987). The same was the case for S3, who chose Los Angeles due to the same flaw as he 

recalled where did? and then wrote down the answer. S4 clearly had the required lexical, 

syntactical, and propositional understanding exemplified by directly answering the question from 

memory, as, most likely, had he not had the proper understanding, he would have chosen Los 

Angeles too based on the same principle. This is further exemplified by S10, who was not sure 

about the location as he had read two in the sentence. He then revisited the location in the 
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sentence and confirmed that it had to be New York, based on correct lexical, syntactical, and 

propositional understanding. 

 

5.7.6 Item 16  

Question: What is a method actor? 

Sentence containing answer: Newman is a method actor who believes in living the role before 

beginning the film. 

Anticipated reading type: Local Expeditious (i.e. scanning, search reading) 

Processing level: Lexis (word matching), grammar/syntax, propositional understanding 

(anaphoric inferencing) 

Item difficulty (mean): PBT= .61, CBT= .68 

5.7.6.1 Operations/Strategies Item 16 

Scanning was the most frequently used reading operation for this item for each test-taker 

in both modes (S1, S3, S5, S8, S11, S12, S13, S14, S16, S17, and S18). Search reading was 

utilized by one test-taker (S2), and spatial memory was used by five test-takers (S4, S6, S7, S9, 

and S10). Test-taker S15 scanned the passage to locate key information in PBT but search read 

in CBT to achieve that same goal. 

 

5.7.6.2 Descriptive Account Processes/Strategies Item 16 

Like item 15, item 16 was one of the easier items in this test passage with a mean of .61 

in PBT and .68 in CBT respectively. The typical keyword(s) test-takers searched for were either 

method, actor but generally both together. The excerpt from a post-test interview below shows a 
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successful attempt in answering this test item using scanning to locate the relevant information 

(S6): 

R: Alright, 6. 

S: What is a method actor? 

R: Yes. 

S: A method actor I find it in the second paragraph when he said: Newman is method actor. 

Then he write: who believes in living the role before beginning the film, so I write: it’s an actor 

who believes in living the role before beginning the film.  

Here the student explained that he had found the word method actor in paragraph two and 

subsequently answered the question with the information that followed the keyword (i.e. 

definition). 

The excerpt from a test-taker’s think-aloud verbalization that used spatial memory to locate the 

information and subsequent strategies led to successfully answering the item is shown below 

(S10): 

What is a method actor? I read this (.) < goes directly to relevant part in passage> Believe in 

living (.) wait (.) believe in living the role before begin* (=beginning) the film (.) wait (.) in the 

film someone up there likes me. Newman is a method actor (.) what is a method actor? (.) A 

method actor believes in living the role before beginning the film (.) Yes (.) a method actor who 

believes in living the role before beginning the film <writes down correct answer> I don’t 

understand what is meaning of this, OK (.) 

The example below shows an unsuccessful attempt at answering this item correctly (i.e. only part 

of the answer was written) even though the relevant information was identified by the test-taker 

(S18): 

What is method actor? Method where is the method…<scans passage> (.) ehh method method 

actor (.) has strong (.) the (.) environment (.) popcorn (.) method (.) and did some acting in high 
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school (.) not in paragraph 1(.) Newman is a method actor who believes in living the role (.) it’s 

here…hmmm (.) who believes <writes down the answer><stops and reads passage> yes 

(.)<writes down answer> who believes (.) who believes the role before <incomplete answer>. 

 

5.7.6.3 Levels of Processing Item 16 

Some students answered the question through the assumption that method actor was 

followed by its definition. The example from the post-test interview with S6 shows that he had 

most likely answered the question based on this assumption. However, it could also have been 

the case that he answered based on syntactical knowledge, which introduces the adjective clause 

by the relative pronoun who indicating that what follows would modify method actor. The 

second example further illustrates this, as S10 clearly stated he did not know the meaning of the 

answer given, but based on his syntax/grammar, managed to answer the item correctly. S18’s 

example further shows this, as he did not write the complete answer, which indicates insufficient 

knowledge of the grammar/syntax of the clause and subsequently, an insufficient understanding 

of the proposition, which would have necessitated inclusion of the whole clause.  

 

5.7.7 Item 17 

Which film made Newman a star? 

Sentence containing answer: The next film he chose was his big break. He played the role of the 

boxer, Rocky Graziano in the film ‘Someone Up There Likes Me’. 

Anticipated reading type: Local Expeditious (i.e. scanning, search reading) 

Processing level: Lexis (word matching), grammar/syntax, propositional meaning, inferencing 

Item difficulty (mean): PBT= .26, CBT= .25 
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5.7.7.1 Operations/Strategies Item 17 

As with the previous item, scanning was the most frequently used reading operation by 

the test-takers in both modes (S1, S3, S5, S8, S11, S12, S13, S16, S17, S18), which is around 

55% of the total number of test-takers. Spatial memory to locate key words was used by 4 test-

takers (S7, S9, S14, and S15) and 2 answered the item directly from memory (S2, S6). Test-taker 

S4 used his spatial memory to locate key information related to item 17 in PBT but skimmed 

through the passage to achieve that same goal in CBT. Test-taker S10 search read the passage to 

find key information in PBT whereas scanning served that same purpose in CBT on the same 

item. 

 

5.7.7.2 Descriptive Account Processes/Strategies Item 17 

This item proved to be one of the more difficult items in this test’s passage with a mean 

of .26 in PBT and .25 in CBT respectively.  The test-takers had to lexically match ‘a star’ in 

question with ‘big break’ in the text. Below is an example of a test-taker successfully answering 

this item (S10): 

Which film made Newman a star? Which film? Yes, I remember it (.) biggest (.) I read it (.) I 

read it (.) <scans passage> Yes, break break break (.) Yes (.) no no no (.) Yes, the next film was 

his big break (Sweet!) Yes, yes, yes, yes (.) big break, yes (.) someone up there likes me <writes 

down (correct) answer> yes, yes (.) 

 

The following excerpt is an example of an unsuccessful attempt to answer this test item (S13):  

Which film made Newman a star? Which film Newman star? Which film Newman star? He went 

to Los Angeles and made his first film. It was what he called an uncomfortable in the movies. 
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Newman is a method actor who believing (.) believes in living (.) living the role before (.) before 

beginning the film (.) in the film before beginning in the before beginning the film (.) which first 

made Newman? He went to Los Angeles and made his first (.) Los Angeles (.) Los An <writes 

down (incorrect) answer> (.) 

 

5.7.7.3 Levels of Processing Item 17 

Test-takers generally had difficulties in synonym/word class matching of big break and a 

star, which was necessary to identify the correct movie name, as there were several movies 

mentioned in the test’s passage. S10 correctly matched big break with a star in the question and 

further, through syntactical/grammatical knowledge and propositional meaning of the sentence 

that followed, identified that the name of the movie related back to ‘big break’. The unsuccessful 

attempt of S13 confirms these requirements, as he formulated his answer based on firstly 

incorrect lexical matching of first film with a star, and, subsequently assigning a place name Los 

Angeles to it as the corresponding antecedent to first film, which is clearly incorrect. This could 

very well be because of the lack of syntactical/grammatical understanding of the clause involved, 

which, subsequently, led to insufficiently correctly establishing of the propositional meaning of 

the sentence. 

 

5.7.8 Item 18  

When did Newman make his first film? 

Sentence containing the answer: When he was thirty, he made his first film. 

Anticipated reading type: Local Expeditious (i.e. scanning, search reading) 

Processing level: Lexis (word matching), grammar/syntax, (anaphoric inferencing) 

Item difficulty (mean): PBT= .50, CBT= .48 
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5.7.8.1 Operations/Strategies Item 18 

Scanning was the most frequently used reading operation to locate information in the 

passage to answer this item (S3, S5, S12, S13, S16, S17, and S18). Using spatial memory to 

locate information to answer this item was used by 6 test-takers (S6, S7, S9, S10, S14, S15) 

whereas directly answering the item from memory was done by 4 test-takers (S1, S2, S4, S11). 

The reason there is an asterisk beside S11’s CBT strategy is that although he utilized the same 

strategy in both modes, it led to an incorrect answer in CBT as opposed to PBT. Test-taker S8 

used spatial memory to locate key information in PBT whereas scanning was the reading 

operation utilized by this test-taker in CBT to achieve the same goal. 

 

5.7.8.2 Descriptive Account Processes/Strategies Item 18 

Item 18 was of moderate difficulty with a mean of .50 in PBT and .48 in CBT 

respectively. Lexical word matching of ‘first film’ in the question with the same phrase in the 

passage was required to answer the item correctly in addition to the ability to connect the time 

clause when he was thirty referring to the event of the first film made. Spatial memory was 

commonly utilized to locate the relevant information in the passage. Below is an excerpt of a 

test-taker’s think-aloud verbalization where the item was successfully answered utilizing this 

strategy (S16): 

When did Newman make his first film? The answer is present in the first paragraph (.) <goes 

directly to location in passage> When he was thirty, he went to Los Angeles and made his first 

film (.) His age was 30 (.) How should I write this? (.) < writes (correct) answer> Newman made 

his first film, when he was 30, good (.)   
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The think-aloud excerpt below shows a test-taker who was unsuccessful in answering this item 

(S13): 

When did Newman make his first film? A next film (.) He played the role of the boxer (.) 

Newman (.) Method actor (.) He spend from morning till night (.) He studied (.) Newman wasn’t 

to make film (.) Hot in raw in New York <writes (wrong) answer>. 

 

This example illustrates how a test-taker answered this item directly from memory correctly 

although he double-checked for the correct way to formulate his answer (S4): 

When did Newman make his first film? There is a mistake here (.) I will write the same answer 

(.) When he was thirty (.) In his thirties or thirty? <turns page> (.) No he was thirty <writes down 

(correct) answer> (.) 

5.7.8.3 Levels of Processing Item 18 

As the example of S16 above shows, in addition to lexical matching of first and film in 

the question and passage,  grammatical knowledge played a key part in successfully answering 

this item, i.e. subject time clause = subject main clause, and, relating subject complement of the 

time clause to the object of the main clause. S16 did this correctly, which is illustrated by his age 

was 30 after having read the sentence. S13 clearly did not have the correct grammatical 

foundation to enable him to answer this item correctly, as he even seemed to have been unable to 

assign time to the word when in the question, which is illustrated by him answering the question 

including a place name (i.e. New York). S4 did have the required grammatical knowledge, which 

could be inferred through him correctly answering the item directly from memory. 
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5.7.9 Item 19 

“It was what he called an ‘uncomfortable’ start.” What does “it” refer to in line 5? 

Sentence containing the answer: When he was thirty, he went to Los Angeles and made his first 

film. 

Anticipated reading type: Local Expeditious (i.e. scanning, search reading) 

Processing level: Lexis (word matching), anaphoric inferencing 

Item difficulty (mean): PBT= .33, CBT= .36 

 

5.7.9.1 Operations/Strategies Item 19 

Both item 9 and 10 required pronoun referencing from the test-takers. Therefore, for both 

items, 17 out of the 18 used scanning as the reading operation to locate the key information 

(specific word to look for was given in question including the line it was to be found). Test-taker 

S10 used spatial memory to locate the keyword required for item 9 whereas test-taker S9 

answered the question directly from memory. The reason for the asterisk beside the CBT strategy 

is, like with test-taker S11 when answering item 8, he provided an incorrect answer in CBT. 

 

5.7.9.2 Descriptive Account Processes/Strategies Item 19 

Item 9 was relatively moderately difficult with a mean of .33 in PBT and .36 in CBT 

respectively. As item 10, item 9 required successful pronoun referencing from the test-takers in 

order to generate the correct answer. An example of a successful attempt to answering this item 

is given below (S3): 

“It was what he called an uncomfortable start.” What does it refer to in line 5? It was he called 

an uncomfortable start (.) <starts scanning> ehm (.) where is it? (.) uncomfortable start (.) ah, yes 
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(.) <reads sentence before sentence with keyword> I think it ehh, yeah, it refers to the film (.) 

<writes (correct) answer>. 

Below the test-taker was unsuccessful in answering this item and although he did not verbalize it 

during the think-aloud, the retrospective interview revealed the following (interview, S6): 

R: And then, question 19. 

S:  (reads question) It was what he called an uncomfortable start. What’s it refer to in line 4? 

It refers to the company’s name I think. 

R: Why do you think that? 

S: Because in the second question, he asked for his company’s name, so it was what he called 

uncomfortable, so it refers to his company if the answer in the second question is company. 

In the excerpt of the post-test interview below the test-taker answered the question correctly 

utilizing memory (interview, S15): 

R: OK, nine, you didn’t read the passage but directly wrote the answer? 

S: Yes. 

R: How did you know it? 

S: Because I remember in secondary school…the teacher told me…’it’ refer to…it was in the 

thing… 

Here the student revealed that he had learned this strategy in secondary school, which helped him 

answer item 19 correctly. 

5.7.10 Item 20 

“He studied the boxer’s speech and watched him box.” What does “him” refer to in line 10? 

Sentence containing answer: He spent days – from morning till night – with Graziano. 

Anticipated reading type: Local Expeditious (i.e. scanning, search reading) 

Processing level: Lexis (word-class matching), grammar/syntax, (anaphoric) inferencing 

Item difficulty (mean): PBT= .34, CBT= .41 
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5.7.10.1 Operations/Strategies Item 20 

See item 19. 

 

5.7.10.2 Descriptive Account Processes/Strategies Item 20 

Item 10 was, as expected, of similar difficulty as item 9, both assessing the same skill 

(i.e. pronoun referencing). Item 10 had a mean of .34 in PBT and .41 in CBT. As with item 9, 

successful pronoun referencing was key in generating the correct answer. The excerpt below 

shows a test-taker who was successful in answering this item (S16):  

“He studied the boxer’s speech and watched him box.” What does him refer to in line 9? <counts 

lines and starts reading sentence> He spent days from morning till night with Graziano. He 

studied the boxer’s speech and watched him box (.) Yes, him refers to Graziano (.) How should I 

write this? <writes down (correct) answer>. 

In the example below the test-taker utilized the similar strategies to the example above; however, 

he was unsuccessful in answering the item (S18): 

“He studied the boxer’s speech and watched him box.” What does him refer to in line 9? Line 9, 

line 9, line 9 (.) 1,2,3,4,5,6,7,8,9 <starts reading> he studied the boxer’s speech and watched him 

box (.) him box, him box (.) hmm (.) Paul Newman, Paul Newman <writes (incorrect) answer>. 

 

5.7.10.3 Levels of Processing Item 19&20 

The examples of S3 for item 19, and S16 for item 20 both show that the test-takers 

correctly inferred from the pronoun denoted in the question that the film was referred to in item 

19 and Graziano in item 20. The example of S6, who answered item 19 incorrectly, shows 

incorrectly assigning of the pronoun it to Newman’s company’s name instead of the required 

film. A similar miscue example is that of S18, who assigned the wrong antecedent to the pronoun 
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him, i.e. Newman, instead of Graziano. In both cases, the test-taker did not seem to follow the 

pronoun referencing strategy correctly. The underlying assumption for this is that in both cases 

there is no clear evidence of the test-taker analyzing the sentence preceding the sentence that 

contained the pronoun, which is generally what is required in pronoun referencing. This most 

likely led to the incorrect answers in both cases. These examples are in support of anaphoric 

inferencing as the underlying process required to answer both item 19 and 20, which is therefore 

a qualitative corroboration of these items’ construct relevancy and validity. 

 

5.8 Summary 

This chapter presented and discussed the results contributing to answering research 

question 2, which was the effect of interface design on test-takers’ cognitive processes in PBT 

and CBT. The first part (i.e. part 2a) compared the strategies applied by test-takers in both modes 

through frequency measures and paired-samples t-tests’ results to investigate whether any 

significant differences were present between PBT and CBT. Three strategies were found, which 

indicated that test-takers had more difficulties understanding test items and the text passage as 

they used these strategies more often in PBT, which mainly included rereading the question 

and/or part(s) of the passage. However, despite the significance of the differences between the 

two modes for these three strategies, they did not significantly affect overall performance, which 

further supported an absence of effect on performance between the two modes. Furthermore, 

strategy order was not affected by testing mode either, which further substantiated the absence of 

mode effect on test-takers cognitive behaviour. These results combined (i.e. through answering 

RQ1: absence of effect on overall performance and RQ2: equivalent cognitive processing) 

enabled further qualitative analyses to be performed in order to investigate the process levels 
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utilized by test-takers when answering the test’s items, which would contribute to establishing 

supporting evidence for the cognitive validity of the L2 reading test used in this study.  

The second part of this chapter focused on this by qualitatively describing the processes 

employed when answering the items in the think-aloud study on an item-by-item basis. This was 

done in four stages starting with an overview of the item in stage 1, which included the test item 

itself, the sentence containing the answer, the expected reading operations to locate relevant 

information for this item, the expected process levels for the item, and the mean difficulty of the 

item in PBT and CBT. The overview was followed by an illustration and discussion of 

expeditious reading operations employed by test-takers. After that, common processes utilized 

when answering the item were described, and examples of other operations/strategies utilized 

than the ones anticipated were given, when found. This was followed by a discussion of the 

processing levels highlighting successful attempts and unsuccessful attempts through illustration 

in order to demonstrate possible differences in processing between the two. The next section 

discusses the steps taken to establish supporting evidence towards the cognitive validity of this 

study’s test as in Weir’s (2005) socio-cognitive framework for language test validation through 

Khalifa & Weir’s (2009) cognitive model of reading.  

 

5.9 Establishing Cognitive Validity 

Investigating whether the processes elicited by the test items were comparable to the 

processes employed by the test-takers when answering the items was thought to provide 

evidence for the cognitive validity of this study’s test. This was divided into two stages based on 

the multidivisible view of reading, which assumed (in this case) expeditious reading operations 

to locate relevant information followed by more careful reading behaviour in order to ensure 
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correctly answering the item. Before beginning this process, item 14 was further investigated and 

is discusses in the following section. 

 

5.9.1 Expeditious Reading Operations 

Results of the expeditious reading operations employed when locating relevant 

information in the passage showed that the 10 items included in the think-aloud study elicited for 

the most part either scanning or search reading. It further appeared that search reading was often 

chosen as an alternative when scanning did not deliver the required results, which might have 

difficulty related implications. Furthermore, when test-takers did not use expeditious reading 

operations they mainly chose memory related strategies to either locate relevant information in 

the passage or to answer the item directly (apart from one instance where skimming was used, 

and 2 instances where the test-taker did not answer the item). This does not take away from the 

validity of the items in terms of eliciting expeditious reading operations because there was no 

pattern identifiable to a particular item, test-taker, or testing mode when opting for different 

strategies. In addition, the fact that memory related strategies were chosen as the alternative to 

expeditious reading operations further strengthens the validity of the reading items eliciting 

expeditious reading operations as it indicates that test-takers in these instances had remembered 

the answer or its location from initially reading the passage, which, again was not relatable to 

either testing mode and therefore most likely had more to do with working memory capacity 

and/or L2 proficiency of the particular test-taker in that instance than with the items themselves. 

Correlational analyses on test-takers placement tests’ results and memory strategies utilized 

showed a significant correlation at the .01 level of .654 (i.e. p=.004) indicating that the higher L2 
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proficiency, the more frequently memory related strategies were utilized further strengthening 

this notion.  

Based on the results discussed above, it could then be argued that the items that were 

thought to elicit expeditious reading operations in order to locate relevant information in the text, 

effectively did so, which contributes to the view of reading as being a multidivisible construct 

including local expeditious reading as one of its reading types by providing qualitative evidence 

for this. This was further supported through careful reading following when the relevant 

information in the text had been located through aforementioned reading operations creating a 

clear distinction between the two reading types (i.e. TS6=scanning or TS7=search reading 

followed by TS9=careful reading). This confirms Urquhart & Weir’s (1998), and Khalifa & 

Weir’s (2009) indication that careful reading likely follows from expeditious reading operations, 

in this case, both at the local level. 

 

5.9.2 Levels of Processing  

The second step in providing supporting evidence for this test’s cognitive validity was to 

see whether the appropriate process-levels would be elicited by the test-items in light of the 

processing levels in Khalifa and Weir’s (2009) cognitive model of reading related to a language 

testing context as illustrated by Bax (2013) in order to further substantiate appropriateness of 

processes elicited from the test-takers. The results showed that for each item, when a test-taker 

did not utilize or incorrectly utilized the process level(s) required to answer the item, it led to an 

incorrect answer.  

Item 11 required lexical and grammatical understanding to generate a correct answer, 

whereas item 12 required higher level processing and was therefore the most difficult item as 
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most test-takers lacked sufficient ability in their L2. For item 13 sufficient grammatical 

knowledge of the clause containing the answer was required to generate the correct answer. Item 

14 was one of the easiest items and required mainly lexical and grammatical knowledge to 

answer it correctly. To successfully answer item 15, anaphoric inferencing in addition to lexical 

and syntactical processes was required. To answer item 16 correctly, adequate syntactical 

knowledge of the clause, in addition to sufficient lexical knowledge of the keywords in the 

question and passage was necessary. Item 17 required lexical matching/synonym matching, 

grammatical knowledge and a propositional understanding of the sentence to generate a correct 

answer. Item 18 mainly required application of lexical knowledge and syntactical knowledge to 

produce a correct answer. Both item 19 and 20 required lexical matching and pronoun 

referencing skills to successfully answer these two items. The abovementioned processing levels 

can all be traced back to Khalifa and Weir’s (2009) reading model, which, in addition to the 

appropriately utilized expeditious reading operations, corroborates the relevancy of these 

operations and processes elicited by the test’s items.  
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Chapter 6: Overview, Conclusions, Implications, and Recommendations 

6.1 Introduction  

This study was carried out in Saudi Arabia and included a total of 120 Saudi Arabian 

university students enrolled in the English Language Centre (ELC) of the Preparatory Year 

Program (PYP). A total of 102 students participated in the quantitative part of the study whereas 

18 were part of the think-aloud study conducted.  

The overall aim of this study was to contribute to the field of reading and language 

testing by investigating the effect of interface design on test-takers’ performance and cognitive 

processes whilst taking an L2 reading test in PBT and CBT. A further contribution was to 

illustrate the processes test-takers employ when answering test-items aimed to elicit local 

expeditious reading operations in relation to careful reading, which has been identified as a 

relatively unexplored area in L2 reading research (Urquhart & Weir, 1998). Eliciting the 

appropriate reading processes to locate the relevant information in the text to answer the test 

items would then be a first step towards providing supporting evidence for the test’s cognitive 

validity, which is one of the validity elements of Weir’s (2005) socio-cognitive framework for 

language test validity. The second step in this process was to determine whether the process-

levels elicited by the test task (i.e. after relevant information had been located) were the same 

processes test-takers employed when answering the test’s items. The theoretical framework of 

reference used to investigate this was Khalifa and Weir’s (2009) cognitive model of reading, 

which included Urquhart & Weir’s (1998) four-level reading matrix of which expeditious 

reading is an element. This chapter reviews the steps taken, their results/findings, and 

implications for future research. 
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6.2 Overview of Research Findings  

This section summarizes this study’s findings and mentions conclusions drawn from 

these findings according to the research questions posed in this study. 

 

6.2.1 Overview and Conclusions Performance in PBT and CBT 

6.2.1.1 RQ1. What is the effect of administration mode on test-takers’ performance when taking 

a lower-level L2 reading test? 

As this study’s aim was to investigate the effect of interface design following several 

indications from the field of language testing (e.g. Choi et al., 2003; Fulcher, 2003; Pommerich, 

2004), a review of the literature on interface design was conducted according to a devised 

interface evaluation model, whose elements would embody a ‘good interface’ (Fulcher, 2003). 

The interface that was developed based on the literature review was then used in the CBT-

version of the L2 reading test, which was administered to the same test-takers in both PBT and 

CBT mode on separate occasions.  

Statistical analyses revealed that, although test-takers appeared to perform better in CBT 

overall, the difference between the two modes was statistically non-significant. Results of the 

post-test questionnaire suggested that from the test-takers’ point of view, they were more 

comfortable with taking the CBT, which can be seen as supporting the quantitative findings (i.e. 

median CBT-score one point higher than PBT). Both PBT and CBT had a high internal 

consistency, which was very similar between the two modes (around .9 for both). Although the 

data were not normally distributed, further examination of the spread/distribution of the scores 

between the two modes revealed no significant differences. Furthermore, correlational analyses 
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showed a moderately high and significant correlation between PBT and CBT, which further 

supported an absence of mode effect on overall performance between the two modes.  

Item analyses on the thirty items of this study’s test were encouraging showing no 

significant differences between the two modes apart from item 2, and item 14, of which the 

former was in favour of CBT, because of which the latter was subjected to further qualitative 

investigation in order to reveal more about the possible underlying cause for this difference. 

However, no specific computer interface related cause could be found for the significant 

difference between the two modes on this item (further discussed in section 6.3.1). On the 

contrary, the overall score on CBT was one point higher than on PBT as mentioned above, 

suggesting that CBT would be favorable over PBT as far as test-takers’ performance is 

concerned. 

 

6.2.1.2 Conclusions RQ1  

The results pertaining RQ1 confirm the absence of an effect of the newly introduced 

administration mode overall, as no significant difference was found on overall performance. 

Although significances were found at the item level, i.e. item 2 (favouring CBT) and item 14 

(favouring PBT), it did not affect overall performance and therefore the answer to RQ1 would be 

in the negative, i.e. no significant effect was detected on overall performance. For this reason, the 

null-hypothesis accompanying RQ1 was not rejected. 

Of further interest was then whether the item performance effect on these two items (i.e. 

item 14 due to its statistically indicated negative effect) could be attributed to the computer 

interface (or (an) element(s) of it) of the newly introduced testing mode (i.e. CBT). This was 

further qualitatively investigated in RQ2, of which the results are reviewed below. 
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6.2.2 Processes in PBT and CBT  

6.2.2.1 RQ2. Is there any effect of administration mode on test-takers’ cognitive processes when 

taking a lower-level L2 reading test?  

The think-aloud study carried out to answer this research question revealed similar 

cognitive processing between the two modes, and no significant differences in frequency counts 

between the two were found for the majority of the strategies.        

However, 3 strategies showed significantly greater frequency instances in PBT than in 

CBT. Further examination revealed that all 3 of these strategies had to do with difficulties with 

either understanding the question or the text in the test’s passage in PBT, which essentially 

would have favoured CBT over PBT, as reflected through performance differences between the 

two in RQ1 (i.e. PBT M=14 and CBT M=15). Nevertheless, these frequency differences would 

not have led to significant performance differences despite this (i.e. one point median 

difference).  

These results were in agreement with one of the comparability studies that also looked at 

test-takers’ cognitive processing in PBT vs. CBT. Al-Amri’s (2008) study found a significant 

effect of testing mode on eight of the total of 60 test-takers’ strategies in CBT and 66 in PBT. 

However, further examination revealed that these differences did not affect performance in any 

way, as was the case in this study. He concluded that process-wise and performance-wise the two 

testing modes could be considered to be equivalent despite these significant frequency 

differences found between these strategies. Furthermore, Al-Amri (2008) did not investigate 

item-level performance in his study, which could have overlooked further significances such as 

the ones found in this study’s quantitative element (i.e. RQ1). The other comparability study that 

investigated test-takers’ cognitive processes in PBT and CBT was Kobrin’s (2000). However, 
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she did not find a significant effect of CBT on cognitive processes of the students in her study 

and stressed that the CBT did not appear to cause increased memory workload.  

Overall, these results indicate that, despite the significant differences on the three 

strategies mentioned, the interface did not seem to have affected cognitive processes in any way 

as these strategies indicated difficulties in PBT. Nevertheless, one further step in investigating 

this was taken by looking at strategy order and performance in relation to the processes utilized 

on item 14, which is further discussed in section 6.2.3 below. 

 

6.2.2.2 Conclusions RQ2  

The results reviewed above show that for the most part cognitive processes were 

equivalent between the two modes, i.e. for the vast majority of utilized strategies no significant 

differences were found. Three strategies revealed significantly more frequency instances in PBT 

and were all three related to understanding the question item or part of the text passage. The fact 

that CBT was favoured in these cases of significance makes it even more remarkable that in the 

main study there was a significant difference found in favour of PBT. However, as no significant 

differences were found in any of the other strategies, as with RQ1, it failed to reject null-

hypothesis accompanying RQ2 due to the evidence being unconvincing. 

 

6.2.3 Interface Design 

6.2.3.1 Scrutinizing Item 14 in PBT and CBT 

As preliminarily indicated, the newly introduced testing mode did not significantly affect 

the main study’s sample’s test-takers’ overall performance between both testing modes. At the 

item level however, item 14 revealed significantly lower performance in CBT and was further 
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investigated through comparing the cognitive processes between PBT and CBT to see if these 

would reveal any possible underlying causes to this difference and whether they could be 

attributed to the computer interface. As mentioned , no significant differences in overall strategy 

usage between PBT and CBT were found apart from TS13, TS26, and TS27, which after further 

scrutinization, appeared to favour CBT as opposed to PBT. Furthermore, test-takers utilized the 

same expeditious strategies on this item in both modes to locate the relevant information in order 

to answer it. One further step taken was to qualitatively examine whether any of the participants 

in the think-aloud sample had answered this item incorrectly in CBT yet correctly in PBT to see 

whether process-levels would reveal any significances leading up to this difference. S13 was the 

only test-taker out of the 18 participants for whom this was the case. Examination of the 

underlying processes showed that this test-taker did not use synonym matching in CBT, which 

resulted in an incorrect propositional understanding relating the 45 films (which was his answer 

to item 14 in CBT) to both Newman and Woodward instead of the 6 films that would have been 

the correct answer to this item. There was no clear indication that the CBT was responsible for 

not executing this lexical process as, other than this, the test-taker behaved in exactly the same 

manner in both modes (i.e. same processes utilized and in the same order). Therefore, it appeared 

to have had more to do with the test-taker himself, as he was the only one that had answered this 

item correctly in PBT yet wrongly in CBT. Sixteen of the others answered this item correctly in 

both modes, and one test-taker answered the item incorrectly in both PBT and CBT (i.e. S11). 

Furthermore, only one of the 18 test-takers used a different strategy to locate the information to 

answer the test item between PBT and CBT (i.e. S10) but it did not affect the answer given (i.e. 

both items were answered correctly). In addition to the non-significant differences between 

strategies utilized, strategy order was neither affected on this item nor was it affected on the 
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other 9 items for all test-takers, which further strengthens the absence of mode effect on test-

takers’ cognitive behaviour when taking this L2 reading test. These results would suggest that 

the discrepancy found in the main study’s sample have likely had a different underlying cause 

other than issues with the interface itself, which was of particular importance in this study.  

 

6.2.3.2 Suitability of Computer Interface  

The results indicated that although CBT performance was slightly higher than in PBT 

mode (i.e. PBT M=14, CBT M=15), this difference was not significant. Cognitive processes 

comparisons between the two modes further indicated that CBT did not affect test-takers’ 

cognitive processes as the generally the same were found in both modes and no significant 

differences in frequencies was detected. The three strategies that did indicated more difficulties 

in understanding questions and text passage in PBT, which further suggests that  the new testing 

mode did not affect test-takers’ processes, at least not negatively. Although this is not arguable 

with regards to the RQ’s as based on the significances found at the item level in RQ1 and in 

strategy frequencies for three items in RQ2, it does support that the computer interface, 

developed according to what has been indicated as optimal interface design in the literature, is 

suitable for the purpose it was developed for, i.e. not to interfere with the constructs measured. 

The fact that no clear cause related to the interface could be identified for the discrepancies on 

item 14, and non-significant differences in  cognitive processes  between the two modes (apart 

from the three discussed, which indicated more difficulties in PBT) supports this conclusion and, 

for this reason, the interface settings shown in the worked out template in chapter 2 on page 105, 

is a significant contribution to the field of reading and language testing and can be further 

developed/amended according to its set purpose. 
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6.3 Conclusions on Cognitive Validity CBT 

The processes that contributed to investigating this study’s test’s cognitive validity 

reviewed above appeared to be in favour of validity. Firstly, RQ1 revealed no overall 

performance difference between the two modes followed by RQ2 which together were more in 

support of equivalence rather than discrepancy between PBT and CBT. Item difference did not 

affect overall performance nor was it possible to trace its origins back to the CBT and would 

more likely have different underlying causes. Similarly, strategy results revealed that the 

significant differences found were due to PBT being more difficult than CBT, which might 

explain the slightly better performance in CBT by 4%, which was, nonetheless, not significant. 

Think-aloud verbalizations showed that the test items, which were purported to elicit expeditious 

reading operations to locate relevant information to the test item in the text, were the processes 

test-takers employed when searching for relevant information in the test’s passage. The 

alternative strategies chosen were memory related and correlational analyses indicated that this 

likely was linked to L2 proficiency, i.e. higher proficiency induced more frequent memory 

related strategies.  

Levels of processing employed by test-takers further confirmed the construct relevance of 

the test’s items as the process levels required to answer the items were employed by the test-

takers, and, those who employed irrelevant strategies/processes or were either not able or did not 

employ the required strategies mostly answered the item incorrectly as a result (apart from the 

memory related strategies for the reason indicated earlier). 



Chapter 6: Conclusions, Implications, and Recommendations  

 

289 

 

Based on the accumulated supporting evidence at the different stages of the investigation 

process, it can be concluded that there is a strong support in favour of the cognitive validity of 

this study’s test contributing to its overall construct validity.  

 

6.4 Overall Contributions of this Study 

This study aimed to achieve a number of purposes as previously indicated in section 1.4 

which are hoped to meaningfully contribute to the field of L2 reading language testing. These are 

further illustrated below specifying each of the different areas of contribution. 

1. Optimal Computer Interface .  One of the contributions of this study to the field of language 

testing is the development of a template comprising the optimal settings of a computer interface 

for a CBT of L2 reading through a synthesis of the literature on the different elements of the 

interface from various areas of knowledge including reading, language testing, and human 

computer interaction, which can be further developed by language testing organizations to aid in 

minimizing possible construct irrelevant variance in computer-based L2 reading tests.  

2. Comparability Studies. 

(Design). A further contribution of this study is that a within-subjects design was applied to 

comparing test-takers in both PBT and CBT. This is different to many studies that used between-

subject designs, which did not control for test-takers’ individual differences. Kobrin (2000), Choi 

et al., (2003) and Al-Amri (2008) are studies this study adds to as they likewise employed a 

within-subject design when comparing test-takers in two testing modes. 

(Processes). Another contribution to the field of language testing is that, contrary to the majority 

of the comparability studies focusing solely on product comparisons (i.e. scores), this study 

added a cognitive dimension to it by examining test-takers’ cognitive processes in PBT and 
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CBT, which enabled more comprehensive assessment of the reading construct and further 

investigations into the cognitive validity of an L2 reading test. 

(Outcomes). The results of this study showed no effect of administration mode either on test-

taker performance (RQ1) or the processes (RQ2), which is a further significant contribution to 

the field of language testing with regards to comparability studies in particular.  

3. Assessment Format. The fact that this study is the first to the researcher’s knowledge that 

involved open-ended questions (i.e. SAQ’s) when investigating test-takers’ cognitive behaviour 

in both modes, it further contributes significantly to the field of language testing supporting 

earlier theories of researchers that carefully formulated SAQ’s could be a suitable alternative to 

MCQ’s in language testing provided they were appropriately devised (e.g. Weir, 1990; Alderson 

et al., 1995; Alderson, 2000; Bachman & Palmer, 1996; Bachman, 2004; Magliano et al., 2007).  

4. Local Expeditious Reading Behaviour in L2. This study investigated local expeditious reading 

behaviour in relation to lower-level processing, which has not been researched extensively as 

indicated by Urquhart and Weir (1998). Its contribution is significant to the field of L2 reading 

and language testing as it describes local expeditious reading in a language-testing context in 

both PBT and CBT providing a clearer insight into how this reading type is employed by L2 test-

takers in this setting. 

5. Multicomponentiality of the Reading Construct. Whether the reading construct is unitary or 

consists of divisible components has been an element of debate for reading and language testing 

researchers who have proposed various elements from which various views of reading emerged, 

i.e. a unitary view, a bidivisible view, and a multidivisible view (Weir and Porter, 1996). This 

study further contributes to the reading literature by providing empirical evidence for local 

expeditious reading being a separately identifiable component of the overall reading construct as 
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indicated in Urquhart & Weir’s (1998) reading matrix, which was the theoretical framework 

upon which this study was grounded. This empirical evidence validated the local expeditious 

reading element of the framework and through the selection of test items that elicited this reading 

type in this study, provides further evidence for this by showing it is separately assessable. 

Although the multidivisible view of reading is assumed in this study, the evidence generated in 

support of this is that it consists of at least two elements (i.e. local expeditious reading and local 

careful reading), but this is due to this study’s focus merely being on these two elements in order 

to address the gap in the current literature and therefore does not negate the existence of 

additional reading components. 

6. Cognitive Validity of an L2 Reading Test. 

Comparing the cognitive processes in PBT and CBT in this study’s reading test was the 

first step towards investigating this study’s test’s cognitive validity. The two-stage process for 

establishing the cognitive validity of this study’s CBT is a significant contribution to the field of 

language testing, as there is little published research that has done this. Furthermore, using 

Khalifa and Weir’s (2009) cognitive model of reading as an anchor framework for establishing 

this did not only provide evidence in support of the cognitive validity of this study’s test’s but 

also empirically validated the framework itself, and provided supporting evidence for the 

construct relevancy of the test items selected for this study’s purpose.  

7. Target Context. This study’s context is a relatively unexplored one in terms of CBT and 

English language assessment in general. This study contributes significantly to the target context, 

as it is the first study of its kind investigating expeditious reading operations using open-ended 

question format, and the second comparability study that investigated cognitive processes in PBT 

and CBT. 
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6.5 Study Limitations and Future Research 

 Despite the clear set aims and objectives to be achieved in this study beforehand, 

there have been a number of limitations in certain aspects of this research. These limitations did 

not significantly influence the overall validity of the generated results but could be improved on 

in further studies. Furthermore, this study provided a platform for a significant number of areas 

for further investigation for which suggestions are given in this section. 

1.Study’s Participants. The participants in this study were from the province of Hail in Saudi 

Arabia and were enrolled in the preparatory year program of one particular university. This 

limits the generalisability of the findings to the complete preparatory year population throughout 

the country involving other universities. Furthermore, other profession specific disciplines such 

as medicine have their own unique student population, which could result in different findings 

compared to students from different disciplines, even when from the same region. Therefore, 

future research should include preparatory year students from other universities from the various 

regions in the country in order to get a more complete insight into whether the results obtained in 

this study are region related or allow for interregional interpretations.  

1. Reading Test.  

Reading Types. This study’s focus was on local expeditious reading operations in relation to 

mainly careful reading dictated by the test’s items, which is only part of the academic reading 

construct, as this involves global reading and higher-level text processes in addition to local level 

reading and lower-level processes. In order to see whether the results of this study with regards 

to eliciting appropriate reading operations and process-levels can be related to academic reading 

where higher level processes are required, it would be recommended to involve reading tests that 

assess these global reading operations and higher process-levels to see whether it affects 
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cognitive behaviour and whether the cognitive validity of the reading test would still be 

warranted.  

Passage Length.  The reading passage used in this study’s test was 303 words in length, which is 

relatively short compared to the newer versions of the TOEFL, for example, which might have 

induced the observed usage of more memory related strategies by this study’s test-takers who 

had higher L2 proficiency levels when locating relevant information in the passage or answering 

some of the test items. Therefore, future research should include longer reading passages in order 

to see whether the frequency of these strategies reduces because of this change in passage length. 

Furthermore, it would be interesting to see what the effect of increased scrolling range due to this 

would have on test-taker behaviour and performance.  

Assessment Format. Although one of the innovations this study introduced was open-ended CBT 

assessment through SAQ’s, it would be interesting to investigate whether the results obtained 

from a performance perspective and from a cognitive processes perspective would be 

comparable when altering the assessment format as the likely introduction of, for example, more 

test-wiseness strategies could alter the way test-takers interact with the CBT and could therefore 

introduce construct irrelevant variance affecting either processes or performance. 

Test-Retest Reliability: Parallel Tests. As briefly discussed in section 3.8, concerns were 

expressed with employing the test-retest reliability method, i.e. assessing the same test-taker on 

two separate occasions on the same test and parallel tests were suggested as a better alternative to 

this (e.g. Anastasi, 1988; Alderson, 1991a; Weir, 2005). This study employed the test-retest 

method to control for test-takers individual differences, as using parallel tests when comparing 

cognitive processes in PBT and CBT had been reported as problematic earlier (e.g. Kobrin, 

2000). Replicating this study using parallel tests in a within-subject design instead of using the 
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same test on two occasions would be recommended to see whether it affects student performance 

differently in any way in comparison to this study. 

Instrumentation. Results from the PTQ indicated that test-takers favoured CBT over PBT. 

However, they completed this questionnaire after they had taken both modes of the reading test, 

which means that a 5–week gap was observed in between and therefore accuracy of recalling 

features of the firstly taken testing mode were most likely not optimally accurately comparable to 

the features of the second session’s testing mode. A parallel test-retest reliability design would 

have been the method of choice in controlling for this, as in that case test-takers could have taken 

the PBT and CBT in a single session, or in two sessions one closely after the another, which 

would have provided more accurate results. Despite this, the fact that the students were all at 

least moderately familiar with computers might have influenced their perception as well but this 

was a prerequisite to investigate the effect of the independent variable in this study. 

Language Skill. The skill of interest in this study’s test was L2 reading commensurate to the 

identified gap in the literature underrepresenting L2 expeditious reading. However, other skills 

such as writing, listening, and speaking need to be investigated also in order to further contribute 

to the field of language testing. 

4. High-Stakes Situations. This study’s results showed one point difference on overall 

performance between PBT and CBT (i.e. M=14 in PBT and M=15 in CBT) favouring CBT. In a 

high-stakes situation, which is ultimately where it matters most, this might very well be the 

difference between passing an exam and failing one for some test-takers. Further investigation is 

therefore needed into the magnitude of this possible effect in these high-stakes contexts. 
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5. Institutionalized Test. This study’s test was a reading test developed by the institution itself for 

achieving its internal objectives. Therefore, this study’s results are not generalizable to 

internationally standardized tests such as the TOEFL or IELTS. 

6. Gender. It would be of significant importance to include female participants in subsequent 

studies in order to see whether performance and behaviour are comparable between the two 

genders. 

7. Validity Types. This study investigated the cognitive validity of the L2 reading test in both 

modes, which is only one element of Weir’s socio-cognitive framework for language test 

validity. Therefore, other types of validity are encouraged to be examined in subsequent studies 

using the template developed for this study’s purpose. 

8. Software for Interface design. The hotpotatoes software used for developing this study’s 

interface has a number of limitations, one of them being the lack of automated scoring features. 

This would be essential to stakeholders in the field of language testing, as this is one of the main 

administrative advantages computer-based testing has over traditional paper-based testing. 

Therefore, it is recommended to implement the proposed optimal interface settings in the model 

in this study into more advanced software programs that do contain this feature in order to 

benefit larger language testing projects. 

 

6.6 Concluding Remarks 

A number of important issues indicated in the field of reading and language testing have 

been investigated in this study. An interface design evaluation model was proposed leading up to 

a model reflecting optimal settings for an interface to be used by various stakeholders for reading 
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assessment purposes. The model proved to be suitable for this purpose supported by quantitative 

and qualitative evidence generated in this study. 

Urquhart and Weir’s (1998) local expeditious reading and careful reading types have 

been validated through this study by evidencing construct relevance through test-takers cognitive 

processes. The appropriateness of the processes is further validated through Khalifa and Weir’s 

(2009) cognitive model of reading, which further validated the latter’s model with regards to 

lower-level processes when reading a text in L2.  

The aforementioned contributions further provide evidence for the cognitive validity of 

the CBT (and PBT) through illustration of test-takers’ cognitive behaviour in the two modes. 

This study therefore contributes significantly to the field of reading and language testing 

by providing stakeholders with a template comprising optimal settings for a computer interface 

as a basis for lower-level L2 reading assessment. It further contributes to the field of L2 reading 

by validating the aforementioned two reading types and the lower-level processes involved when 

carefully reading a text in addition to proposing a cognitively valid test of L2 reading, which 

therefore provides solid supporting evidence towards its construct validity. Due to these 

contributions in addition to this study’s limitations, it further created further opportunities for 

further, more elaborate research in this area. 
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Appendix B: Computer Familiarity Questionnaire English Version
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Appendix C: Computer Familiarity Questionnaire Arabic Version
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Appendix D: Post-Test Questionnaire English Version
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Appendix E: Post-Test Questionnaire Arabic Version
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Appendix F:  University’s Placement Test
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Appendix G:  University’s Permission Letter
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Appendix H: Informed Consent English & Arabic
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Appendix I: Samples of Textbooks Used in Target Context
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Appendix J: Kobrin’s (2000) List of Strategies
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Appendix K: Al-Amri’s (2008) Taxonomy
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Appendix L: Strategy Counting Template
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Appendix M: Think Aloud Protocol PBT
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Appendix N: Think-Aloud Protocol CBT
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Appendix O: Cohen & Upton’s (2007) Strategies 
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Appendix P: This Study’s Identified Strategies (Template)
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