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Abstract Although groups of robots are expected to

interact with groups of humans in the near future, re-

search related to teams of humans and robots is still

scarce. This paper contributes to the study of human-

robot teams by describing the development of two au-

tonomous robotic partners and by investigating how

humans choose robots to partner with in a multi-party

game context. Our work concerns the successful devel-

opment of two autonomous robots that are able to in-

teract with a group of two humans in the execution

of a task for social and entertainment purposes. The

creation of these two characters was motivated by psy-

chological research on learning goal theory, according

to which we interpret and approach a given task differ-

ently depending on our learning goal. Thus, we devel-

oped two robotic characters implemented in two robots:
Emys (a competitive robot, based on characteristics re-

lated to performance-orientation goals) and Glin (a re-

lationship-driven robot, based on characteristics related

The present paper is an extended version of the work in the
article“Groups of humans and robots: Understanding mem-
bership preferences and team formation”, published in the
Proceedings of Robotics: Science and Systems (2017), with
the DOI 10.15607/RSS.2017.XIII.024. The present version in-
cludes a detailed description of the autonomous robots’ de-
velopment, not included in the aforementioned article. It also
includes a significantly improved discussion of our results in
terms of human-robot collaboration.
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to learning-orientation goals). In our study, a group of

four (two humans and two autonomous robots) engaged

in a card game for social and entertainment purposes.

Our study yields several important conclusions regard-

ing groups of humans and robots. (1) When a partner is

chosen without previous partnering experience, people

tend to prefer robots with relationship-driven charac-

teristics as their partners compared with competitive

robots. (2) After some partnering experience has been

gained, the choice becomes less clear, and additional

driving factors emerge as follows: (2a) participants with

higher levels of competitiveness (personal characteris-

tics) tend to prefer Emys, whereas those with lower

levels prefer Glin, and (2b) the choice of which robot to

partner with also depends on team performance, with

the winning team being the preferred choice.

Keywords Social Robots · Human-Robot Teams ·
Collaboration

1 Introduction

As robots become a more common and pervasive tech-

nology in our society, they will slowly become common

aids in our everyday activities. For robots to co-exist

with humans in their everyday activities, it is funda-

mental that they are able to respond to the multiple

needs of humans in a wide range of domains and situ-

ations; that they are flexible to accommodate the var-

ied and varying operation conditions imposed by such

multi-purposefulness; and, perhaps more importantly,

that they are able to successfully integrate explicit and

implicit operational and social protocols in their place

of actuation. In other words, it is imperative that the

robots are able to integrate into teams with other robots

and especially with humans. Therefore, it is inevitable
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that humans and robots will engage in cooperative ac-

tivities as teams in the near future (Coradeschi and

Saffiotti, 2006). However, for this to be possible, robots

must be endowed with the necessary competencies that

enable social interaction with humans to occur.

Several works have explored different ways of inter-

acting in teams comprising both robots and humans

(Chang et al, 2012; Eyssel and Kuchenbrandt, 2012;

Fraune et al, 2015). In this paper, we contribute to

this literature, exploring the social competences nec-

essary to build successful teams of humans and robots.

In particular, we study multi-robot and multi-person

interactions, investigating people’s preferences toward

robots with different goals and exhibiting different so-

cial behaviours.

In this context, several questions arise: What will

a team consisting of humans and robots be like? Will

people wilfully partner with a robot? If so, what type of

robot will they prefer as a teammate? The latter ques-

tion is particularly interesting, as the choice of whom

to partner with on a team depends on many different

factors, including the characteristics of the individuals

and the tasks to be executed. This is also true for teams

consisting solely of humans, as differences in the social

competencies or personality of the other may greatly

influence the degree to which a human is willing to

partner with another (Hinds et al, 2000). According

to Hinds et al (2000), when we, as humans, select a

team member to work with, we tend to privilege ho-

mogeneous groups with high indicators of competence

and with greater similarity and familiarity. These pref-

erences may be related to our attempts to make choices

that will maximise our expectation of success. Similarly,

previous research in Human-Robot Interaction (HRI)

demonstrated that users prefer robots whose person-

alities match their own in terms of introversion/extro-

version in a therapeutic task (Tapus et al, 2008). This

paper extends these results, exploring the influence of

robot traits in both cooperative and competitive inter-

actions.

We investigate multi-robot multi-person interactions

in the context of a game to study team formation and

preferences. We describe an investigation of team for-

mation with robots, considering robots with different

goal orientations. It has been shown that, at an indi-

vidual level, people’s goal orientations have a major

effect on how they approach and respond to a task.

Dweck (1986) extended the notion of goal orientation

introduced by Eison (1979) and concluded that dur-

ing a task, people will present either a learning goal

(i.e., an interest in learning something) or a perfor-

mance goal (i.e., an interest in the result and what

judgements will emerge from it). Teams consisting of

individuals with a “learning-goal” orientation are re-

ported to show high levels of mutual support behaviours

and high qualities of interaction, team efficacy and com-

mitment. By contrast, teams consisting of individuals

with a “performance-goal” orientation are negatively

correlated with team efficacy and commitment (Porter,

2005).

In our work, we explore the two aforementioned goal

orientations and develop two different robotic charac-

ters: (1) a more relationship-driven character (named

Glin), mapping to the learning-goal orientation, and

(2) a more competitive one (named Emys), mapping

to the performance-goal orientation. These two robots

autonomously play a card game with two humans com-

panions. Thus, the autonomous robots interact in a

group of four and are partnered with either a human

or the other robot. Two studies are reported in this

paper, and their study methodologies are illustrated in

this link1.

The first study provided a validation the goal ori-

entations of both characters. The second study in-

vestigated which robotic character is preferred as

a partner in the game, depending on the two goal ori-

entations. To this end, robots and humans were placed

on teams and played a game in a social setting. Both

robots played equally well, but one robot displayed very

competitive interactions, whereas the other was more

interested in the quality of the interactions. We ex-

pected that, (i) overall, participants tend to choose the

more relational robot as their preferred partner and

that (ii) the level of competitiveness played a role in the

choice, with higher scores being associated with choos-

ing the competitive robot. Our results showed that, in

general, the participants liked having both robots as
partners and that, upon first impressions, they do pre-

ferred the more relational robot to the competitive one.

However, the results also showed that after repeated

interactions and after partnering with both robots, the

choices of the participants became less clear and other

driving factors emerged in their decision. For example,

more competitive people preferred the more competi-

tive robot. Furthermore, our findings also showed that

team performance affects the partner choice.

In general, this paper contributes to the study of

teams of humans and autonomous robots; specifically,

it addresses membership in mixed teams in the context

of playing a game. Furthermore, this paper presents ev-

idence that preferences regarding team formation with

an autonomous robot depend not only on the robot’s

goal orientation (competitive vs. relationship-driven)

1 Video explaining the methodology design of the two
studies reported in the present paper: https://youtu.be/

rwvBIDsN6Cc

https://youtu.be/rwvBIDsN6Cc
https://youtu.be/rwvBIDsN6Cc
https://youtu.be/rwvBIDsN6Cc
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but also on the characteristics of the people involved.

This finding has implications for the field of HRI, as

it introduces factors that can impact preferences re-

garding the choice of a robotic partner and how these

preferences vary over time.

2 Related Work

Over the years, the field of HRI has evolved from be-

ing mostly focused on “one-to-one” interactions to con-

sidering more complex scenarios in which (1) individ-

ual users interact with multiple robots or (2) multiple

users interact with individual robots. However, a vi-

sion for the future concerns not only individual robots

operating in a variety of human environments (Gates,

2007) but also multiple robots interacting with multiple

people and with each other (Rus et al, 1995). Indeed,

Groom and Nass (2007) identified this trend by defining

several benchmarks that enable the emergence of opti-

mal social teams consisting of humans and robots and

by emphasising how robots can complement and im-

prove current human-human teams. Furthermore, well-

established and grounded social psychological theories

postulate that people’s behaviour changes when they

are exposed to a certain group or individual (e.g., Born-

stein and Yaniv (1998)), and therefore, the study of

groups of humans and robots is undeniably a crucial

area of HRI.

For social robots to be able to interact with multi-

ple users, they need to be endowed with social compe-

tencies. In general, the research findings suggest that

humans often treat instruments of technology as social

actors (Reeves and Nass, 1996), applying social rules

and expectations and exhibiting overlearned social be-

haviours, such as politeness towards machines (Nass

and Moon, 2000). Several studies have been performed

to analyse group effects related to individual robots,

such as group membership and social categorisation

(e.g., Kuchenbrandt et al (2013)). In addition, stud-

ies on HRI have confirmed that social categorisation

processes associated with groups also generalise to so-

cial robots. By manipulating group membership, Eyssel

and Kuchenbrandt (2012) showed that people anthro-

pomorphise and prefer an in-group robot to a greater

extent than an out-group robot. Chang et al (2012)

studied the type of behaviour that humans choose to

adopt (competitive or cooperative) depending on the

group size (a group of humans or an individual hu-

man player). The results showed that participants be-

have more competitively towards a robot when they

are in a group than when they are interacting as indi-

vidual players. Additionally, a cross-cultural field study

investigated participants’ behaviour depending on the

number of robots (a single robot or a group of robots)

with which they were interacting and the type of be-

haviour (social or functional) the robot(s) exhibited.

The results showed that people regarded single social

robots more positively than social robots in a group. By

contrast, people felt more positively towards a group

of functional robots than towards a single functional

robot. This research already suggests that the specific

characteristics of robots, in this case, functional versus

social behaviour, influence their group effects (Fraune

et al, 2015). Moreover, personality appears to be an im-

portant variable influencing how people perceive and

choose robots. Findings suggest that people tend to

prefer robots whose personalities match their own in

a therapeutic context (Tapus et al, 2008), with similar

findings related to pet-like robots (Lee et al, 2006). Ad-

ditionally, it has been found that people’s personality

traits are predictive of comfortable proximity distances

when interacting with social robots (Walters et al, 2005).

More recently, Fraune et al (2017) explored people’s re-

sponses to groups of robots and compared the responses

to different types of groups by varying the “diversity” of

the groups. A Wizard-of-Oz (WoZ) approach was used

to control the robots, and the human participants were

directed to solve a task in the presence of 3 robots (un-

der two conditions: high similarity and diversity). The

results of this experiment showed that people perceive

multiple robots that act and look the same as more

threatening than a diverse group of robots.

Regarding human-robot teams, other concerns arise

when exploring how these partnerships can evolve in a

symbiotic manner and contribute to improved human-

robot collaboration. For example, the efficiency of work

performed with a robot increases when the robot shares

non-verbal cues with its teammate (Breazeal et al, 2005).

Furthermore, Shah et al (2011) have shown that team

performance increases when the behaviour of the robot

is based on human-human cooperation, and the same

is seen when the robot adapts to the user (Hoffman

and Breazeal, 2007). Another study involving groups

of humans and robots in a team examined the role of

backchanneling competencies in a robot. The results of

this study support the assumption that backchanneling

is important for team performance even for robots(Jung

et al, 2013). All of this brings attention to the nu-

merous factors and characteristics that influence users

when working with robots. To create better human-

robot teams, these factors and characteristics should

be considered to understand which types of robot char-

acteristics are best for each specific context.

Despite the significant work that has been done in

this new area of research, we believe that the work

presented here makes a novel contribution to this new
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era, moving beyond “one-to-one” and “one-to-many”

interactions to scenarios in which several robots and

several humans are interacting with each other. More-

over, we also contribute to the field by demonstrating

how some preferences regarding robotic partners are

influenced by the social characteristics of both the hu-

mans and the robots. Finally, we contribute to the field

of HRI through the development of two autonomous

robots that can interact with each other and with two

humans.

3 The Card Game Scenario

To explore the topic of human-robot teams and the role

of goal orientation in the formation of these teams, it

was necessary to define a suitable scenario to study this

phenomenon. We chose the card game Sueca, which is

a four-player game played between two teams. Part-

ners on the same team sit across from each other and

must play symbiotically to succeed in winning the game

against their opponents. Because this is a hidden-infor-

mation card game in which players do not know each

other’s cards, the relationship between each player and

his/her partner constitutes an especially relevant part

of the game. Traditionally, two partners who frequently

play with each other do not want to switch to different

teams, as they have often developed communication sig-

nals or other complicit mechanisms and each partner

understands how the other plays, thus making them a

better team.

Players of Sueca typically do not start the game

on equal footing, as it depends on the initial distribu-

tion of the cards that are dealt by the players at the

beginning of each game. One team might have a higher

probability of winning the game than the other, and

one player might have more opportunities to make a

good play than the others depending on the initial card

distribution. Therefore, the environment of the game

is considered inaccessible (Russell et al, 1995), which

complicates the task for any autonomous agent. More-

over, in the case of a robotic agent, this task mirrors

the real game experience that humans have during card

games, making this a very natural and believable sce-

nario or even more complex in comparison to scripted

interactions or WoZ-built scenarios.

In our scenario, two robots will play with two human

players in different game settings, i.e., we established

different teams: robot-robot versus human-human and

human-robot versus human-robot. We consider a mixed

environment (see Figure 1) in which humans play with

physical cards and robots play with virtual cards. The

human players hold their cards during the game and are

responsible for shuffling them and distributing them to

each player. To assist with the game play, the physical

cards have fiducial markers that can be detected by

a multi-touch surface, thereby perfectly blending the

natural card game experience for the humans with the

digital version required by the robots. As a result, the

robots must autonomously play the game (with virtual

cards), which is unpredictable for both the humans and

the robots; consequently, this is a very realistic scenario.

4 Developing a Robotic Game Player

Two aimed robotic characters were embedded in sim-

ilar robotic agents. The current section describes the

development process for a robotic agent that acts au-

tonomously. It begins with an analysis of a user-centred

study that further inspired the definition of the agent’s

perceptions as well as its behaviours, which together

constitute the main perception-reaction loop of each

robotic game player.

4.1 User-Centred Design

We conducted a user-centred study to analyse and col-

lect the behaviours of human players during the game

interaction, as described in Correia et al (2016). The

video records of 10 independent games were annotated

and converted into utterances of verbal and non-verbal

behaviours. In addition to the dialogues, these utter-

ances allowed us to analyse the relevant gaze directions

during this card game, such as gazing at the table where

the game was being played, at the partner, at oppo-

nents, at their own hand (own cards), or elsewhere.

The initial coding scheme was semi-structured accord-

ing to the following game stages that are commonly

known: session start, shuffle deck, split deck, deal cards,

game start, next player turn, player played, trick end,

game end, and session end. Additionally, we realised a

discrepancy in the competitiveness levels of some play-

ers between their interactions towards partners and to-

wards opponents, especially during the game stages of

next player turn, player played, trick end, game end, and

session end, which we classified as the ones eliciting the

competitiveness of the players.

Finally, we further examined the content of beha-

viours triggered during the game stages of player played

and trick end, which revealed more complex appraisals.

The participants of our user-centred study usually ex-

pressed how desirable such events are regarding their

current scores in the game. Nevertheless, they were

careful not to disclose information about their cards,

which are unknown for the other players due to the

fact that Sueca is a hidden-information game.
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This detailed behavioural analysis was crucial to

creating a social robotic player that acts in a natural

and human fashion. Moreover, it guided the develop-

ment of the two proposed characters (detailed in Sec-

tion 5), where one is more performance-oriented and

competitive, i.e., Emys, while the other is more learning-

oriented and relationship-driven, i.e., Glin.

4.2 Perceptions of the Robot

After having analysed the relevant game stages that

trigger the interactions among players during this card

game, we were able to define the perceptions of each of

the robotic players.

We decided to confine the perceptions of the robotic

player solely to game events, without any further speech

or image recognition. Therefore, a robotic game player

requires the notification of all relevant game events, as

well as their associated information, i.e., the identifica-

tion of the player and/or team performing the event or

the card being played. It is crucial that this communi-

cation occurs in run time so that the robotic player can

autonomously react at the right moment.

Regarding the game events that elicit the compet-

itiveness of a player, their perception process includes

two additional appraisals. The first appraisal attempts

to assess the immediate impact of a game event. It

begins by identifying the team that benefits the most

from it. In the case of a trick end, game end, or ses-

sion end, this identification refers to the winning team.

In the case of a player played event, it refers to the

current trick winner. Although the ultimate winner of

a trick can only be assessed after the four moves have

been completed, human players usually acknowledge in-

definite winners during the trick. Consequently, it is

also important to assess the previous trick winner to

check if the current move caused a change in the cur-

rent scores. Finally, it is also relevant to quantify the

impact of the play on the game scores. We have de-

fined two boundaries based on the value of the highest

cards of each suit in the Sueca game: low impact when

the move/trick adds at least 3 points2 and high impact

when the move/trick adds at least 10 points3. The com-

bination of these three factors is shown in Table 1 and

is ordered according to how favourable the game event

is at the moment for the agent’s team.

The second appraisal process is an emotional ap-

praisal related to the overall impact on the task. The

agent uses an OCC model (Ortony et al, 1990) with

the appraisal variables of Desirability, Desirability For

2 value of the 2nd lowest card
3 value of the 2nd highest card

Table 1 Appraisal of game events ordered by the benefit
they add to the agent’s current trick score.

Previous
Trick Winner

Current
Trick Winner

Impact
on Score

Valence

Other team My team High

+
Other team My team Low

My team My team High
My team My team Low

Other team Other team Low

-
Other team Other team High

My team Other team Low
My team Other team High

Others, and Goal Likelihood. Each agent has the goal

of “winning the set of games”. According to the fol-

lowing equations, the first two appraisal variables are

updated after each player played event, while the last

one is updated after each trick end event.

Desirability = min(max(−15,TP ),15)
15

DesirabilityForOthers = −Desirability
G.Likelihood = 0, 5× MySP

MySP+OSP +0, 5× MyGP
MyGP+OGP

‖TP‖ is the current trick points, and its valence may

be positive if the current trick winner is the agent’s

team or negative if it is the other team. MySP are

the current session points of the agent’s team, while

OSP are the current session points of the other team.

Similarly, MyGP are the current game points of the

agent’s team, and OGP are the current game points

of the other team. According to the OCC model, these

appraisal variables will generate different types of emo-

tions: well-being (i.e., joy and distress), fortune for oth-

ers (i.e., resentment, gloating, happy for, and pity), and

prospect-based (i.e., hope and fear).

The described appraisal mechanisms perform iden-

tically for our two robotic game players. Nevertheless,

the role each player has on the game will produce dif-

ferent appraisals and, therefore, different perceptions.

For instance, a player that adds more points to his/her

team will be positively appraised by its robotic partner

and negatively appraised by its robotic opponent.

4.3 Behaviours of the Robot

The final step in developing a robotic game player and

closing the reaction-action loop is to define its behaviours.

The goals of each robotic player include both socially

interacting during the game and efficiently performing

the task of playing the game, which results in both so-

cial and task-related actions, described as follows.
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4.3.1 Social Behaviours

The social behaviours of a robot are limited to the

features of its embodiment. For the purposes of this

card game scenario, we chose the stationary robotic

head EMotive headY System (EMYS) (Kedzierski et al,

2013) capable of using gazes, animations, postures, and

dialogues, which are expressed as follows.

The basic reaction to all the perceptions is a change

in the gaze direction. For instance, game events such as

shuffle deck, split deck, or deal deck cause an immediate

shift in the gaze direction of the robots towards the

player performing these actions. In the same manner,

game events referring to a new card on the table lead

to a gaze towards the table centre. For the next player

turn events, the gaze instructions depend on whether

the next player is the robot itself or another player.

In the former case, the robot immediately gazes at its

hand (own cards). In the last case, it waits two seconds

before looking to the next player to simulate that it is

acknowledging the previous play.

Regarding other non-verbal behaviours, the robotic

game player produces expressive facial animations and

physical postures according to its activated emotional

state. This is the behavioural response of the emotional

appraisal previously described, which aims to display

the perception of its performance on the task. As dif-

ferent emotions can be simultaneously activated by a

single event (e.g., sadness and hope), the strongest emo-

tion among the activated emotional states is used to

drive the robot’s physical posture and to select some of

its animations. These non-verbal emotional behaviours

perform similarly on each robotic game player, as their

emotional appraisals are similar.

As for the robotic agent’s more complex reactive

behaviours in the form of utterances (which include di-

alogue, animations and/or gaze instructions), they ap-

pear as a reaction to a particular game event. Moreover,

reactions will differ according to different perceptions

of the game events, as shown in Table 2. Based on the

user-centred study, competitive behaviours usually oc-

cur after extremely favourable or unfavourable game

events, which, according to the appraisal presented in

Table 1, occur in the highest and lowest situations. The

authoring of the utterances is detailed in Section 5, as

they were used to convey the manipulation of the goal

orientation on the robotic players. Nevertheless, it is im-

portant to mention that all the utterances begin with

a gaze towards the player the robot is interacting with

and may end with a gaze towards the next player, if

applicable.

4.3.2 Task-related Behaviours

For each robotic player to succeed in its task of playing

the card game, it contains an algorithm able to perform

online computations within the Sueca domain and to

choose a suitable card to play.

Considering the main property of this card game,

i.e., the imperfect information, we considered imple-

menting the Perfect Information Monte-Carlo (PIMC)

algorithm. It is based on the Monte Carlo method,

which has recently successfully solved similar games,

such as Bridge (Ginsberg, 2001), Skat (Buro et al, 2009),

or Hearts (Sturtevant, 2008).

Algorithm 1 PIMC search pseudo-code.

1: procedure PIMC(InfoSet I, int N)
2: for all m ∈ Moves(I) do
3: val[m] = 0

4: for all i ∈ {1..N} do
5: x = Sample(I)
6: for all m ∈ Moves(I) do
7: val[m] += PerfectInfoValue(x, m)

8: return argmax
m

{val[m]}

The algorithm 1 was further adapted according to

the best parametrisation of the hybrid player for the

Sueca domain, proposed and detailed in Correia et al

(2017).

5 Creating Two Characters for Two Robotic

Game Players

Regarding the goals of the work, we aim at creating two

different characters, Emys and Glin, to play the Sueca

game. Emys was given a performance-driven goal ori-

entation, and as such, its behaviours and social actions

are more aligned towards winning the game. Glin, by

contrast, was given a learning-driven goal orientation;

consequently, although Glin strives for its team to win

the game, it also focuses on fostering team spirit and

providing a good game experience.

The challenges associated with defining the two ro-

botic characters were (1) how to reflect different goal

orientations through the social interactions of two dis-

tinct robots and (2) how to guarantee, in the case of a

group of two humans and two robots, that both robots

are aware of and synchronised with the others, respect

turn taking, and act naturally in a group of four.

To address the first challenge, both robotic game

players use the same agent, described in Section 4. How-

ever, their utterances distinguish them as two different

characters. In other words, their repertoire of dialogues
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Table 2 Examples of utterances from Emys and Glin. *Appraisal according to Table 1.

Game State Emys Glin

Deal Cards
“I only accept aces
and sevens in my hand!”

“I hope there are good
cards for everyone!”

Self playing
“Watch and learn
how this is played.”

“I am so proud to
be on your team!”

Partner played
(*Other team - My Team - High)

“Indeed, these points
suit our team better.”

“Our team
is in sync!”

Opponent’s Turn
“Play..or we
will fall asleep.”

“It’s you, go ahead!”

Partner’s Turn “Don’t disappoint me.” “Play with confidence!”

Game End - Loss
“This cannot continue like
this! You have to play better!”

“No worries, next
time we will do better!”

Game End - Draw “With this score, I do not like to play.” “It’s a draw... no worries, it’s okay.”

was used to author the characters of Emys and Glin.

Therefore, each robotic player has a unique set of utter-

ances (420 per robot) for all the perceived game events

during a game session. The total amount is balanced to

ensure that neither would be more repetitive than the

other. Moreover, they produce behaviours with simi-

lar frequencies to ensure that neither would exceed the

other in its interaction rate.

Table 2 exemplifies the differences between Emys’

and Glin’s interactions for the same perceived game

states. For Emys, the utterances were built based on

a competitive perspective, always in pursuit of the best

score. For example, the emotion of joy is triggered when

the situation reveals that its team is winning. At the

same time, Emys will react with an angry emotion when

losing and will consequently blame the others, either the

partner or the opponents, for the game result. By con-

trast, Glin was built with different parameters, leading

to a more relational perspective, verbalising more sup-

port towards its partner. When its team loses, Glin will

respond with a sad emotion, encouraging its partner

and fostering hope. Note that Glin also plays competi-

tively, desiring its team to win but assuming more of a

supportive role.

Another consideration, due to the fact these charac-

ters interact verbally, was providing the robots with dif-

ferent voices. It is crucial for the voices to be easily dis-

tinguishable, especially because they are embodied in

identical robots. Therefore, we used different male Por-

tuguese voices from the same Text-To-Speech (TTS)

engine to ensure that the two robots had similar voice

characteristics in terms of lifelikeness, expressiveness,

and quality.

Finally, we would like to emphasise that both char-

acters played the game using the same search algorithm,

parameters and heuristics, which is an important design

consideration, as we wanted them both to play equally

well when placed in the same situation.

5.1 Interaction in a Group

To produce natural interactions among the group of

four (two humans and two robots) and considering the

fact that both human and robotic players play certain

roles (partner and opponent) in the game play scenario,

the robotic players must be able to interact with each

other in a manner as similar as possible to that in which

they interact with human players.

Given that these autonomous robots do not have the

capability to understand natural language, other mech-

anisms had to be implemented to achieve natural, be-

lievable, and human-like interactions. One fundamental

capability required in this scenario is turn taking. For

instance, humans use various sensory stimuli to perceive

whether another person is going to speak, immediately

establishing an order for the speakers according to each

situation. Sometimes, a person will even step down from

his or her intention to speak because someone else has

already said the same thing or because there is no rea-

son to speak anymore. To mimic this natural synchro-

nisation process, we defined a two-phase handshaking

protocol as an explicit communication interface. This

protocol includes four messages: (1) to inform of an

intention to speak, (2) to respond to an intention to

speak, (3) to inform that an utterance has begun, and

(4) to inform that an utterance has finished. Each robot

can perform an utterance only when it receives a posi-

tive response. If it receives a negative response, it must

wait and retry message (2) until it receives a positive

response. A conflict may arise when a robot receives an

intention to speak immediately after having sent the

same message, as both robots will then receive a nega-

tive response and will both enter a retry loop. To avoid

a communication deadlock, the two robots will retry

their requests after different periods of time, which are

randomly generated with values between 0 and 2 sec-

onds. The next time, one of them may receive a positive

response, and if not, they will continue retrying until a
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request receives a positive response or until a timeout

period of 3 seconds has expired.

This simple mechanism enables a natural and fluid

turn taking mechanism between the two robots. A sim-

ilar mechanism with the human players would also im-

prove the group interaction, but it was currently ig-

nored due to its complexity. Nevertheless, we carefully

avoided having explicit questions in the chosen dia-

logues. When necessary, we replaced them with rhetor-

ical questions instead, as such utterances provide a rich

feeling of interaction without requiring explicit answers.

For instance, a robot may say “Did we really lose this

game?” (Emys) or “What am I going to play next?”

(Glin). This detail can be interpreted as a simplified

form of two-way communication that allows humans to

engage in a conversation or simply to answer the robots.

6 Study 1: Character Validation

The first study was conducted to validate the differ-

ences between the two created characters, i.e., the more

performance-oriented character, Emys, and the more

relationship-oriented character, Glin. We expected that

Emys would be perceived as more competitive, less help-

ful and less motivating and as providing less emotional

security than Glin.

6.1 Sample

We recruited a total of 30 university students (17 males

and 13 females) with ages ranging from 19 to 42 years

old (M = 23.03; SD = 4.21). Among the participants,

56.7% had a high level of expertise in the game, 40%

had a moderate level of expertise, and only 3.3% had

never played the game before. Regarding previous inter-

actions with the EMYS, 24 participants had previously

interacted with it, and 6 were interacting with it for the

first time.

Fig. 1 Experimental setting for Study 1.

Each participant was randomly allocated to a ses-

sion in which three human participants played either

with Emys or with Glin. This session lasted approxi-

mately 1 hour, and the instruments used were an EMYS

robotic head (Kedzierski et al, 2013), two video cam-

eras to record the interactions, a multi-touch table, and

a deck of physical cards with printed fiducial markers

that could be recognised by the table.

6.2 Procedure

The participants arrived at the room in groups of three.

A researcher received them, explained the rules of the

game, and conducted a test game to address any doubts

that might arise regarding the game rules. After the ex-

planation, the participants joined either Emys or Glin

(chosen randomly) at the table and played a set of 3

games. When finished, the participants were admin-

istered a set of questionnaires, filled out the consent

form and received a thank-you gift (a movie ticket).

We presented the consent form at the end of the ex-

periment so that the participants’ interactions during

the game would be as natural as possible. If any par-

ticipant had not given consent, his or her data would

have been erased. However, all participants signed the

consent form.

6.3 Measures

To represent our sample, demographic information was

requested in the questionnaires (gender, age, previous

interaction with the robot and level of expertise in the

game). In addition, all participants, independently of

being the partner or an opponent of the robot, responded

to the following questionnaires regarding the robot (Emys

/Glin):

– Competitiveness Index (Smither and Houston, 1992),

used to measure the level of competitiveness per-

ceived in the robot. This measure is usually treated

as being of a dichotomous true/false answer type;

however, as our goal was to determine a range from

the participants’ answers, we measured it on a Lik-

ert scale ranging from “totally disagree” to “totally

agree”. An example of a statement would be “I

consider Emys a competitive individual” or “When

Emys plays, he likes to keep an eye on the score”.

– McGill Friendship Questionnaire (Mendelson and

Aboud, 1999), using three of its dimensions, namely,

help (e.g., “Emys helps me when I need it.”), moti-

vation (e.g., “Emys praises me when I do something
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right.”) and emotional security (e.g., “If I was wor-

ried, Emys would make me feel better”), with scales

ranging from “totally disagree” to “totally agree”.

– Relationship Assessment Scale (Hendrick, 1988), a-

dapted to the context and used to ascertain the level

of quality of the relationship with the robot, ranging

from “few” to “a lot” (e.g., “How good was Emys

relationship with the players?”).

– Godspeed Questionnaire (Bartneck et al, 2009), us-

ing the two dimensions of perceived intelligence and

likeability to assess the level of intelligence thought

to be given to the robot and its perceived likeability,

measured as a semantic differential.

All dimensions were measured on a 6-point Likert scale,

and when necessary, items were shuffled to mask their

dimensions.

6.4 Results

To understand whether the two characters were per-

ceived differently, statistical analyses were performed.

When a normal distribution was present, we performed

the Student’s t-test for independent samples, and when

the normality assumption was not met, we used the

Mann-Whitney U test. The means and standard devi-

ations are presented in Table 3.

For the Competitiveness Index, Emys was rated higher

than Glin, with a statistically significant difference (t(25) =

−4.893, ρ < .001). Notably, Glin also presented a cer-

tain level of competitiveness, which was expected since

it also had the goal of winning the game. Regarding

the McGill Friendship Questionnaire, there were sta-
tistically significant differences in the three measured

dimensions of help (t(28) = 2.312, ρ = .028), motiva-

tion (t(28) = 3.686, ρ = .001), and emotional secu-

rity (t(28) = 3.218, ρ = .003), with Glin presenting

higher scores than Emys. On the Relationship Assess-

ment Scale, Glin was rated higher than Emys, with a

statistically significant difference (t(28) = 5.514, ρ <

.001).

These results confirm that the behavioural manipu-

lation of the goal orientations of both robots was per-

ceived as intended: Emys was seen as more competitive,

and Glin was seen as more relationship-driven, with a

greater capacity to be helpful and motivating and the

ability to provide more emotional security. Moreover,

the relationship quality scores were also higher for Glin

than for Emys. We additionally evaluated whether the

roles of the participants (partner/opponent) had any in-

fluence on the scores given to the robots, and we found

no statistical significance for all measures, suggesting

that the role did not affect the evaluations.

Finally, concerning the findings of the Godspeed Ques-

tionnaire, there was no significant difference between

the two robots in the perceived intelligence dimension

(t(28) = 1.511, ρ = .142). This was somewhat expected

since we equipped both robots with the same algorithm

for solving the card game. Although the game includes

an element of chance and each new game presents dif-

ferent winning probabilities for each team, we can con-

clude that the intelligence levels of both robots were

similarly perceived. However, in the likeability dimen-

sion, we found a significant difference, with Glin receiv-

ing higher scores than Emys (U = 40.50, ρ = .002).

Table 3 Study 1 Results: Means and ranks with standard
deviations for the questionnaire dimensions comparing the
evaluations of the Emys and Glin characters. *, p ≤ 0.05

.

Questionnaire

dimensions
Emys Glin

Competitiveness Index * 4.57 ±0.40 3.86 ±0.33
M

cG
il
l Help * 3.78 ±0.89 4.51 ±0.81

Motivation * 3.79 ±1.00 4.95 ±0.69

Emo. Security * 3.26 ±1.09 4.37 ±0.77

Relationship Quality * 4.41 ±0.52 5.32 ±0.38

G
o
d

sp
ee

d

Perc. Intellig. 4.59 ±0.74 4.93 ±0.49

Likeability * 10.70 ±0.88 20.30 ±0.88

In general, it seems that our implementations were

perceived by the participants as intended, and Glin was

rated as more likeable than Emys. We could now move

on to the implementation of both characters at the same

time, using the two robots to test which would be the

preferred partner.

7 Study 2: Choosing a Robotic Partner

The purpose of this study was to assess the participants’

preferences regarding the choice of a robotic partner.

7.1 Sample

For the second study, we recruited a new sample con-

sisting of a total of 61 participants (59 university stu-

dents and 2 workers), 38 male and 23 female, with

ages ranging from 17 to 32 years old (M = 23.66,

SD = 3.24). The majority of the participants had never

interacted with a robot before and had a moderate or

high level of expertise in the game.

We measured the level of competitiveness of each

participant using the Competitiveness Index (Smither
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and Houston, 1992): 15 participants presented low lev-

els of competitiveness (less than or equal to M = 3.50),

36 participants presented some level of competitiveness,

and 10 participants showed high levels of competitive-

ness (higher than M = 4.50).

Fig. 2 Experimental setting for Study 2 when each robot
was partnering with a human.

Each session was run with two human participants

who did not know each other beforehand. We controlled

for this factor to ensure that the participants were in the

same position with respect to both each other and the

robots. Each session lasted approximately 1 h 30 m, and

the instruments used were the same as in the previous

study except that two EMYS robotic heads were used

simultaneously during the game interaction (a name tag

was placed below each robot with its name,i.e., Emys or

Glin, to allow the participants to easily identify them).

7.2 Procedure

The participants arrived at the room and responded

to the first part of the questionnaire (see the Mea-

sures subsection below); then, a researcher explained

the game rules and conducted a test game to address

any doubts that might arise. This study was divided

into 3 consecutive sessions, as shown in Figure 3.

Fig. 3 Experimental setting for Study 2.

1st Session: The two participants partnered with

each other and played a set of 3 games against the two

robots (Emys and Glin), which acted as their oppo-

nents in the game. This session served to expose the

participants to the two different characters while hav-

ing the same role towards each one. After completion,

the participants responded to the second part of the

questionnaire.

2nd Session: Each participant partnered with one

of the robots, and the group played another set of 3

games. The participants then responded to the third

part of the questionnaire.

3rd Session: The participants played their last set

of 3 games, now partnering with the robots with which

they had not played before, and then responded to the

fourth part of the questionnaire. At the end, they were

given the consent form and were thanked for their par-

ticipation with a movie ticket.

The balance between the orderings was ensured by

the fact that participants attended in pairs and that

while one participant was Glin’s partner, the other one

was Emys’ partner. In the last two sessions of each ex-

periment, the participants had the opportunity to part-

ner with both robots. We randomised which participant

partnered with each robot first.

7.3 Measures

We used the same questionnaires as in the first study,

organised in the following way:

First Part: The participants filled out some demo-

graphic questions and then an assessment of the Com-

petitiveness Index related to themselves.

Second Part: The participants completed a ques-

tionnaire assessing the two Godspeed dimensions (per-

ceived intelligence and likeability) for both robots and

answered the following question: “If you could choose

one of the robots as your partner, which one would it

be? (Emys or Glin)”.

Third Part: Each participant completed a ques-

tionnaire assessing the two Godspeed dimensions, the

three McGill Friendship dimensions (help, motivation

and emotional security) and the Relationship Assess-

ment Scale with respect to the robot he or she had just

partnered with.

Fourth Part: The same as the third part of the

questionnaire but with respect to the new robotic part-

ner. At the end, the participants were again asked to

choose which robot they would prefer to be partnered

with for future games and to justify their choice.

All dimensions were measured on a 6-point Likert

scale, and when necessary, items were shuffled to mask

their dimensions.
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7.4 Results

Below, we present the results of this user study, begin-

ning with how participants perceived each robot. Al-

though we previously checked our manipulation, we re-

peated the analysis to check if the robots were perceived

differently in the new 2-robot and 2-human players set-

ting.

Then, we present the results of the participants’ ini-

tial choice for the preferred robotic partner. We anal-

ysed the effect of participants’ competitiveness index

on this choice.

Finally, we present the participants’ last choice af-

ter interacting with both robots. We analysed the effect

of other measures, such as participants’ competitive-

ness index and the team performance. We also explored

changes from the initial to the last choice and the par-

ticipants’ justifications for the chosen partner.

Due to the high number of statistical tests performed,

we performed a Holm’s sequential Bonferroni correction

(Holm, 1979) to ensure that there were no false posi-

tives in our results, and this assumption was met for all

the statistical tests.

7.4.1 Results (I) - Perception of the Robots

We began by analysing how the participants perceived

each robot in their initial interactions. When the nor-

mality assumption was not met with the Shapiro-Wilk

test, we used the Wilcoxon signed-rank test. The means

and standard deviations are presented in Table 4.

Regarding the McGill Friendship Questionnaire, the-

re were statistically significant differences in the help

(Z = −5.223, ρ < .001), motivation (Z = −6.066, ρ <

.001) and emotional security (Z = −5.837, ρ < .001) di-

mensions, with Glin being rated higher than Emys. For

the Relationship Assessment Scale, there was also a sta-

tistically significant difference (Z = −4.392, ρ < .001),

with Glin being rated higher than Emys, representing

a higher relationship quality.

These latter two results confirm the successful be-

havioural manipulation of the robots. After interact-

ing with both robots, the participants seemed to per-

ceive Glin as having a greater capacity for being helpful

and motivating and for providing more emotional secu-

rity compared with Emys. Moreover, the participants

perceived Glin as displaying a better relationship qual-

ity than Emys. Overall, these results seem to support

the more relationship-driven characteristic with which

we attempted to endow Glin, demonstrating the suc-

cessful development and implementation of the two au-

tonomous robots.

The participants assessed the two dimensions of the

Godspeed Questionnaire for each robot twice, the first

time before partnering with either of the robots and

having only observed them as opponents and the sec-

ond time immediately after having partnered with that

robot. For the perceived intelligence dimension, we found

no statistically significant difference between Glin and

Emys in either the first measurement instance (Z =

−.733, ρ = .464) or the second (Z = −1.491, ρ = .136).

Thus, by using the same decision-making algorithm for

both robots in this hidden-information card game, we

achieved similar levels of perceived intelligence in both,

as intended. For the likeability dimension, there was

a statistically significant difference, with Glin receiv-

ing higher scores than Emys in both the first measure-

ment instance (Z = −3.451, ρ = .001) and the second

(Z = −6.224, ρ < .001).

Table 4 Study 2 Results: Means and ranks with standard
deviations for the questionnaire dimensions comparing the
robots Emys and Glin. BP stands for “before partnering”,
and AP stands for “after partnering”. *, p ≤ 0.05

Questionnaire

dimensions
Emys Glin

M
cG

il
l Help * 3.35 ±1.08 4.42 ±1.13

Motivation * 3.15 ±1.09 4.79 ±0.90

Emo. Security * 2.58 ±1.14 4.29 ±1.19

Relationship Quality * 3.93 ±0.89 4.80 ±0.93

G
o
d

sp
ee

d Perc. Intellig. (BP) 4.51 ±0.86 4.53 ±0.99

Likeability (BP) * 3.70 ±1.19 4.28 ±0.94

Perc. Intellig. (AP) 4.40 ±1.04 4.55 ±1.13

Likeability (AP) * 3.51 ±1.35 5.25 ±0.75

7.4.2 Results (II) - Initial Choice of Robotic Partner

The participants were asked to choose which robot they

would like to have as a partner immediately after the

first session (in which they had both robots as oppo-

nents and had partnered only with another human par-

ticipant). This allowed us to assess the first impressions

people had of the robots and how these would guide

their choice of partner. The results showed that 38 of

the participants would prefer to have Glin as a partner,

whereas 22 preferred Emys. Running a chi-square good-

ness of fit test, we found a statistically significant differ-

ence between the participants’ choices (χ2(1) = 4.267,

ρ = .039), with more people preferring Glin (63.3%)

compared with Emys (36.7%). In this stage of the ex-

periment, the robots were on the same team, and as

such, the performance of one robot could not be con-

trasted with the performance of the other. To better

understand the participants’ choices, we also compared

the participants’ competitiveness scores based on their
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chosen robots using the Student’s t-test for indepen-

dent samples, and we found that there was no statis-

tically significant difference between the competitive-

ness scores of participants who chose Glin and those

who chose Emys (t(58) = 1.242, ρ = .219). This sug-

gests that at this stage, competitiveness did not in-

fluence the partnering choice. Therefore, the partici-

pants’ choices seem to have been guided by the differ-

ent social behaviours exhibited; in this case, the partic-

ipants were more drawn to the relational robot (Glin),

which, according to the Results (I) section, was per-

ceived as more likeable than Emys. Thus, the findings

support our hypothesis that people seem to prefer a

friendlier and more relationship-oriented robotic part-

ner. However, we also wished to investigate whether

these characteristics would continue to drive the partic-

ipants’ preferences after they had interacted with both

robots as partners.

7.4.3 Results (III) - Final Choice of Robotic Partner

When asked to choose a robotic partner in the last

questionnaire session (after having partnered with both

robots), 35 of the participants preferred Glin and 25

preferred Emys (one participant refrained from choos-

ing). Running a chi-square goodness of fit test, we found

no statistically significant difference between the partic-

ipants’ choices (χ2(1) = 1.667, ρ = .197). We then in-

vestigated the factors driving the participants’ choices

at this stage of the interaction.

Looking at the levels of competitiveness of the par-

ticipants and comparing them according to their final

choices, we found a statistically significant difference

(t(58) = 2.953, ρ = .005), indicating that the par-

ticipants who chose Emys also tended to have higher

competitiveness scores (M = 4.21, SD = 0.67) com-

pared with the scores of the participants who chose

Glin (M = 3.73, SD = 0.58). This implies that a par-

ticipant’s own characteristics (being more or less com-

petitive) played a role in his or her choice of robotic

partner after interacting with each robot on his or her

team over repeated interactions.

Since the participants partnered with both robots,

we also considered the possibility that the performance

of the team formed with each robot (winning or losing)

also affected the partner choice. To investigate this, we

calculated the performance of each human-robot team

using the summed results of the sessions, i.e., the sum

of the points that Glin’s team earned in Session 2 +

Session 3, independently of its human partners, com-

pared with the points earned by Emys’ team. We ob-

served that based on this criterion, Emys’ team won

16 times and Glin’s team won 12 times (4 draws oc-

curred). Although this difference was not statistically

significant (χ2(1) = .571, ρ = .450), we found a signif-

icant association with the partnering preference using

Fisher’s exact test (ρ = .008). It seems that the par-

ticipants aligned their choices with the robot that was

winning more. However, we must be careful with this

assumption; each robot was always playing on a team,

so if a particular robot won, its win was due not only

to its own performance but also to its human partner’s

performance. Therefore, we can speak of the team per-

formance as a factor influencing the partner choice.

Looking only at the participants who changed their

choices of robotic partner between the first session and

the last, we found a statistical association between the

last chosen robot and that robot’s team performance

according to Fisher’s exact test (ρ = .002). By contrast,

for the participants whose choices did not change, no

significant association was found according to Fisher’s

exact test (ρ = .409). This suggests that the partici-

pants who changed their choices did so because of the

robot’s team performance, thereby solidifying the con-

clusion that the team performance was indeed one fac-

tor accounting for the partner choice, but not the only

one.

To clarify whether the robot’s character had any

influence on the participants’ choices at this stage, we

analysed their justifications for preferring their chosen

robots. For this purpose, two coders (who were com-

pletely unaware of the purpose of the study) coded the

participants’ phrases according to the following cod-

ing scheme: they coded a response as relational if the

justification for the choice of robot was more closely

related to team spirit or the robot showing a warmer,
more motivating, or more supportive attitude toward

its partner, and they coded a response as competitive if

the justification was based on the robot being the best

robot, earning more points, or being more competitive

either on its own or towards its opponents. This cod-

ing scheme was based on the development objectives

for the two different characters. The Cohen’s kappa

value was k=.73 (ρ < .001), revealing good agreement

between the coders. We found from the analysis that

Glin was chosen 26 times with relational justifications

and only 9 times with competitive justifications. By

contrast, Emys was chosen 21 times with competitive

justifications and 4 times with relational justifications.

These results suggest that the robots’ characters were

also perceived by the participants and used to justify

their choice, although this was not the only factor con-

sidered.

Overall, these results suggest that team performance,

a person’s level of competitiveness, and the robot’s char-
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acter play a role in a person’s choice of a robotic partner

after having previously partnered with it.

8 General Conclusions

In this work, we explored preferences regarding robotic

partners in mixed teams of humans and robots. More-

over, we studied the factors driving the human partic-

ipants’ partnering choices. For this purpose, we devel-

oped two autonomous social robots with different char-

acters, i.e., Emys and Glin, a more competitive robot

and a more relational robot, respectively. These two

autonomous robots interacted in a group with two hu-

mans while playing a competitive game. We began by

validating that the two robotic characters were, in fact,

differently perceived by the participants. Then, we in-

vestigated which of them would be chosen by the parti-

cipants as a partner for future games. The participants

were asked which robotic character (Emys or Glin) they

preferred at the two following points in time: (1) before

having partnered with either robot and (2) after having

played with both robots as partners.

The partner choices seemed to be guided by differ-

ent factors depending on the context of the participants.

In the first session, when the participants had experi-

enced both robots as opponents and had not yet cre-

ated a partner relationship with either, they seemed to

choose their partners based solely on character (either

the relationship-driven or competitive robot). At that

time, Glin, the relational robot, was the preferred part-

ner. This finding confirms our hypothesis, consistent

with the study of Porter (2005), that teams whose mem-
bers prioritise relational features are perceived more

positively (e.g., reporting higher levels of supportive be-

haviour and higher-quality interactions).

However, at the end of the final session, when they

had experienced a partner relationship with each robot,

the participants’ choices became less clear, calling at-

tention to other factors that came into play. It seems

that personal characteristics and team performance took

higher precedence when participants had experienced

partner-partner relationships with the robots. The par-

ticipants seemed to be affected by their own character-

istics in their partner choices, as we observed that par-

ticipants with higher levels of competitiveness tended

to choose the more competitive robot (Emys), whereas

the less competitive participants tended to choose Glin.

At the same time, although both autonomous robots

played the game using the same algorithm and the dif-

ference between the numbers of victories achieved by

Emys’ and Glin’s teams was not significant, there was

an association between the team performance and the

chosen robot. It was observed that the change in partici-

pants’ choices between the first and last sessions showed

a significant association with team performance. Rein-

forcing this observation, the performance of the team

was also a factor in the final choice of the preferred

partner. The same association was not observed for the

participants who maintained their choices. In addition,

the robot’s character also seemed to have influenced

the choice, as the participants’ justifications of their

choices were related to the robots’ characters. For ex-

ample, Glin was chosen because it was much more rela-

tional, whereas Emys was chosen because it was more

competitive.

The second user study, in particular the first session

where both participants were opponents to both robotic

characters, was carefully designed to expose the charac-

ters to the users on an equal footing. We note, however,

that the subsequent user choices and preferences might

have been different without this initial session. More-

over, our results do not explore ordering effects, which

might be interesting to explore in the future.

Nevertheless, these results have important implica-

tions for the creation of robotic teammates who can

adapt to their human partners’ specific characteristics.

Consistent with recent findings (Fraune et al, 2017)

showing that people perceive multiple robots that act

and look the same as more threatening than a diverse

group of robots, people’s preferences also need to be

considered in the creation of mixed human-robot teams.

Indeed, as we move towards scenarios featuring inter-

actions among multiple robots and multiple users, the

“diversity” of the robots should not only be investigated

but also engineered.

9 Human-Robot Teams

As demonstrated in the literature on HRI, in the fu-

ture, much more complex interactions between humans

and robots will exist. These interactions will need to be

considered and planned in regard to the design of the

robots as well as their social capabilities. Robots that

are going to collaborate with humans need to be de-

signed accordingly. Accommodating the partner in the

interaction can range from security measures in terms

of the material used for its body to adapting its func-

tions to complement the human actions.

On the other hand, when we think about contexts

in which social capabilities need to be embedded in the

robot, other factors seem to be important in its devel-

opment. If we want to implement a game partner or

an opponent (e.g., a robot in an elderly care centre or a

school), other factors need to be considered, and perfor-

mance alone is not enough to bring enjoyment. The user
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characteristics will also play a huge part in the develop-

ment of a game character, e.g., should the robot adapt

to each person’s level of competitiveness? Additionally,

when playing the role of an opponent, which character-

istics should the robot have? These are interesting top-

ics that need to be further explored to understand how

robots can function alongside humans in our society and

how they can help and be more enjoyable during that

interaction. Moreover, other dimensions of the interac-

tion between teams of humans and robots should also

be addressed as, for instance, recent findings explore

socio-emotional support and gaze behaviours (Oliveira

et al, 2018). The study presented here only explores

a part of these human-robot teams, as it helps to un-

veil people’s preferences for a partner in a competitive

game.

By unveiling the tendency of people to match the

robot’s characteristics with their own characteristics,

we also contribute to a more general understanding of

membership preferences. Such preferences are linked to

the perception of coherent mixed groups of humans and

robots and, therefore, to the notion of social groups.

These types of groups can naturally emerge in social

contexts, even in scenarios without explicit competi-

tion (Eyssel and Kuchenbrandt, 2012), and are associ-

ated with the social identity theory. Previous findings

in the HRI field have indeed showed that team mem-

bers with strong levels of group identification also trust

more their robotic team partners (Correia et al, 2018).

Therefore, the preferences people have when forming

teams with robots also mirror their perception of a co-

herent team and may be related with stronger levels of

group identification. Nevertheless, further exploration

is necessary to analyse the effect of congruent charac-

teristics, e.g., goal orientation and/or other variables,

of the group members on other factors required by the

broader field of human-robot collaboration, such as the

group performance.
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(2012) The effect of group size on people’s attitudes

and cooperative behaviors toward robots in interac-

tive gameplay. In: RO-MAN, 2012 IEEE, IEEE, pp

845–850

Coradeschi S, Saffiotti A (2006) Symbiotic robotic

systems: Humans, robots, and smart environments.

IEEE Intelligent Systems 21(3):82–84

Correia F, Alves-Oliveira P, Maia N, Ribeiro T, Petisca

S, Melo FS, Paiva A (2016) Just follow the suit! trust

in human-robot interactions during card game play-

ing. In: Robot and Human Interactive Communica-

tion (RO-MAN), 2016 25th IEEE International Sym-

posium on, IEEE, pp 507–512

Correia F, Alves-Oliveira P, Ribeiro T, Melo FS, Paiva

A (2017) A social robot as a card game player. In:

13th AAAI Conference on Artificial Intelligence and

Interactive Digital Entertainment

Correia F, Mascarenhas S, Prada R, Melo FS, Paiva

A (2018) Group-based emotions in teams of humans

and robots. In: Proceedings of the 2018 ACM/IEEE

International Conference on Human-Robot Interac-

tion, ACM, pp 261–269

Dweck CS (1986) Motivational processes affecting

learning. American psychologist 41(10):1040

Eison JA (1979) The development and validation of a

scale to assess differing student orientations towards

grades and learning. PhD thesis, University of Ten-

nessee, Knoxville.

Eyssel F, Kuchenbrandt D (2012) Social categorization

of social robots: Anthropomorphism as a function of

robot group membership. British Journal of Social

Psychology 51(4):724–731



“I Choose... YOU!” 15
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