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Abstract

This paper deals with the condition monitoring of wind turbine gearboxes
under varying operating conditions. Generally, gearbox systems include non-
linearities so a simplified nonlinear gear model is developed, on which the
time-frequency analysis method proposed is first applied for the easiest un-
derstanding of the challenges faced. The effect of varying loads is examined
in the simulations and later on in real wind turbine gearbox experimental
data. The Empirical Mode Decomposition (EMD) method is used to de-
compose the vibration signals into meaningful signal components associated
with specific frequency bands of the signal. The mode mixing problem of
the EMD is examined in the simulation part and the results in that part
of the paper suggest that further research might be of interest in condition
monitoring terms. For the amplitude-frequency demodulation of the signal
components produced, the Hilbert Transform (HT) is used as a standard
method. In addition, the Teager-Kaiser energy operator (TKEO), com-
bined with an energy separation algorithm, is a recent alternative method,
the performance of which is tested in the paper too. The results show
that the TKEO approach is a promising alternative to the HT, since it can
improve the estimation of the instantaneous spectral characteristics of the
vibration data under certain conditions.
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1. Introduction

Statistics show that the most frequent damages observed in wind tur-
bine systems are in the electrical control components, the blades, the main
bearing and the gearboxes and that the most responsible component for
downtime is the gearbox [1]. This means that condition monitoring of wind
turbine gearboxes is a necessary practice. Vibration analysis is a commonly
used approach for condition monitoring, and is based on the idea that the
rotating machinery have a specific vibration signature for their standard
condition that changes with the development of damage. Vibration based
condition monitoring should be a relatively easy task for gearboxes operat-
ing under steady conditions, as offered in laboratory environments. Unfor-
tunately, working wind turbine gearboxes have a vibration signature that is
also affected by the environmental conditions (temperature variations, wind
turbulence) and time varying loads under which they operate. The load
variations of wind turbine gearboxes are far from smooth and are usually
nondeterministic, and since vibration signals tend to change with speed and
load of the gearbox, varying loads (and/or speeds) might not necessarily
generate stationary signals. In this case, false alarms could be created in
the signals and damage features might be influenced by the variations. This
makes condition monitoring of wind turbine gearboxes a difficult matter,
since the signal processing that is required in this case should overcome the
problem of nonstationary influences in the signals not related to damage.

In general, condition monitoring methods do not differ from other dam-
age detection methods apart from the fact that one knows a priori about the
frequency bands related to damage, for the gears, bearings and other com-
ponents. A review of methods used for damage detection is given in Ref. [2].
In the early studies, some of the conventional techniques used for condition
monitoring were the probability distribution characteristics of the vibration
such as the skewness and kurtosis [3], the Fourier spectrum and modulation
sidebands [4, 5] and Cepstrum analysis [6]. These methods have been widely
used for condition monitoring and were proved to work well under certain
conditions, such as steady loading of the gearboxes. Unfortunately, in the
majority of cases, gearbox signals have spectral characteristics that vary
with time. This variation with time cannot be obtained using the Fourier
transform as this transform simply expands a signal as a linear combina-
tion of single frequencies that exist over all time. This drawback was the
motivation for greater attention to time-frequency analysis methods such
as the Wigner-Ville distribution [7], wavelet analysis [8] and cyclostation-
ary analysis [9]. Wavelet analysis is probably the most popular technique
[10], but has the drawback that the basis functions of the decompositions
are fixed and do not necessarily match the varying nature of the signals.
Relatively recently, the Empirical Mode Decomposition (EMD) method was
also proposed [11]. Since then, attention was placed on applying the EMD
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in the damage detection field [12, 13]. This technique decomposes the sig-
nal into a number of meaningful signal components, representing simple
oscillatory modes matched to the specific data. This is one of the basic
advantages of the EMD when compared to other time-frequency methods.
After decomposing the vibration signal, the instantaneous frequency and
amplitude of each component can be estimated, most commonly by apply-
ing the Hilbert Transform (HT). An alternative approach in order to obtain
the instantaneous characteristics of the decomposed vibration signals, is to
use an energy tracking operator to estimate the energy of the signal, as de-
veloped by Teager [14, 15] but first introduced by Kaiser [16, 17], and then
use an energy separation algorithm for the estimation of the amplitude en-
velope and instantaneous frequency of each signal component produced by
the EMD method. This method promises high resolution and low computa-
tional power. That is why some primary studies occurred in the literature
[18, 19, 20] associated with the application of this energy operator in ma-
chinery fault diagnosis. Ref. [20] focuses on the application of this operator
to the fault diagnosis of wind turbine planetary gearboxes, where the chal-
lenge was the planetary gearbox signals‘ spectral complexity under steady
load conditions. What the current study aims for is to show how the chal-
lenges of load variations of wind turbine gearbox vibration signals can be
overcome using a time-frequency approach, in this case the EMD method
in combination with the TKEO and an energy separation algorithm. The
experimental datasets used in this paper are obtained from a real wind tur-
bine gearbox in operation, as opposed to many other studies. In addition,
only few previous studies go beyond the application of new time-frequency
methods in condition monitoring and examine the effects of time varying
loads in the gearbox vibration signals when trying to do condition monitor-
ing [21, 22, 23, 24]. In these references the use of the signal RMS value, or
the arithmetic sum of the amplitudes of the spectral gearmesh components
as well as the use of the short-time Fourier transform and the Wigner-Ville
distribution are applied.

It is difficult to state all the advantages and disadvantages of the EMD
method and other filter bank methods, such as the short time Fourier Trans-
form (STFT) or the wavelets mainly because of their different theoretical
background. It is also reasonable to claim that for different situations differ-
ent methods might work better than the others. The wavelet transform and
the STFT are similar in a mathematical sense, both methods decompose
the signal to be analysed by convolving it with a predefined “basis”, e.g.
the mother wavelet for the case of the wavelet transform. It might be easier
to compare these two methods in that sense, although this is beyond the
purpose of the current paper, since it is the EMD method that the authors
are currently examining. Considering the case of the wavelet transform the
choice of mother wavelets might influence the results of the analysis. Also
assumption of stationarity during a time-span of the mother wavelet (or
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window for the STFT) might inhibit the estimation of the subtle changes in
the frequencies. On the contrary, the EMD method is not exactly equivalent
on its own to the previously mentioned methods. The procedure of the de-
composition, not mathematically proven yet, is based on the adaptation to
the geometric characteristics of the signal, without leaving the time-domain.
The method decomposes the signal by using information related to the local
characteristics for each time-scale of the signal. Being an adaptive method,
it represents better the mechanisms hidden in the data, no pre-defined basis
function or mother wavelet is needed during the process since the decom-
position is completely data-driven. The adaptivity is therefore one major
advantage of the method and also in some cases its ability to better estimate
subtle changes in the signal, due to the fact that one doesn’t use any kind
of window function in the process and doesn’t need to assume stationarity
for any time-span of the signal. As for the case of every method of course,
the EMD has some limitations too. The most known ones are the end effect
and the mode mixing problems that will be described in more detail in the
next sections of the paper.

The structure of the paper is going to be the following: in Section 2
the gear model used in the simulation part of the work will be thoroughly
described, as well as the type of loads and the kind of fault introduced to
the model. The purpose of the simulation is basically to test how the time
frequency analysis method proposed corresponds to the simulated signals in
order to have an initial idea of the kind of damage features one should expect
in the real wind turbine data. In addition, the effect of load variation in
the signals will be examined in this simulation environment, which is more
controlled and easier to understand. In Section 3 the experimental datasets
from the wind turbine gearbox vibration data will be presented. The two
signal processing methods, the standard Hilbert-Huang Transform, and the
alternative approach proposed in the current paper, consisting of combining
the EMD, the TKEO and an energy separation algorithm, will be explained
in detail in Section 4. Finally, the results for both the simulation and the
experimental data will be discussed in Section 5. Conclusions will be given
in Section 6.

2. Gearbox simulation

2.1. Theoretical model

Many scientific teams have examined the subject of dynamic gear be-
haviour and various mathematical gear models have been developed in the
past. These models can be categorised into linear time-varying and nonlin-
ear time-varying. Linear gear models are arguably too simplified, and for
the sake of accuracy nonlinear models should be used. This is because the
geometrical characteristics of the gear teeth affect the dynamics of the gear
systems. The varying gear tooth contact ratio causes a variation of the gear
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meshing stiffness. Gear backlash, which is introduced either intentionally
at the design stages or caused by wear makes the equations of motion of
gear systems nonlinear. This is the reason why many of the analytical gear
models developed served in the study of nonlinearities in gears, parametric
friction instabilities, nonlinear frequency response of gears and bifurcation
[25, 26, 27, 28, 29, 30, 31, 32]. Reviews of gear dynamic models are given in
the references [33, 34, 35].

A generic geared-rotor bearing system consisting of a spur gear pair
mounted on flexible shafts, supported by rolling element bearings [27], is
shown in Fig. 1a. The governing equations of motion can be given in matrix
form as:

[M ]{q̈(t)}+ [C]{q̇(t)}+ [K(t)]{f(q(t))} = {F (t)} (1)

where [M ] is the time-invariant mass matrix, {q(t)} is the displacement
vector, [C] is the damping matrix (assumed to be time-invariant), [K(t)]
is the stiffness matrix considered to be periodically time-varying, {f(q(t))}
is a nonlinear displacement vector that includes the radial clearances in
bearings and gear backlash and {F (t)} the external torque and internal
static transmission error excitations.

2.2. Dimensional model

The system of Fig. 1a can be described by the two-degree-of-freedom
nonlinear model shown in Fig. 1b, which has been used in previous studies
[27, 29]. Its validity has also been compared with experimental results [27].
The gear mesh is described by a nonlinear displacement function B(x(t))
with time-varying stiffnessK(t) and linear viscous damping C. The bearings
and shafts that support the gears are assumed to be rigid. The input torque
fluctuation is included but the output torque is considered to be constant:
T 1(t) = Tte(t)+T 1var(t) and T 2(t) = T 2m, with T 2m being the mean output
torque, Tte(t) is related to transmission error excitations and T 1var(t) the
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external input torque fluctuation. In this simulation T 1(t) includes a torque
produced using the FAST design code [36], and will be discussed in detail in a
following section. The main purpose of introducing this input to the model
is to add loads similar to those that wind turbine gearboxes experience;
previous models of gears have not included such a characteristic.

The equations of motion describing the gear model given in the general
form are the following, where φi(t) is the torsional displacement, ri is the
base radius, and Ii is the mass moment of inertia of the ith gear:

I1φ̈1(t) + r1Cẋ(t) + r1B(x(t))K(t) = T 1(t) (2)

I2φ̈2(t)− r2Cẋ(t)− r2B(x(t))K(t) = −T 2(t) (3)

The gear meshing frequency is given by:

Ωmesh = n1Ω1 = n2Ω2 (4)

where n1 and n2 stand for the number of teeth of each gear and Ωi is the
rotating frequency of the ith gear.

The meshing stiffness and the static transmission error are assumed to
be periodic functions of time and can be expressed in a Fourier series form:

K(t) = K(t+
2π

Ωmesh

) = Km +
∞
∑

j=1

Kjcos(jΩmesht+ φkj) (5)

e(t) = e(t+
2π

Ωmesh

) =

∞
∑

j=1

ejcos(jΩmesht+ φej) (6)

In the above equations Km, Kj and ej are the constant Fourier coeffi-
cients.

The transmission error is the difference between the actual position of
the output gear and the position it would occupy if the gear drive were man-
ufactured perfectly. The transmission error in two meshing gears consists
mainly of pitch error, profile error and run-out error.

The mesh stiffness on the other hand varies due to the transition from
single to double and from double to single pairs of teeth in contact.

The nonlinear displacement function related to the gear backlash non-
linearity is given by:

B(x(t)) =







x(t)− bg, x(t) ≥ bg
0, −bg < x(t) < bg
x(t) + bg, x(t) ≤ −bg

(7)

where 2bg represents the total gear backlash. The gear tooth backlash func-
tion controls the contact between teeth and allows for the fact that occa-
sionally contact is lost.
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The difference between the dynamic transmission error and the static
transmission error is described as:

x(t) = r1φ1(t)− r2φ2(t)− e(t) (8)

The equation (8) helps in describing the original model with a single equation
of motion:

mcẍ(t) + Cẋ(t) +K(t)B(x(t)) = Fm + F te(t) + F var(t) (9)

where:

mc =
I1I2

I1r22 + I2r21
(10)

Fm =
T 1m

r1
=

T 2m

r2
(11)

F te(t) = −mcë(t) (12)

Now concerning the equations related to the FAST loads input in the model:

F var(t) = r1I2T 1var(t)−r2I1T 2(t)
I1r

2

2
+I2r

2

1

, T 1var(t) = TFAST − TFASTmean, T 1m =

TFASTmean. A specific section later on discusses these loads.

2.3. Dimensionless model

The equations of motion of the model can be written in a dimensionless

form by letting: x(t) = x(t)
bg

, wn =
√

Km

mc
, z = C

2
√

mcKm

, K(t) = K(t)

Km
,

Fte(t) =
F te(t)
mcbgw2

n
= −mcë(t)

mcbgw2
n
, Fvar(t) =

F var(t)
mcbgw2

n
and t = wnt. Furthermore, the

nondimensional excitation frequency is: Ωmesh = Ωmesh

wn
. Fig. 2a shows the

diagram of the gear meshing stiffness (nondimensional values) and Fig. 2b
the diagram of the static transmission error, (STE), used in the gear model
simulations.

The nondimensional form of the original equation of motion is:

ẍ(t) + 2zẋ(t) +K(t)B(x(t)) = Fm + Fte(t) + Fvar(t) (13)

where the backlash function can be expressed as:

B(x(t)) =







x(t)− 1, x(t) ≥ 1
0, −1 < x(t) < 1
x(t) + 1, x(t) ≤ −1

(14)

Fig. 3 shows the form of backlash function.
The model was encoded in MATLAB functions and was solved with the

ode45 differential equation solver, with a fixed step of 0.015. The parameters
used for the simulation are chosen according to Ref. [27] and are described
in Table 1.
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In the simulations presented in the paper for the case where no varying
load is applied to the model, single-sided tooth impact was observed (tooth
separation without back collision, backlash region −1 < x(t) < 1) for 20.6%
of the simulation samples. For the case where the simulated varying load
was applied, single-sided tooth separation was observed again for 23.5% of
the simulation samples. In neither case was double-sided impact observed
(backlash region x(t) < −1). The time varying meshing stiffness, due to the
Fourier series form expression chosen to describe it and the non-dimensional
values given in Table 1 (k1 = 0.2, k2 = 0.1 and k3 = 0.05), has a ±35% varia-
tion around the mean. Due to the stiffness variations, the natural frequency

varies also, in the range 0.8 < wn < 1.16, (wn =
√

Km

mc
). The dimensionless

meshing frequency is given in Table 1 and is 0.5; so a 0.015 (dimensionless)
time step corresponds to a sampling frequency of 67 (dimensionless) and is
certainly large enough to prevent aliasing.

Changing certain values according to the Ref. [27] could help in order to
have stronger nonlinear behaviour, but that was not the primary concern of
the study.

Despite the fact that this is a very simple wind turbine gearbox model,
since it consists of only one spur gear stage and it ignores the bearing vibra-
tions, when in reality wind turbine gearboxes usually consist of three gear
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Table 1: Simulation parameters

I1,2 = 0.00115 [kg m2]

mc = 0.23 [kg]

r1,2 = 0.094 [m]

number of teeth = 16

Km = 3.8 · 108 [N
m
]

bg = 0.1× 10−3 [m]

z = 0.05

Ωmesh = 0.5

Fm = 0.1

Fte1 = 0.01

Fte2 = 0.04

Fte3 = 0.02

k1 = 0.2

k2 = 0.1

k3 = 0.05
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stages with one or two being planetary stages and the rest, parallel spur
gear stages, it is sufficient for the current study. The reason is that the
time frequency method that will be used further on has the ability to isolate
specific frequency components of the signal. More gear stages in a vibra-
tion signal would mean more frequency components at different frequency
bands. Damage at a specific gear stage would therefore be “shown” in the
vibration signal associated with the meshing frequency and its harmonics
of the gear stage examined. What is important in this gear model, and the
main purpose of the simulations, is to show how time varying loads, similar
to those observed in wind turbines, influence the vibration signals, and how
the time-frequency analysis methods proposed help in this case to overcome
the challenges produced by these influences.

2.4. Gear tooth faults

Certain types of gear tooth damage cause a reduction in gear tooth
stiffness. These types of damage can be modelled here by reducing the
stiffness function periodically, with the period of the rotation of the gear
with the damaged tooth. Tooth stiffness is a key parameter in gear dynamics
concerning the determination of factors such as dynamic tooth loads and
the vibration characteristics of the geared system. The changes due to the
tooth damage appear in the vibration spectrum as amplitude and phase
modulations [37, 38, 39, 40]. This has an effect on the acceleration waveform
as well, to be more specific a local increase of the acceleration magnitude
can be observed. Briefly, the mechanism is the following: when the defected
tooth accepts the load, the crack opens gradually with the increase of load
up to the point where the load reaches its maximum level. Then, the load
is gradually transferred to nearby teeth and the crack steadily closes. This
occurs once per shaft revolution.
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Figure 4: The meshing stiffness for healthy teeth and for a tooth with crack (0.3% stiffness
reduction).

Concerning the simulation here, a gear fault was introduced into the
model by reducing the meshing stiffness K(t) to 99.7% of the nominal gear
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(b) Damaged case, steady load condition.

Figure 5: The acceleration diagrams of the simulation.

meshing stiffness for 5 degrees of the shaft rotation, periodically, for every
rotation of the damaged gear. This was done in previous studies also, see
Ref. [23]. Fig. 4 shows the reduction in stiffness for a tooth with crack.
Figs. 5a and 5b show the acceleration diagrams of the simulation for the
undamaged and damaged cases, for steady load conditions. The Fourier
spectra of these diagrams are shown in Fig. 6, in log scale. The difference due
to damage is subtle at the frequency range 0− 2. More apparent differences
can be seen at the higher frequencies (3− 4).

2.5. Time-varying loads

Wind turbines undergo time-varying and transient load conditions, with
load changes being far from smooth. To simulate these load conditions
a series of wind turbine aerodynamics codes, developed by the National
Renewable Energy Laboratory (NREL, US), is used in this work [36]. FAST
is a design code written in FORTRAN that can be used to simulate wind
turbine systems under a variety of operating conditions, including conditions
related to wind speed variation and turbulence, and generator start-ups and
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Figure 6: The Fourier Spectra of the simulation undamaged and damaged cases for
T 1var(t) = 0 (steady load conditions).

shut-downs. Fig. 7 shows the load case examined in this work. Turbulent
wind conditions are considered, with wind speed 12m/s.
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Figure 7: The high speed shaft torque for turbulent wind conditions (wind speed=12m/s,
FAST simulation).

The load variation is shown in the time-acceleration plot as an increase
in the acceleration amplitude when the sudden load changes occur. Such
a load creates a nonstationarity in the acceleration signal. Concerning the
values of this input torque simulated in FAST, T 1var(t), they correspond to
a different system produced in FAST. For this reason it was important to do
a normalisation before inserting the load to the simulated gear model. The
equations of this normalisation are described in Section 2.1. The acceleration
diagram for the undamaged and damaged cases and varying load conditions
is shown in Figs. 8a and 8b. The influence of the time-varying load on the
acceleration diagrams can be observed since the signals have become evi-
dently less smooth and more nonstationary. Moreover, the effect of damage
is harder to see in the acceleration signal, Figs. 8a and 8b, compared to the
previous example. The Fourier spectra of these signals for the damaged and
the undamaged cases are also given in Fig. 9. The differences here between
the damaged and undamaged cases are not as clear as for the steady load

12



0 360
−0.4

−0.2

0

0.2

0.4

Gear Rotation [deg]

A
cc

el
er

at
io

n
(n

on
di

m
en

si
on

al
)

(a) Undamaged case, varying load condi-
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(b) Damaged case, varying load condi-
tion.

Figure 8: The acceleration diagrams of the simulation.

simulation given in Fig. 6. Under these circumstances, it is even harder to
detect damage in its early stages using conventional vibration monitoring
techniques. The results presented, are a very basic comparison of course
and cant represent or prove that every conventional vibration monitoring
technique, such as for example the time synchronous averaging, would fail.
These figures succeed more in showing that varying operational effects can
affect the signals in a way that could inhibit the performance of such tech-
niques that might still work of course for some cases-but not always. That
is why a time-frequency approach is proposed in this paper.

3. Wind turbine experimental data

The experimental measurements have been taken by members of the
company EC Grupa, a Polish engineering company that maintains the wind
turbine system from which the gearbox vibration datasets were obtained.
The experimental gearbox vibration data analysed in this study come from
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Figure 9: The Fourier Spectra of the simulation undamaged and damaged cases for the
varying load condition.

an NEG Micon NM 1000/60 wind turbine in Germany. The gearbox is
described by the kinematic scheme shown in Fig. 10.

Fast/
Generator shaft

Gear stage II

Middle shaft

Gear stage I

Slow shaft

Planetary Gear

Plate
Shaft

Figure 10: Kinematic scheme of the wind turbine gearbox.

The measurements come from a single accelerometer with sampling fre-
quency 25000 Hz.

Acceleration signals from this gearbox were obtained at three different
dates: 31/10/2009, 11/2/2010 and 4/4/2010. The first dataset was de-
scribed as the one to be used as a reference. This is sensible because we
expect damage to increase. If it transpired that the system was undamaged
at the first test, then one would see clear signatures of damage in the later
data. If it transpired that damage was already present during the first test,
one can still use it as a reference and look for increased signatures of dam-
age. The second dataset was considered to be one describing an early tooth
damage of the gearbox and the third one was the dataset of the vibration
signal with progressed tooth damage in the gearbox.

The kinematic scheme of the gearbox shows that it has two parallel spur
gear stages and one planetary gear stage. When a gearbox has two or more
mesh stages, signal processing of its vibration signals becomes more challeng-
ing because there are multiple shaft speeds and meshing frequencies apart
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from noise. This means, for the case of gear tooth damage, that one should
examine the specific frequencies associated with the meshing frequencies
and their harmonics of the specific stages that include the damaged gears.
Without analysing the data, one could probably make an initial assumption
of the frequency bands that will be affected by damage, based on the fact
that the damage was located at the second parallel gear stage, as will be
briefly described later on. In this case, one should expect damage features
at the highest frequency components (excluding noise) of the signal since
the second parallel gear stage includes the fast generator shaft and because
generally, it is known that it is in the harmonics of the meshing frequency
of the damaged gear pair that damage features occur.

Fig. 11a shows the time domain signal of the dataset obtained on 4/4/2010.
The gearbox examined has a 28-tooth gear (smaller wheel) that meshes with
an 86-tooth gear (bigger wheel) at the parallel gear stage II, which is the
one at which damage was observed.

The frequency components of the signal, as shown in the acceleration
spectrum, Figs. 11b and 11c, are the following:

• 15.07, 30.14 Hz: relative meshing frequency and second harmonic of
the planetary gear,

• 89.535, 179.07 Hz: relative meshing frequency and second harmonic of
the 1st parallel gear stage,

• 352, 705, 1410, 2115, 2820 Hz: relative meshing frequency and har-
monics of the 2nd parallel gear stage,

• Noise.

4. Signal processing methods

4.1. Empirical mode decomposition

In order to isolate the frequencies of interest when analysing a signal,
bandpass filtering is needed. In this way one can exclude parts of the vi-
bration signal not associated with the particular component examined, in
this case the gearbox. Also for the case of multistage gearboxes, where the
vibration signals are influenced by the meshing frequencies and harmonics
of the different stages, the application of filter banks is useful. The EMD
method decomposes the time-domain signal into a set of signal components
(oscillatory functions) in the time-domain called intrinsic mode functions
(IMFs). Each IMF is associated with a frequency band of the signal, so
the EMD method is a filter bank method, and can be used for isolating
unwanted components of the signals being analysed. By definition, an IMF
should satisfy the following conditions [11]: (a) the number of extrema and
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Figure 11: Gearbox data of the NEG Micon NM 1000/60 wind turbine.

the number of zero crossings over the entire length of the IMF must be equal
or differ at most by one, and (b) at any point, the mean value of the envelope
defined by the local maxima and the envelope defined by the local minima is
zero. The EMD method is well known now, but the theory is added here for
completeness. The EMD decomposition procedure for extracting an IMF is
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called the sifting process and consists of the following steps:

1. The local maxima and the local minima of the signal x(t) are found.

2. All the local maxima of the signal are connected to form the upper
envelope u(t), and all the local minima of the envelope are connected
to form the lower envelope l(t). This connection is usually made using
a cubic spline interpolation scheme.

3. The mean value m1(t) is defined as:

m1(t) =
l(t) + u(t)

2
(15)

and the first possible component h1(t) is given by the equation:

h1(t) = x(t)−m1(t) (16)

The component h1(t) is accepted as the first component only if it
satisfies the conditions to be an IMF. If it is not an IMF, the sifting

process is followed until h1(t) satisfies the conditions to be an IMF.
During this process h1(t) is treated as the new data set, which means
that its upper and lower envelopes are formed and the mean value of
these envelopes, m11(t), is used to calculate a new component h11(t)
hoping that it satisfies the IMF criteria:

h11(t) = x(t)−m11(t) (17)

The sifting process is repeated until the component h1k(t) is accepted
as an IMF of the signal x(t) and is denoted by C1(t):

C1(t) = h1k(t) = h1(k−1)(t)−m1k(t) (18)

4. The first IMF is subtracted from the signal x(t) resulting in the resid-
ual signal:

r1(t) = x(t)− C1(t) (19)

During the sifting process the signal x(t) is decomposed into a finite
numberN of intrinsic mode functions and as a resultN residual signals
are obtained. The residual signal is used as the new data set for
subsequent steps in the sifting process. The process ends when the
last residual signal, rN (t) is obtained and is a constant or a monotonic
function. The original signal x(t) can be exactly reconstructed as the
sum:

x(t) =

N
∑

j=1

Cj(t) + rN (t) (20)
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The EMD method is purely an empirical procedure, not a mathematical
transformation. The method’s main advantage compared to most previous
methods of data analysis is that it is an adaptive method based on and
derived from the data. In deterministic situations the EMD method proves
really efficient as a decomposition method. In stochastic situations involv-
ing noise the EMD method is basically a dyadic filter bank resembling those
involved in wavelet decomposition [41, 42]. The difference between them
is that the EMD is a signal-dependent time-variant filtering method that
creates modes and residuals that can intuitively be given a “spectral” inter-
pretation, different to a pre-determined subband filtering method, like the
wavelet transform [42]. So when the method works well, it has the advan-
tage of decomposing the signal into a smaller number of meaningful signal
components; when it does not, problems known as “mode mixing” can oc-
cur [43]. “Mode mixing” is defined as any IMF consisting of oscillations of
dramatically disparate scales, caused most of the times by intermittency of
the driving mechanisms. So in that case different physical processes can be
represented in one mode. Still, as it will be shown, even with this problem,
the EMD method proves efficient for damage detection.

4.2. The mode mixing problem of the EMD

What will follow is not a theoretical explanation of mode mixing but
rather an attempt to show when this phenomenon is encountered and how it
is exhibited when implementing the EMD algorithm, using some simulation
examples. Since there exists no theoretical explanation of the EMD, it is
quite difficult to theoretically explain the mode mixing problem as well,
but one can find studies [43] that try to give a more in-depth description
of the phenomenon, and propose solutions to it. As a matter of fact the
simulations that follow are similar to some of the examples given in [43],
but adjusted in order to fit the analysis of the kind of signals that will be
encountered later when analysing the gearbox datasets. In that paper, in
an attempt to explain the mode mixing problem, data with a fundamental
part as a low-frequency sinusoidal wave with unit amplitude were simulated
and at the three middle crests of the low-frequency wave, high-frequency
intermittent oscillations with an amplitude of 0.1 were added riding on the
fundamental. It was shown there that because of the steps followed in the
sifting process, the upper envelope resembled neither the upper envelope
of the fundamental (which is a flat line at unity) nor the upper one of the
intermittent oscillations (which is supposed to be the fundamental outside
intermittent areas). Rather, the envelope is a mixture of the envelopes of the
fundamental and of the intermittent signals that led to a distorted envelope
mean. Consequently, the initial guess of the first IMF is the mixture of both
the low-frequency fundamental and the high-frequency intermittent waves.

Here, a similar simulation will be shown. The lower frequency funda-
mental wave will be a sum of sinusoids, described by the equation:
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xfundamental = 0.5t+ sin(πt) + sin(2πt) + sin(6πt) (21)

while the intermittencies, will be Gaussian modulated sinusoidal pulses
(Matlab function gauspuls.m). The reason for using such kinds of inter-
mittencies in the simulation is the fact that gear tooth damage and damage
in bearings most of the time appears as impulses in the acceleration signals.
At first the simulation was performed without adding any noise to the sig-
nals. The first steps of the sifting process are shown in Figs. 12a and 12b,
where it is obvious that what was claimed in [43] is true. When intermit-
tencies exist in the simulation, the mean envelope produced is influenced
by both the envelopes of the fundamental and of the intermittent signals,
indeed.

What will be of more interest in the current study though, is the number
of IMFs produced in the simulations shown, and the frequency content of
each IMF. The PSD of the signals of Figs. 12a and 12b, is given in Fig. 13.
It is apparent there that the signal contains a lower frequency fundamental,
for both simulations. The existence of intermitencies creates some higher
frequency components.

After having applied the EMD algorithm to the previously described
datasets, two IMFs were produced for the first case and six IMFs for the
second case. This is shown in Fig. 14. The number of IMFs produced is
influenced by the number of runs of the algorithm needed by the sifting pro-
cess in order to produce a residual signal (constant or monotonic function).
Since mode mixing is the reason that, during the first steps of the sifting
process, the highest and the lowest frequency parts of the signal are not
separated, but carried to the next modes, one could claim that mode mixing
could be an additional cause of the production of a higher number of IMFs
during the decomposition, which is actually confirmed by the simulation
results given in this case.

The result of mode mixing is shown in Fig. 15, where the PSD of the
first three IMFs is given. It is obvious here that these modes have coinciding
frequency bands.

This problem seems to be improved when using a “noise assisted data
analysis” approach to the EMD, the EEMD, and several studies have focused
on the performance of the EMD algorithm in the presence of noise, [42, 43]. If
the decomposition is insensitive to added noise of small amplitude and bears
only little changes, the decomposition is generally considered stable and
satisfies a condition of physical uniqueness; otherwise, the decomposition is
unstable and does not satisfy physical uniqueness. From this point of view,
the EMD is considered an unstable technique, since due to mode mixing any
perturbation can result in a new set of IMFs as reported by [44].

For deterministic signals, or even signals that may contain a reason-
able amount of noise, any additional signal components should result in
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(a) A signal containing no intermittencies.
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(b) A signal containing intermittencies.

Figure 12: Illustration of the first steps of the sifting process. The blue line shows the
signal, the red lines the upper and lower envelopes and the green line the mean value of
the envelopes.

additional IMFs (since the algorithm is supposed to decompose signals into
meaningful signal components). If the signal does not contain any noise and
has intermittencies then an even higher number of IMFs may be expected.
Because noise seems to solve the mode mixing problem, if the signal con-
tains a certain amount of noise, then additional components would result
in additional IMFs again, but this time mode mixing might or might not
occur, depending on the amount of noise the signal contains and the kind
of intermittency. This will be shown in the next simulation.

When analysing Gaussian noise with the EMD, it is worth mentioning
that as already proved in [42], the EMD method acts as a dyadic filter bank.
In that case a specific number of IMFs with overlapping frequency bands will
be created. It is generally believed that noise seems to fix the mode-mixing
problem.

In order to have an idea of how the addition of noise would influence
the previous simulation, the same datasets are used again in the next ex-
ample (Figs. 16a and 16b), this time after having added Gaussian noise
with a signal-to-noise ratio of 25. The number of IMFs produced in this

20



0 0.2 0.4 0.6 0.8 1

10
−2

Normalised Frequency

A
m

pl
itu

de

 

 

with intermittencies
no intermittencies

Figure 13: The PSD of the signals of Figs. 12a and 12b.

case is six for the first dataset that does not contain the intermittencies
and eight for the dataset that contains the intermittencies (Fig. 17). The
existence of noise in the datasets has generated a higher number of IMFs,
but again for the signal that contained the Gaussian modulated sinusoidal
pulses (intermittencies), even more IMFs were produced. So it is obvious
from this simulation that the addition of impulses in a signal that contains
a little noise will add again additional IMFs when performing the EMD
method. The results presented here are by no means a theoretical proof of
how the mode mixing problem affects the EMD analysis in general, as al-
ready mentioned previously reference [43] has a more theoretically thorough
explanation of the mode mixing effect on the EMD method. The simula-
tions presented here rather aim to help the reader understand what could
be expected in the results of the analysis in this case. Finally, Fig. 18 shows
the frequency content of the first three IMFs of the second signal, the one
that contains the intermittencies, in order to have a better demonstration
of different frequency regions that these three IMFs contain.

4.3. The Hilbert transform

The HT is a linear integral operator [45]. It can be used to derive
the analytic representation of the signal x(t). The analytic representation
of a signal facilitates the estimation of the instantaneous amplitude and
frequency of a signal. If x̂(t) is the HT of a signal x(t), it is given by the
equation:

x̂(t) =
1

π

∫ +∞

−∞

x(τ)

t− τ
dτ = x(t) ∗ 1

πt
(22)

Given x̂(t) one can define the analytic signal, introduced by [46]:

z(t) = x(t) + ix̂(t) (23)
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Figure 14: IMFs of the signals shown in Figs. 12a and 12b. More particularly: (a)
IMFs of signal with no intermittencies (blue line of 12a (a)) and (b) IMFs of signal with
intermittencies (blue line of 12b (b)).
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Figure 15: The PSD of the first three IMFs of the second signal (that contains intermit-
tencies).
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(a) A signal containing Gaussian noise
and no intermittencies.
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(b) A signal containing Gaussian noise
and intermittencies.

Figure 16: Illustration of the first steps of the sifting process. The blue line shows the
signal, the red lines the upper and lower envelopes and the green line the mean value of
the envelopes.
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Figure 17: IMFs of the signals shown in Figs. 16a and 16b. More particularly: (a) IMFs of
signal with no intermittencies (blue line of 16a) and (b) IMFs of signal with intermittencies
(blue line of 16b).
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Figure 18: The PSD of the first three IMFs of the second signal (that contains intermit-
tencies).

where i is the imaginary unit. The equation (23) written in its exponential
form gives:

z(t) = A(t)eiθ(t) (24)

where A(t) is the amplitude envelope of the signal, and θ(t) the instan-
taneous phase. The amplitude envelope and instantaneous phase can be
estimated by the following equations:

A(t) =
√

x(t)2 + x̂(t)2 = |z(t)| (25)

θ(t) = arctan(x̂(t)/x(t)) = Arg(z(t)) (26)

and the instantaneous frequency can be calculated by:

f(t) =
1

2π

dθ(t)

dt
(27)

Combining the above with the EMD method, the original signal x(t) can
be expressed as:

x(t) = Re{
N
∑

j=1

Aj(t)e
i
∫
ωj(t)dt} (28)

where j is the number of the IMFs and Aj and ωj the instantaneous ampli-
tude and instantaneous angular frequency of the jth IMF. The above equa-
tion enables one to represent the instantaneous amplitude and instantaneous
frequency of the signal in a three-dimensional plot. This time-frequency rep-
resentation is designated as the Hilbert spectrum.

The FT of equation (22) gives:
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X̂(ω) = X(ω)(−jsgn(ω)) (29)

Equation (29) shows that the HT can be estimated in a more simple way:
by transforming the signal into the frequency domain, and shifting the phase
of positive frequency components by −π/2 and of negative components by
+π/2 and then transforming back to the time-domain. So two important
properties of the HT are:

• the HT preserves the domain in which the signal is defined,

• the HT shifts the phase of the signal by 90◦.

The HT is estimated in the following analysis using the Matlab function
hilbert.m. The algorithm used in order to compute the HT uses the following
steps.

• The Fast Fourier Transform (FFT), of the input sequence is calculated,
storing the result in a vector x.

• A vector h (Hilbert window) is created. The elements of this vector
(h(i)) have the values:

– 1 for i = 1, (n2 ) + 1

– 2 for i = 2, 3, . . . (n2 )

– 0 for i = (n2 ) + 2, . . . , n

where n are the sample points.

• The element-wise product of x and h is calculated.

• The inverse FFT of the sequence obtained in the previous steps is
calculated and the first n elements of the result are returned.

Estimating the instantaneous amplitude, after these steps is simple, since
it is the amplitude of the complex Hilbert transform. The instantaneous
frequency is the time rate of change of the instantaneous phase angle.

4.4. The Teager-Kaiser energy operator and the energy separation algorithm

The Teager-Kaiser energy operator (TKEO), can estimate the instanta-
neous “energy” of a signal, and it is defined as:

Ψc[x(t)] = [ẋ(t)]2 − x(t)ẍ(t) (30)

where x(t) is the signal and ẋ(t) and ẍ(t) are its first and second derivatives
respectively. In the discrete time case, the time derivatives in equation (30)
can be approximated by time differences:

Ψd[x(n)] = x(n)2 − x(n+ 1)x(n− 1) (31)
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The TKEO offers excellent time resolution because only three samples are
required for the energy computation at each time instant. The operators
Ψc and Ψd were developed by Teager during his work on speech production
modelling [14, 15] where he described the nonlinearities of speech production
and showed a plot of “the energy creating sound”, without giving though the
algorithm to calculate this “energy”. Later, Kaiser presented the algorithm
developed by Teager in his work [16, 17].

An alternative approach to that of the Hilbert transform separation al-
gorithm for the estimation of instantaneous envelope A(t) and instantaneous
frequency of the signal f(t), was developed in [47]. It uses the TKEO to es-
timate initially the required energy for generating the signal being analysed
and then to separate it into its amplitude and frequency component using
an energy separation algorithm.

The energy separation algorithm is described by the following equations:

f(t) =
1

2π

√

Ψ[ẋ(t)]

Ψ[x(t)]
(32)

|A(t)| = Ψ[x(t)]
√

Ψ[x(t)]
(33)

These equations estimate exactly the instantaneous frequency and amplitude
envelope of a sinusoidal signal, and the approximation errors for the cases
of amplitude modulation (AM), frequency modulation (FM) and AM-FM
signals are small [48]. There have been developed several discrete time
energy separation algorithms; here Desa-1 is given [47]:

arccos(1− Ψd[y(n)] + Ψd[y(n)]

4Ψd[x(n)]
) ≈ fi(n) (34)

√

√

√

√

Ψd[x(n)]

1− (1− Ψd[y(n)]+Ψd[y(n+1)]
4Ψd[x(n)]

)2
≈ |A(n)| (35)

where x(n) is the signal and y(n) = x(n) − x(n − 1) is its backward asym-
metric difference and if T is the sampling period:

Fi = fiT (36)

The frequency estimation part assumes that 0 < Fi(n) < π which means
that the algorithm can estimate frequencies up to 1/2 the sampling fre-
quency. This is due to the fact that the sine function and its inverse have a
unique correspondence between 0 and π/2. Since the sine argument is Fi/2,
it follows that the frequency can be uniquely determined for any Fi between
0 and π. A simple simulated example in order to show the performance of
both the Hilbert Transform and the TKEO/ Desa-1 approach is given here.
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The instantaneous frequency and amplitude envelope of a chirp signal, Fig.
19, are calculated using both methods. The results, Figs. 20a, 20b, 21a
and 21b show that both methods have almost the same resolution with the
energy separation method doing a little better.

The reason that the results of the HT show a worse end-effects problem
is related to a circular convolution issue, [49]. This problem could probably
be solved if one chose to zero-pad or truncate the data analysed. This
could also improve the resolution of the method although it would make the
algorithm a little slower. Since the analysis of the experimental data did
not show similar problems, as will be shown later, because the variations in
the signals were not as dramatic as the variation in the simulated chirp, this
problem is not of major importance in the current study.
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Figure 19: Chirp signal.

The main problem that occurs during the estimation of the instanta-
neous characteristics of the signal being analysed, using both methods, is
that a differentiation exists in the process. This is the reason why signals
with low signal to noise ratio cannot be analysed efficiently, since differentia-
tion amplifies noise. So applying an appropriate filter before the estimation
of the instantaneous characteristics, in order to denoise the signal, is impor-
tant. More particularly, the TKEO can only be applied to monocomponent
signals, so a filter bank method should first be applied to the signal analysed
in order to extract its monocomponents and analyse them separately with
the TKEO/ Desa-1 approach. In this case, the EMD method is the filter
bank method applied. In addition, one should pay attention to having sig-
nals that are smooth enough for both of the amplitude-frequency separation
approaches, since differentiation may produce spikes at the points where
the signal is not smooth. For this reason, a cubic spline interpolation in the
EMD sifting process is preferred, as opposed to a linear interpolation which
would not produce smooth IMFs, and also a smoothing filter should be ap-
plied to the IMFs produced before the estimation of their instantaneous
characteristics.
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(a) Results obtained using the HT.
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(b) Results obtained using the TKEO and
Desa-1.

Figure 20: Chirp signal amplitude envelope using the two different amplitude-frequency
demodulation approaches.

5. Results

5.1. Simulation results - how the EMD works

Fig. 23, displays the results of the EMD on the simulated vibration
signals given in Figs. 22a, 22b and 22c which correspond to three different
cases. The first case is a simulation under steady load conditions and without
any tooth damage in the gear model. The second case is a simulation under
time-varying load, produced in FAST and without any tooth damage in the
gear model. Finally, the third case is the simulation under time-varying
load and with an early damaged tooth. The diagrams represent three gear
revolutions. One can observe that the first case produced has the smallest
number of IMF signal components. The application of time varying load
in the model created effects in the signal that were recognised by the EMD
algorithm as more signal components than the previous case; that is the
reason why this time one more IMF was extracted. Finally, the introduction
of damage created three more IMFs than the second case. The reason that
three more IMFs were produced in this case, instead of just one, is related
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(a) Results obtained using the HT.
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(b) Results obtained using the TKEO and
Desa-1.

Figure 21: Chirp signal instantaneous frequency using the two different amplitude-
frequency demodulation approaches.

to the “mode mixing” problem discussed in sections 4.1 and 4.3. Basically,
IMFs 2, 3 and 4 contain the frequency region of the harmonics of the meshing
frequency and include damage features that should probably be found in just
one IMF and would be separated from the rest of the signal components if
the EMD algorithm worked perfectly. Damage is shown in these IMFs as
periodic pulses with the period of the revolution of the damaged gear. So
damage is an intermittency in the vibration signal.

The best IMF representing the effects of damage visually (the pulses are
more apparent) is IMF 3. The instantaneous characteristics of this IMF can
give probably the best features for damage detection, although the analysis
of the other two IMFs would give sufficient features also. The occurrence
of the EMD’s “mode mixing” problem, in the way that is shown in this
simulation, suggests that further research might be of interest on whether
the number of IMFs, for the case of gearbox signals that don’t contain a
significant amount of noise, can serve as one more indicator of damage,
from the point of view that a higher number of IMFs might be produced in
this case not only due to new frequencies in the signal related to damage
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but also due to mode mixing.
This is an interesting observation that hasn’t been found in other studies,

that have treated the “mode mixing” as a disadvantage and have proposed
improved methods of the algorithm for condition monitoring. Strictly speak-
ing, “mode mixing” is indeed a problematic feature of the algorithm in signal
processing terms, since it might reduce the resolution of the time-frequency
analysis. Still, even under these circumstances, the EMD produces, if not
better, at least equal results with other time-frequency methods, such as
wavelets. All the above make the authors believe that there might be a
potential in using this trait of the EMD as an indicator of damage, since
damage is a form of intermittency in the vibration signals that could create
a significantly higher number of produced IMFs.

Another observation is that the kind of time varying load used in these
simulations has an effect on the first IMF of the signals. A major part of
the load variation effect is decomposed in the first IMF of the decomposition
and therefore identified mainly as “noise” or a high frequency component
by the EMD method. It is important to say here, that the first IMF of
each case represents a different frequency band. Basically, in the second
and third cases examined, a high frequency component exists, influenced by
the time-varying load, and represented by the first IMF, that does not exist
in the first case, which is the steady load undamaged case. The second IMF
of the second case, Fig. 23b, and the fourth IMF of the third case, Fig. 23c,
are the equivalent to the first IMF of the first case, Fig. 23a. They represent
the same frequency band, around the harmonics of the meshing frequency.
And in a similar manner, the IMFs that follow for the three cases examined
represent the same frequency bands of the signal. This is shown in Fig.
24a where the power spectral densities (PSDs) of the 1st IMF of the first
simulation, the 2nd IMF of the second simulation and the 4th IMF of the
third simulation are compared and it is obvious that they fall in the same
frequency bands. In the same manner the PSDs of the next two IMFs of
each case are compared in Fig. 24b and 24c leading in the same conclusion.
The effects of the time-varying load influence these frequency bands as well,
still this will not create any problem in the damage detection part. The
reason is mainly because the EMD algorithm manages to create an IMF
representing the frequencies of damage effects in the vibration signal, in this
case the IMF 3 of the third simulation, and isolates it from the rest of the
signal components.

Finally, one should remember when proceeding in the analysis of the
IMFs, that the first IMF represents the highest frequency component of the
signal, and the ones that follow represent lower frequency components. So
noise, which in this case has not been added to the signals, the harmonics of
the meshing frequency of the gear model, the meshing frequency of the model
and lower frequency components are represented in this particular order by
the IMFs if they do exist in the signal. The same number of IMF doesn’t
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(a) Undamaged case - steady load.
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(b) Undamaged case - time-varying load.
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(c) Early damage in one tooth - time-
varying load.

Figure 22: Acceleration diagrams of the simulations.

necessarily represent the same time-scale of the signal for the different cases
examined. In addition, generally it is the first IMFs that will have damage
indicators, since they represent the highest frequency components, and are
more suitable for damage identification.

The amplitude-frequency separation of the third IMF of the third (dam-
aged) case, using both approaches, the Hilbert Transform and the Teager
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Figure 23: Intrinsic mode functions of simulations: (a) undamaged case - steady load, (b)
undamaged case - time-varying load, and (c) early damage in one tooth - time-varying
load.
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(a) 1st IMF of the 1st case, 2nd IMF of
the 2nd case, and 4th IMF of the 3rd case.
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(b) 2nd IMF of the 1st case, 3rd IMF of
the 2nd case, and 5th IMF of the 3rd case.
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Figure 24: PSD using the Welch method of the IMFs shown in Fig. 23.

Kaiser operator approach, is presented in this section. Both methods seem
to have similar resolution in the frequency (Figs. 25a and 25b) and ampli-
tude (Figs. 26a and 26b) diagrams. What is shown here is that the frequency
of the third IMF, that was identified as the most sensitive to damage, drops
at the point where the damage occurs, while the amplitude increases. The
increase of the instantaneous amplitude can be explained due to the increase
of the vibration levels when the damaged tooth engages. The instantaneous
frequency, on the other hand, drops because the meshing stiffness drops and
the compliance increases at that time. This happens because the damaged
tooth is more flexible (more compliant) due to damage. Instantaneous fre-
quency could be potentially used for diagnostics. The only restriction in this
case could be that the estimation of frequency might be badly influenced by
noise, but there exist simple solutions for this problem (filtering, which is
what the EMD method does, and smoothing).

A measure of the power of the third IMF can be estimated according to
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(a) Hilbert Transform results.
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(b) TKEO and DESA-1 results.

Figure 25: Instantaneous frequency of the 3rd IMF of the third simulated case.

the equation:

P =
1

2
Ai

2(t) (37)

where Ai is the instantaneous amplitude of the ith IMF. This measure can
be used to create the Teager Spectrum diagram that is shown later on in
the experimental results. This power measure has nothing to do with the
Teager “energy” that can be also estimated according to equation (30). In
this way it is acceptable to make comparisons between the results that both
methods produce.

5.2. Experimental data results

The three different datasets that were obtained from the wind turbine
gearbox data were also decomposed using the EMD method and the results
are shown in Fig. 27. The first dataset was decomposed into 13 IMFs, the
second into 12 IMFs and the third into 13 IMFs. The diagrams represent
four rotations of the smaller wheel of the parallel gear stage 2 (damaged
gear). Small speed fluctuations might exist so the rotating period might not
be exactly constant for the whole duration of the datasets.
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(a) Hilbert Transform results.
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Figure 26: Instantaneous amplitude of the 3rd IMF of the third simulated case.

Only the first four IMFs are presented here. The frequency content of
each IMF is shown in Figs. 28a, 28b and 28c, that shows the PSD of all the
IMFs for each dataset. The first four IMFs are the frequencies given by the
dark blue, green, red and light blue lines in this figure (frequency domain).
The first IMF is the highest frequency band of the signal (noise). The second
IMF contains part of the fourth and the fifth meshing frequency harmonic
(frequency band: 2500-5000 Hz). The third IMF contains mostly the third
and part of the fourth meshing frequency harmonic (frequency band: 500-
3000 Hz). The fourth IMF contains mostly the second meshing frequency
harmonic (frequency band: 200-1500 Hz). The fifth IMF contains mostly
the first meshing frequency harmonic-fundamental (frequency band: 150-
600 Hz). The rest of the IMFs (not given here) are related to the meshing
frequencies and harmonics of the other stages of the gearbox and to lower
frequency components of the signals.

The tooth fault is most clearly shown in the second IMF as (almost)
periodic pulses occurring at the time when the damaged gear (small wheel
of the third gear stage) engages. The period of these pulses coincides with
the rotating period of the damaged gear.

36



Periodic pulses can be seen but less clearly in the third IMF. Without
proceeding to any further analysis, there is clearly some indication of dam-
age in the first dataset which was initially considered to be describing the
gearbox at an undamaged condition. This conclusion is drawn at this point
by the fact that periodic pulses were produced in the second and third IMF
of the first case as well. The EMD method produced 13 IMFs, which is
the same number as the one produced in the third case, where damage was
progressed, and one more in number than the number of IMFs of the second
case.

The authors were informed after having performed the analysis that the
first dataset, described as a reference dataset, was actually taken when the
gearbox had already shown some first indications of damage. The authors
were also informed that it is actually not easily feasible to obtain datasets
of a gearbox during both its healthy condition and damaged condition. Col-
lecting all vibration data of a healthy gearbox with the expectation that it
might fail in the near, or not so near future, would mean that huge data
storage is necessary.

A final remark concerning the influence of the varying load of the wind
turbine gearbox will be given here. Despite the fact that the case examined
here is concerning the third gear stage, which should not be as affected as
the first gear stage, by the varying load caused by wind turbulences, the
analysis of the experimental data shows that even this stage of the gearbox
is influenced, underlying the importance of further examining the case of
condition monitoring under varying load conditions. In this case a large
part of the varying load influence on the vibration signals is carried in the
first IMF, just as in the simulations, in addition to other types of noise that
may exist in the wind turbine nacelle. Load variation due to wind turbulence
influences mostly the highest frequency bands of the signal. Load variation
may also be observed in other IMFs related to other frequency bands. The
fact that the second case, dataset 11/2/2010, produced a lower number of
IMFs than the other two, despite the fact that it was identified already by the
condition monitoring systems of the wind turbine as describing a damaged
gearbox, and therefore should have at least the same IMFs number as the
first case, is probably explained by the different load conditions that may
have existed at the specific measurements.

In fact, knowing now that the gearbox is damaged in all the datasets and
since noise levels are high, means that this data cannot be used to support
or contradict the hypothesis that damage could be reflected in the number
of IMFs. Unlike the simulations, the experimental datasets all appear to
have damage and have almost the same level of environmental loading. On
the other hand, the data do not contradict the hypothesis. Further research
is needed.

In order to obtain the amplitude envelope and the instantaneous fre-
quency of the IMFs presented in the previous section, the IMFs were first
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Figure 27: First four IMFs of the wind turbine gearbox data: (a) 31/10/2009, (b)
11/2/2010, and (c) 4/4/2010.

filtered with a smoothing filter (sgolay smoothing filter in Matlab). In this
way, with the calculation of the instantaneous characteristics of the IMFs
one can have the 3D diagrams of the signals, shown in Figs. 29a, 29b and
29c. Only the results obtained using the TKEO/ Desa-1 algorithms are
shown here, since it was shown earlier that both the HT and the TKEO
approaches give similar results in the simulations.

Damage has again the same pattern as in the simulations, so basically
the frequency of the second IMF, which occupies the frequency band 2500-
5000 Hz (roughly), drops each time that the damaged tooth engages (Figs.
29a, 29b and 29c). This is shown better in Figs. 30a, 30b and 30c where
the instantaneous frequency diagram is plotted. This IMF represents the
frequency band of the fifth harmonic of the parallel gear stage II (2820 Hz
as mentioned earlier). The power levels increase at that specific time as well,
Figs. 31a, 31b and 31c. As damage increases, the power levels increase and
so the scales in the 3D diagrams increase. In addition, it is confirmed in this
part of the analysis that there are some indications of damage in the first
dataset too, and since it is at a relatively much lower power scale it must be
at an early state.

A final remark that can be made here is related to the instantaneous
frequency results. Generally fluctuations in speed lead to frequency modu-
lation, while amplitude modulations are mostly related to load variations.
Figs. 30a, 30b, 30c from this point of view suggests that there are speed
variations too in the measurements that are possibly greater for the last
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(a) Dataset 31/10/2009.
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(b) Dataset 11/2/2010.
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(c) Dataset 4/4/2010.

Figure 28: PSD of the decomposed IMFs for each dataset.

two datasets (11/2/2010) and (4/4/2010). The proposed method therefore
might have a potential use in cases were both load and speed vary.

6. Discussion and conclusion

This study has two main purposes. The first one is to test a recently
emerged amplitude-frequency separation technique in order to perform time-
frequency analysis based condition monitoring with the use of the EMD
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(a) The Teager spectrum of dataset
31/10/2009.

(b) The Teager spectrum of dataset
11/2/2010.

(c) The Teager spectrum of dataset
4/4/2010.

Figure 29: The Teager Spectra of the three datasets. The horizontal axis shows the
approximate gear rotation and the vertical axis the instantaneous frequency.

method. The second one is to examine the effect of time-varying load con-
ditions present in wind turbine gearboxes when trying to perform condition
monitoring of such systems. Concerning the first aim of the work, it was
shown that the TKEO, in combination with the Desa-1 energy separation
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(a) Dataset 31/10/2009.
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(b) Dataset 11/2/2010.
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(c) Dataset 4/4/2010.

Figure 30: Instantaneous frequency diagrams (TKEO/ Desa-1) of the 2nd IMF.

algorithm, can be a good alternative approach to the HT, since it offers,
under the condition of analysing monocomponent, smooth and clean sig-
nals, at least the same quality results as the HT. Concerning the second
aim of the study, both the results of a simulated nonlinear gear model that
included varying load conditions similar to those produced in wind tur-
bines, as well as the results of real wind turbine gearbox data, confirmed
that varying loads can create difficulties in condition monitoring. The EMD
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Figure 31: Power (TKEO/ Desa-1) of the 2nd IMF.

method managed to separate the major part of the time-varying load influ-
ences from the vibration signals, leaving signal components that could be
related to damage, available for further analysis either with the HT or the
TKEO techniques. The time-frequency analysis performed with the TKEO
approach successfully extracted damage sensitive features. More particu-
larly the instantaneous amplitude, or an estimated measure of power, of
the IMF that corresponds to the frequency region of the harmonics of the
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meshing frequency of the damaged gear pair can indicate the existence of
damage as periodic pulses. The instantaneous frequency can be also used
for the extraction of features, since frequency drops appear at the same
IMF. A hypothesis, initially made due to the results of the simulations, and
which suggested that the number of IMFs might be an indication of damage
and/or different load conditions in the datasets examined (with certain re-
strictions), was not confirmed or contradicted by the experimental datasets
analysed in this study. Therefore, further research might be of interest on
this subject.
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