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1 Abstract

The mid-Pliocene ¢ 3 to 3.3 million years ago), is a period of sustained global weth in
comparison to the late Quaternary (0 to~ 1 million years ago), and has potential to inform
predictions of long-term future climate change. However, gen that several processes poten-
tially contributed, relatively little is understood about the reasons for the observed warmth, or
the associated polar amplification. Here, using a modellingpproach and a novel factorisation
method, we assess the relative contributions to mid-Pliooe warmth from: elevated CO,, low-
ered orography, and vegetation and ice sheet changes. Thestdts show that on a global scale,
the largest contributer to mid-Pliocene warmth is elevatedCO,. However, in terms of polar
amplification, changes to ice sheets contribute significalytin the Southern Hemisphere, and
orographic changes contribute significantly in the Northen Hemisphere. We also carry out an
energy balance analysis which indicates that that on a glolbacale, surface albedo and atmo-
spheric emmissivity changes dominate over cloud changes.afihvestigate the sensitivity of our
results to uncertainties in the prescribedCO, and orographic changes, to derive uncertainty

ranges for the various contributing processes.

2 Introduction

The most recent palaeoclimate reconstructions (Dovesett, 2009) suggest that during warm ‘in-

terglacials’ of the Pliocene epoch-$.3 to 2.6 Ma), global annual mean sea surface temperatures

were 2 to 3°C higher than the pre-industrial era. During these warnrgtaeials sea levels were
higher than today (estimated to be 10 to 30+ metres) meahatggtobal ice volume was reduced
(e.g. Dowsett and Cronin, 1990; Naish and Wilson, 2009; Dveyel Chandler, 2009). There were
large fluctuations in ice cover on Greenland and West Antarcand during the interglacials they

were probably largely free of ice (Lumt al, 2008; Pollard and DeConto, 2009; Hét al,, 2010;
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Dolanet al, 2011). Some ice may also have been lost from around the nsacjiEast Antarc-
tica especially in the Aurora and Wilkes sub-glacial bagidgl et al, 2007). Coniferous forests
replaced tundra in the high latitudes of the Northern Heimese (Salzmanet al., 2008), and the
Arctic Ocean may have been seasonally free of sea-ice (eogirCet al, 1993). The most recent
estimates of Pliocene atmospheric £€ncentrations range between 280 and 450 ppmv (Pagani
et al, 2010; Sekiet al, 2010). The Mid-Piacenzian Warm Period (henceforth ‘mliddene’; 3.26

to 3.025 Ma BP; timescale of Lisiecki and Raymo (2005)) is dipalarly well documented interval
of warmth during the Pliocene, with global data sets of mpiitixy sea surface temperatures, bottom
water temperatures, vegetation cover, topography andoicene readily available as boundary con-
ditions and/or evaluation datasets for global climate n(@owsettet al, 2010b; Haywoockt al,,
2010).

Many parallels have been drawn between the apparent site$an climate between warm intervals
of the Pliocene and the end of the 21st Century, particulartgrms of (relative to pre-industrial)
(a) the change in annual mean global temperature (Jagisah 2007; Haywoodet al, 2000a),
(b) changing meridional surface temperature profiles shgvei strong polar amplification of the
warming (Dowsetet al, 1992; Robinson, 2009), (c) changing precipitation pagemnd storm tracks
(Haywoodet al., 2000b) and even (d) Hurricane intensity and ENSO-evequizacy/extra tropical
teleconnections (Fedoraat al., 2010; Bonharret al., 2009; Scroxtoret al., 2011; Watanabet al.,
2011). This attraction is made more intense by the fact timéiroents had essentially reached their
modern position, and due to its relative youth, geologycafieaking, inferences about the environ-
mental tolerances of many of the biological proxies usedctmmstruct Pliocene environments and
climates can be made with far greater confidence than fultaek in Earth history (Dowsett and

Poore, 1996; Salzmaret al., 2008).

As such, it is particularly important to understandhy the mid-Pliocene was warmer than pre-
industrial. Up until now, the most comprehensive attempartewer this question was carried out

by Haywood and Valdes (2004), henceforth H&V04. Using the M#&t Office coupled atmosphere-



50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

ocean General Circulation model, HadCM3, they carried onbdel simulation of the mid-Pliocene,
and compared it to a pre-industrial simulation. They fourgiabal mean surface air temperature
difference of 3.1C. From the assumed G@adiative forcing in the model and consideration of top-
of-the-atmosphere radiative fluxes, they partitioned theses of this temperature difference between
CO, (1.9 WnT?), surface albedo (2.3 Wm) and cloud cover (1.8 Wnt) changes. They further par-
titioned the surface albedo component between land icermol €5%) and sea ice (45%) changes.
From interrogating the ocean streamfunction and net haasports, they also concluded that ocean
circulation changes did not lead to significant surface &najpire warming. Given the consider-
able computational constraints at the time (the 300 yeaulsition took 9 months to complete), the
H&V04 study contributed significantly to our understandofghe causes of mid-Pliocene warmth.
However, the fact that further sensitivity studies could @ carried out meant that cause and effect
was not easily partitioned. For example, the albedo changealsea ice was itself a result of the im-
posed CQ (and orography, and vegetation, and land-ice) changesla8iyrfor clouds - some of the
cloud changes would be due to the land ice (and other) chahgésis paper we address this issue,
by describing a new methodology for a robust, self-constgiartitioning of climate change between
several causal factors. We then apply it to the warm periédseomid-Pliocene, resulting in a par-
titioning of temperature changes between changes in trsepoed CQ, orography, vegetation and
ice sheet boundary conditions. We also carry out an anatydlee pre-industrial and mid-Pliocene

results using an energy balance method described by Hemeshal. (2009).

3 Experimental Design

3.1 Model Description - HadCM3

All the General Circulation Model (GCM) simulations dede&d in this paper are carried out using

the UK Met Office coupled ocean-atmosphere GCM HadCM3, wardi5 (Gordoret al., 2000). The
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resolution of the atmospheric and land components is’3tvBngitude by 2.5 in latitude, with 19
vertical levels in the atmosphere. The resolution of theangeodel is 1.25by 1.25 with 20 levels

in the vertical. Parameterisations include the radiaticdmeme of Edwards and Slingo (1996), the
convection scheme of Gregoeyal. (1997), and the MOSES-1 land-surface scheme, whose represe
tation of evaporation includes the dependence of stomedatance on temperature, vapour pressure
and CQ concentration (Coet al, 1999). The ocean model uses the Gent and McWilliams (1990)
mixing scheme. There is no explicit horizontal tracer diftun in the model. The horizontal resolution
allows the use of a smaller coefficient of horizontal momenwiscosity leading to an improved sim-
ulation of ocean velocities compared to earlier versiorte®imodel. The sea ice model uses a simple
thermodynamic scheme and contains parameterisationg aiccentration (Hibler, 1979) and ice
drift and leads (Cattle and Crossley, 1995). In simulatioithe present-day climate, the model has
been shown to simulate SST in good agreement with modermatisms, without the need for flux
corrections (Gregory and Mitchell, 1997). Future climatedictions from the model were presented
in the latest IPCC report (Soloman al., 2007), and it has been used in the Palaeoclimate Modelling
Intercomparison Project to simulate Last Glacial Maximumd 8id-Holocene climates (Braconnot
et al,, 2007). The model will also be used in the forthcoming Plié\project (Haywooet al., 2010,
2011b).

3.2 Boundary Conditions

The PRISM project (http://geology.er.usgs.gov/eespitpasm/) has as its main aim the characterisa-
tion of the palaeoenvironment of the mid-Pliocene warmquk(B.26 - 3.025 Ma) on a global scale.
In this paper, we simulate the mid-Pliocene climate by mgkise of the PRISM2 reconstruction of
orography, vegetation, and ice sheet extent (Dovesett, 1999; Dowsett, 2007), which are described

below.

The PRISM2 orography reconstruction was based on palaaoicat evidence suggesting that the
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East African rift areas were 500 m higher during the mid-&dire relative to today (Thompson and
Fleming, 1996). In contrast, palaeoelevation of the Wes@ordillera of North America and north-
ern South America was reduced by 50%. Large elevation diffggs are noted in both Greenland
and Antarctica due to significant removal of continental (Dewsettet al, 1994; Dowsett, 2007).
PRISM2 land ice distribution and volume was closely assediavith sea level estimates from sev-
eral sources (see Dowsett, 2007), which indicate a eustaéidevel rise of around 25 m compared
to modern. These estimates have recently been confirmedibpémdent studies based on the depth
palaeoecology of foram assemblages from New Zealand (Ma@NhVilson, 2009) and benthic Mg/Ca
and oxygen isotopes (Dwyer and Chandler, 2009). Antarcéidistribution was based upon a mod-
elled stable ice sheet configuration (see Dowse#l., 1999), strongly constrained by the sea-level
reconstructions. The PRISM2 vegetation reconstructioow@ettet al, 1999) was compiled from
fossil pollen and plant macrofossil data from 74 sites ciongall continents. PRISM2 vegetation is
identical to PRISM1 (see Thompson and Fleming, 1996). PRI8bEs seven land cover categories
(desert, tundra, grassland, deciduous forest, conifdoyast, rainforest, and land ice) that are a sim-
plification of the 22 land cover types of Matthews (1985). riRrine PRISM2 vegetation, orography,
and ice-sheet extent, we derive all the boundary conditieasssary to run the GCM in mid-Pliocene
mode (a total of 23 variables different to those of the pistrial, such as heat capacity of the soil,

albedo, moisture holding capacity etc.).

Since the development of the PRISM2 dataset, the USGS havealeased an updated version -
PRISM3 (Dowsetet al,, 2010b,a). We use the PRISM2 dataset; firstly, to maintamsistency with

previous modelling studies, in particular H&V04 and Letial. (2010a); secondly, the mid-Pliocene
simulation with PRISM2 boundary conditions has been spuougtotal of over 1000 years, which is
considerably more than could be achieved with new boundamgitions in a reasonable timeframe.
In section 5.1 we discuss the implications for this study sihg PRISM2 compared to PRISM3

boundary conditions.
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3.3 Factorisation Methodology

The primary aim of this study is to assess the relative ingma¢ of various boundary condition
changes which contribute to mid-Pliocene warmth. Theegfare are aiming to partition the total
mid-Pliocene warmingAT, into four components, each due to the change in one of thedawy
conditions CQ, orography, ice sheet, and vegetation. The assumptionidénat other palaeogeo-
graphic changes not currently captured by the PRISM datsisett as soils or lakes, have a negligible

impact on the global mean temperature change.

AT = dTCOg + dTorog + dﬂce + dTveg (l)

‘Factor separation’ techniques (e.g. Stein and Alpert3)22an be used to determine these compo-
nents of the mid-Pliocene surface air temperature chaige,, d15,o4, d1}eq, anddT;... Typically,
this involves carrying out an ensemble of GCM simulationthwarious combinations of boundary
conditions. Here we present a new factorisation methogolelgich we believe improves on previous

work.

We name a GCM simulation which has boundary conditioasdy modified from pre-industrial to
mid-Pliocene ag,,. The four boundary conditions considered are atmosphédic(c), orography
(0), vegetationq), and ice sheetg), Thus, a pre-industrial simulationis, a mid-Pliocene simulation
is E,.iv, ande.g.a simulation with pre-industrial ice sheets and vegetdiidmid-Pliocene orography
and CQis E,.. The corresponding surface air temperature distribuiiotisese simulations we name

T, T,.., andT,. respectively.

For simplicity, we first describe our factorisation methlodyy by considering a simpler example,
where only two boundary conditions (G@nd orography) are changed instead of four. The simplest

factor separation technique is the incremental applinaticthe boundary conditions. For our sim-
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plified example, this could involve an ensemble of 3 GCM satiohs: £, E., andE,.. The total
temperature anomaly\7" (equal toT,. - T' in this simplified example), could be separated into 2

components:

dTco, =T, — T

dTorog =Toc — TC7 (2)

This method, illustrated in Figure 1a, has been used exiegsh the climate literature (e.g., for the
LGM see Broccoli and Manabe, 1987; von Deimligigal., 2006). It has the advantage that a limited
number of simulations{ + 1, whereN is the number of processes investigated) need be carried out

It has the disadvantage that it results in a non-uniqueisolubne could equally define

dTCOQ = Toc - To

dTorog =T, — T7 (3)

which, due to non-linearities would in general result in fhedent partitioning.

Stein and Alpert (1993) (henceforth S&A93) recognised #rid instead suggested that, consider-
ing the temperature response as a continuous function of/aniables (in our simplified example

orography and C¢), and carrying out a Taylor expansion about the control aleanone can write

T
900,

AT ACO, + Aorog + nonlinear terms 4)

aT
dorog
They suggested that the nonlinear terms could be considsr&ynergy’,S, between the two forc-

ing variables, and that the partial derivatives be estichfitam the GCM simulations relative to the

control, so that

dTco, =T, — T
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AT o =To =T

S:TOC—TO_TC+T (5)

This method, illustrated in Figure 1b, has been used in abpeevious studies (e.g. for the mid-
Holocene and LGM see Wohlfatet al., 2004; Jahrt al, 2005). It has the advantage that it takes into
account the non-linear interactions between the diffelbenindary conditions. However, it requires
a larger number of simulations(2 than the linear approach. Perhaps more importantly, ithes
problem that it is not symmetric: one could equally carrytbetTaylor expansion about the perturbed

climate, and write

_dTC02 - To - Toc
_dTorog =T.— T

S =T —T,—T.+Tpe (6)

i.e. it would in general give a different answer if one askedhy is the mid-Pliocene warmer than
pre-industrial” than if one asked “why is the pre-indudtdaoler than the mid-Pliocene” (although

the synergy term$, would have the same magnitude in both cases).

In order to obtain a symmetric and unique factorisation, mgtdad estimate the partial derivatives in

equation 4 with their average values over the domain coraidand write for our simplified case:

Moo, = 5((T.~T)+ (T~ T.)

dTorog = %((To - T) + (Toc - Tc)) (7)

This is equivalent to averaging the two different formwas of the S&A93 approach in Equations 5

and 6. An alternative, but identical, interpretation istthar technique uses the S&A93 formulation
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of Equation 5 but attributes the synergy tersh equally between the two forcings:

dTco, =T, — T + /2
AT oy =T, — T + S/2

(S:TOC—TO_TC+T) (8)

It is also equivalent to averaging the two linear formulaiin Equations 2 and 3.

Our formulation has the advantage that it takes into acaooinlinear interactions, and is symmetric.
In common with the S&A93 approach, it require ECM simulations, and so is more computation-

ally demanding than the linear approach.

For our mid-Pliocene study, where we actually have 4 vaemfCQ, orography, vegetation, and ice

sheets), this would require/216 simulations. The factorisation would be as follows:

Moo, = ((T=T)+ (T = T,) + (T = T) + (T~ T,) +

(Toco — Tow) + (Toei — Toi) + (Teiv — Tiw) + (Tociv — Toiv))s 9)
Moy = (To=T) 4 (T = T) + (T = T) + (T~ To)

(Teow — Tew) + (Teoi — Tei) + (Toiv — Tiv) + (Teoiv — Tein))s (10)
Ty = (T =T)+ (T = T) + (T~ )+ (T~ 1) +

(Tevo — Teo) + (Tevi — Tei) + (Toio — Tio) + (Tevio — Teio)), (11)

1
d,—rz'ce = g((ﬂ - T) + (Tcz - Tc) + (Tvz - Tv) + (Toi - To) +

(Tcio - Tco) + (Tciv - ch) + (ﬂvo - Tvo) + (Tcivo - TCUO))' (12)

Given the computational expense of carrying out 16 fullygled GCM simulations, we choose

instead to consider C{brography, and vegetation/ice sheets separately, amg car two N = 2
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factor separations (as in Equation 13), requiring only 7usations (illustrated in Figure 2).

Moo, = L(T.~T)+ (T~ T),

Ty = 3(To=T)+ (T~ 1),

Ty = 5((Toew = To0) + (Tas ~ o),

oo = +(Tos — To) + (Lo~ Tor)). (13

This factorisation is more computationally efficient th&e full factorisation in Equation 12, but is

not fully symmetric.

Five of these simulations4, F,, E., E.., E,.i,) were used in the study of Luet al. (2010a) in the
context of deriving estimates of Earth system sensitidtyl the orography and snow-free surface
albedo of these simulations are shown in their Table 1 ofr tBapplementary Information. The
orography and snow-free albedo (an indicator of the landhiad vegetation distributions) for the 2
new simulations¥,.;, F,.,), along with those foy and E,,.;, for comparison, are shown in Figure 3.
It is worth noting that because the ice sheets and vegetatemutually exclusive in any one model
grid cell, it is not possible to uniquely define boundary atinds for simulations?,.; and £,.,. For
the simulation with modern vegetation but Pliocene ice &hée,.;), in the regions which are ice
sheet-free in the Pliocene but have ice sheets in the modegynthie West Antarctic peninsula), it is
not clear what albedo should be prescribed as there is nonrmedgetation defined in these regions.
Similarly, for the simulation with modern ice but Pliocenegetation £.,..,), in the same regions it is
unclear whether to use the albedo of the Pliocene vegetatioithe modern ice. In other words, it is
not well defined whether the albedo-induced warming astetiaith reduced ice sheets during the
Pliocene is due to the reduction of iger sg or due to the vegetation which replaces it. Here, we make
the decision to attribute this warming to the vegetation teplaces it. As such, both simulatiofs.;
andF,., have the albedo of ice in regions which are ice-free in thedele but have ice in the modern

(Figure 3).



w 3.4 Mid-Pliocene model-data comparison

20 Before presenting and discussing our results, it is firstortgmt to have some confidence that the

.n  Mid-Pliocene simulationZ,.;,,, is consistent with observations of that period.

22 The SSTs in our mid-Pliocene simulation were evaluatedivel#o reconstructions of mid-Pliocene
23 SST in Luntet al. (2010a). They showed that the global mean SST change, nudeRe minus
24 pre-industrial, was well simulated (1.83 in the model and 1.6T in the observations). However,
25 they also found that the latitudinal distribution of temgaeire change was not well simulated (their
26 Figure 3c); the modelled mid-Pliocene warming being to@gne the tropics and too small towards

27 the poles. These discrepancies were investigated andsdesd¢further in Dowsett al. (2011).

28 A model-data comparison for the terrestrial climate, usiigtabase of Pliocene palaeobotanical data
20 (Salzmanret al, 2008, 2009) was presented in the Supplementary Informafiauntet al.(2010a).
20 They found a fair agreement betwegp).;, and the data on a global scale, with significantly improved

-u - skill at high latitudes in thé?,.;, simulation compared with the pre-industrigalsimulation.

2 4 Results

z:  The temperature changes due to thee G, ), orography {1,,,,), vegetation{T,.,) and ice sheet
a4 (dT;..) boundary condition changes, as calculated from equati8nas well as the total chang&7’,

a5 are illustrated in Figure 4. As a global average, of the tota-Pliocene 3.3C temperature change,
26 1.6°C (48%) is from the CQ(d1¢0,), 0.7°C (21%) is from the orographyi{,,.,), 0.7°C (21%) is
az from the vegetationdZ’,.,), and 0.3C (10%) is from the ice sheetgXj..).

28 d1eo, (Figure 4b) represents the temperature change due tcal@@e. It shares much in common

210 With similar (CQ, doubling as opposed to 280-400 ppmv here) results presented most recent
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report of the IPCC (Solomoet al., 2007). For example, there is polar amplification due to sand/
sea ice feedbacks, and greater temperature change on lapéic to ocean due to reduced latent
cooling and lower heat capacity. The North Atlantic shovwkiced temperature increase due to ocean
mixing and reduced northward heat transport in the Atlaghiie to an increase in the intensity of the
hydrological cycle. The increase of 1@ implies a climate sensitivity due to a doubling of £0O
of ~3.2°C, which is close to the middle of the IPCC range (Solorebal,, 2007). dT,., (Figure
4c) highlights the local lapse-rate warming effect of thedo mid-Pliocene Rocky Mountain range.
There is also a cooling to the west of the mid-Pliocene CamaRiockies, associated with reduced
precipitation and cloud cover, due to reduced ascent oeemibuntain range. There is a significant
non-local effect of the lower Rockies - there is a large Aretarming, in particular in the Barents
Sea, which is amplified by reduced sea ice cover. This is daemodification of the Rossby wave
pattern, which is more zonally symmetric with the lower Rieskindicated by a reduced trough over
Greenland in the 500 mbar geopotential height field, comsistith previous work (e.g. Kutzbach
et al, 1989; Fosteet al, 2010). Very localised cooling associated with topografiects are seen
in the Andes, Himalayas, and East African rift valley regomhe surface ocean warming east of
Japan is consistent with previous work showing this to begeresensitive to orographic change in
this model (Lunet al,, 2010b).dT,,., (Figure 4c) shows that the largest vegetation-related ¢eatpre
changes are in the Canadian Arctic, in particular Green{ahdnge from ice sheet to boreal forest),
the Canadian archipelago (change from bare soil and gtatodvoreal forest), and Siberia (change
from bare soil to boreal forest). This warming can be attedito the relatively low albedo of boreal
forest in the model, even when there is snow-cover on thegtolihere are also large changes in the
tropics, in particular in the Arabian peninsula, where tR¢SM2 reconstruction indicates a shift from
desert to grassland vegetation (based on pollen data (Map&al991)), resulting in a lower albedo
in the mid-Pliocene than in the modern (see Figure 3). Sonbkeofemperature changes attributed
to vegetation will also be due to modifications to the rougisiength, potential evapotranspiration,
and other vegetation-spefcific model parametérs.. (Figure 4d) shows warming in Greenland and

parts of Antarctica due to a combination of lapse-rate, duelbwer mid-Pliocene ice sheet height,
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and albedo, due to the less reflective mid-Pliocene surfHte regions of Antarctic cooling are due
to the fact that the PRISM ice sheet is higher in the Pliocéia@& in the modern in these regions.
This is consistent with increased precipitation in the rioteof the East Antarctic ice sheet in the
warmer climate, and with modelled predictions for the fatewolution of the Antarctic ice sheet
under greenhouse gas forcing (e.g. Huybreehtsl.,, 2004). The cooling in the Barents Sea is also
consistent with previous work investigating the climatifeets of the removal of the Greenland ice
sheet (Toniazzet al, 2004; Luntet al., 2004). However, apart from in this region, the signal due to

the removal of the ice is very localised.

The results also allow us to ascertain the contribution tarpamplification of the four factors. We
define polar amplification in this case to be any warming ingbkar regions which is greater than
the global mean warming. Figure 5(a) shows the same resuiitsFagure 4, but as zonal means. Itis
clear that the polar amplification in the Southern Hemisplwdue primarily to the ice sheet changes,
whereas in the Northern Hemisphere it is due primarily to mlgioation of CQ and orography
changes, with some contribution from vegetation around@M. Figures 1-3 in Supplementary
Information illustrate the seasonality of the factorisatand polar amplification. It is clear that in
the Northern Hemisphere, the polar amplification is donaiddiy an autumn and winter signal; in
JJA there is almost no Northern Hemisphere polar ampliboatiin the Southern Hemipshere the
seasonality is much more muted. These features are cartsigth sea-ice and snow being the main

causes of the seasonality.

It is interesting to assess the linearity of the climateeysto these changes in boundary conditions.
For example, to what extent does the temperature respotise system to a C{change depend on
the climate base state. Or, in other terms, how large is feefgy’ term © in Equation 5) in the
S&A93 formulation? Figure 6 shows the two termis ¢ 7" and7,. — 71,) which make upiZ¢o,

in Equation 8, and the difference between thef). (The non-linearity is small compared to the
temperature change itself, showing that in this case, thpéeature response to an increase ir, GO

largely independent of the orographic configuration. Sanhjl the vegetation and ice sheet changes
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exhibit relatively small non-linearity (not shown). Thiaplies that in this case, similar results could
be obtained with a simple linear factorisation. Howeveis ot possible to know thia priori. The
subtle non-linearities of the response of the system togdmim CQ alone are discussed in more

detail in Haywoocet al. (2011a).

Itis also instructive to compare our results with those of\Hg. Our mid-Pliocene simulation differs
from that of H&V04 for two reasons. Firstly, our simulatiana continuation of that of H&V04, and
so is further spun-up and closer to equilibrium. Secondly, ssmulation has been carried out over
a number of ‘real-world’ years, and over this time has beegrated across several computers and
Fortran compilers. Both hardware and compiler changes tfantahe mean equilibrium climate
of a model, due at least in part to non-standard programmiactipe, for example multiple ‘data’
statements in Fortran subroutines (Steenman-Clark, 208gure 7a shows the difference in mid-
Pliocene surface air temperature between our simulatidrttzet of H&V04, and Figure 7b shows
the difference in mid-Pliocene surface air temperaamemaly mid-Pliocene minus pre-industrial,
between our simulation and that of H&V04. Our mid-Pliocemaidation is significantly cooler than
that of H&V04 (-0.8°C in the global annual mean), but the difference in anomadiesnaller (0.3
°C). Examination of the temporal evolution of these diffe@mnindicates that the effect of hardware
and compiler change is more important than the effect okim®ed spinup time. This underlines the
importance of always carrying out sensitivity simulatiamsthe same machine, and with the same

compiler, as any control simulation.

As stated in the Introduction, H&V04 estimated the conttidms to mid-Pliocene warmth by con-
sidering aspects of the global energy balance. Heineraaah(2009), in the context of the Eocene,
present a different method of energy-balance analysisiwh@iudes a meridional analysis. Here, we
use the method of Heinemaenhal. (2009) to analyse our mid-Plioceng&;,) and pre-industrial )
simulations. The method gives latitudinal distributiofi$h® contribution to the surface temperature
change,F,.;, — F, of: (a) emissivity changes due to changes in greenhoussgés) emissivity

changes due to changes in clouds, (c) albedo changes duarigeshin the planetary surface, (d)
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albedo changes due to changes in clouds, and (e) heat trankpoges. This latitudinal partitoning
is shown in Figure 5(b). The first thing to note is that thisraagh is based on zonal and seasonal
means, and as such the total surface temperature changghidysiinderestimated by the energy
balance approach (compare the green line with the blackrifRégure 5(b)). On a global scale, the
contribution of heat transports to the total change is bynitedn zero, but in the Northern Hemi-
sphere there is a small positive contribution at high ldgsiand a small negative contribution at low
latitudes, consistent with a slight increase in polewarat i@nsport. The global mean contribution
of clouds (both albedo and emmissivity effects) is reldyiwmall, but in the short-wave this results
from a cancellation of a positive contribution in the trapand a negative contribution at mid-high lat-
itudes. Changes in emmissivity (due to the increase in tnagse gas from 280 to 400ppmv, and the
associated water vapour forcing) contributes 61% of tha sotrface temperature change, with great-
est contribution in mid-high latitudes. Surface albedonges contribute 44%, due almost entirely to
mid-high latitude changes; in the tropics the change inddbmontributes very little. Overall it can
be seen that surface albedo and direct greenhouse-gasfare the greatest contributors to the total
change, with the greehouse gas forcing dominating in loiul#s, and the surface albedo changes
dominating at mid-high latitudes. The polar amplificatisrsignificantly dampened by changes in
short-wave cloud forcing. It should be noted that cloud psses are amongst the most uncertain in

GCMs, and so these results are likely to be model dependent.

5 Discussion

Here we discuss some of the assumptions in this work, inetuduantitative estimates of how some

of these assumptions could affect our results.



= 5.1 Palaeoenvironmental boundary conditions

s In section 3.2 we describe why we use the PRISM2 boundaryittonsl as opposed to the PRISM3
1 boundary conditions. The most significant effect of thisikelly related to the different orography
13 dataset in PRISM3 compared to PRISM2 (the ice sheets, gthdifferent, are similar in extent
2+ and height, and the PRISM3 vegetation is based on an extetedaget which includes PRISM2 as
w5 a subset). PRISM3 orography is based on the reconstructidakwick (2007). It differs from
2 PRISM2 mainly in the high Eurasian latitudes and the Himasawhere the geological evidence
27 IS inconclusive and debated (e.g. Rowley and Garzione, ;280iceret al, 2003). The Markwick
»s  (2007) reconstruction is actually much closer to moderm ttieat of PRISM2. Therefore, using
29 Modern orography instead of PRISM2 provides an end-mengg@ogimation for the uncertainty
;0 in our results. In this case, given the linearity of the systeghlighted in Section 4, the total mid-

s Pliocene temperature change can be approximated by:

AT = AT — dTorog = dTco, + dTyeq + dTice (14)

s Which is 2.6°C. Then, the partitioning (Table 1) is 2@ (61%) from the CQ(d7¢0,), 0.7C (27%)

s IS from the vegetationd([,.,), and 0.3C (13%) from the ice sheetdT;..).

14 There is no information given in either PRISM2 or PRISM3 osgible bathymetric differences be-
15 tween the mid-Pliocene and present. As such, we use modgrynbetry in the simulations presented
16 here. However, geophysical records of mantle temperatemedih the North Atlantic indicate that
;7 the Greenland-Scotland ridge was about 300 m lower in thec@tie than modern (Robinsenall,

18 2011). A recent modelling study (Robinsenal.,, 2011) has shown that, although this has negligible
19 effect on the global mean temperature, it could lead to as®d polar warmth (greater thari®) in

s the mid-Pliocene due to increased oceanic northward hexasgort in the North Atlantic. This has
s the effect of bringing the modelled SSTs in the mid-Pliocéhg, simulation into better agreement

w2 With the PRISM3 proxy estimates in this region.
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5.2 Mid-PlioceneCGO,

Mid-Pliocene atmospheric Ghas been reconstructed by a variety of proxies. A value ofpfiov

has been used in this and several other previous modelliest of the mid-Pliocene climate (in-
cluding H&V04), but there are uncertainties in this figur@r Example, based on measurements of
513C in ocean sediments, Rayrabal. (1996) cite a mean value of 380 ppmv with maxima as high as
425ppmv. More recent data from Sedial. (2010), using alkenones and boron isotope proxies, cite
a mean of 360 ppmv with uncertainties +- 30 ppmv. Other redatd (Paganet al,, 2010) supports

a mean of 380 ppmv. As such, for consistency with previouskyamd to account for likely associ-
ated increases in non-G@reenhouse gases such as are observed in the ice core r8mgenthaler

et al, 2005), we consider here the effects of 350 and 450 ppmveasative CQ concentrations. To
first order, the temperature effects of elevated, @@ expected to scale logarithmically with the £O
concentration. Therefore, it is possible to estimate tha taid-Pliocene temperature change for an

arbitrary CQ level of z, AT¢?2=* as:

log(x/280)

10og(400/280)  “* (15)

ATCOQ:x — dTorog —|— dTveg _|— dﬂce +

For a CQ level of 350 ppm this giveg\7¢?2=30 =27 °C, and a partitioning (see Table 1) of
1.0°C (36%) from the CQ (d1¢0,), 0.7C (26%) from the orography, 0T (26%) from the vege-
tation (@7,.,), and 0.3C (12%) from the ice sheetdT;.). For a CQ level of 450 ppm this gives
ATC02=3%0 =3.8°C, and a partitioning (see Table 1) of 201(55%) from the CQ (d1¢0,), 0.7°C
(18%) from the orography, O°T (18%), from the vegetationi{,.,), and 0.3C (9%) from the ice
sheets{T;..).

Furthermore, given a ‘true’ mid-Pliocene global mean terapge change)\7T¢“>=*, we can solve
Equation 15 forz. By converting the PRISM3 estimates of global SST to esesaft global surface

air temperature using a scaling factor, Lttal. (2010a) estimated the trus7““2== to be about
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0.27°C greater than thé&\7T predicted by the model. This allows us to estimatehe ‘true’ value
of mid-Pliocene C®, to be 380 ppmv. It should be noted that this calculation m&suthat our
uncertainty in CQ is much greater than uncertainties which arise due to madal, eerrors in the

applied mid-Pliocene boundary conditions, and errors@RRISM3 SSTs.

5.3 Climate variability through the mid-Pliocene

The mid-Pliocene spans approximately 300,000 years, &hdugh relatively stable compared to the
Quaternary, does display climate variability on orbitaléscales (Lisiecki and Raymo, 2005), which
can be interpreted as a series of glacials and interglgaidsit much smaller in magnitude than those
of the Quaternary). By combining high resolution mid-P&oe oxygen isotope and Mg/Ca measure-
ments, Dwyer and Chandler (2009) identified six sea levehsdtands during the mid-Pliocene of
between 10 and 30 m above modern, and several lowstandsdimglMarine Isotope Stage KM2 in
the middle of the mid-Pliocene, estimated to be 40 m belowanmadHowever, we carry out a single

simulation to represent this entire time period.

For the orography, this is probably not an issue, as chamgesography occur over much longer
timescales than orbital fluctuations. However, the orb@, Gce sheets, and vegetation likely varied
significantly through the mid-Pliocene. The orbital foigiim our simulations is that of modern. At
65°N in June, the modern forcing is close to the average forcfrigeomid-Pliocene, the difference
being -15 Wn1? compared to a maximum difference of +50 Whduring the mid-Pliocene (Lunt
et al, 2008). For CQ, we have used 400ppmv whereas the record of Ragtrad. (1996) varies
between 330 and 425 ppmv. For ice sheets, the PRISM2 reuaotstr is characterised by a sea-
level increaseof 25m compared to modern, whereas Dwyer and Chandler (Z0@Byariations in
global sea-level of +- 25m compared to modern, encompasggaual/interglacial variability. The
PRISM3 SST evaluation dataset does consist of sub-ogpdated sites. However, the PRISM SSTs

do not represent average SSTs through the mid-Pliocenabatdieen filtered via a process of ‘warm
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peak averaging’ (Dowseét al., 2009), which means that the PRISM3 SSTs represent average w
interglacial conditions in the mid-Pliocene. For vegefatithe data sites in the Thomson and Fleming
reconstruction, upon which PRISM2 are based, are not datrtbital timescale accuracy, and so each
site could represent either glacial or interglacial-typeditions. The same is true of the Salzmann
et al. (2008) vegetation dataset, with which our simulation hanbevaluated. However, in locations
where a number of possible biomisations were consistehttivé data, Salzmaret al. (2008) chose

the warmest, to maintain consistency with the SST warm peaiaging.

As such, our simulations are a hybrid representation of tlieRhocene: the orbit, vegetation and
orography being close to mid-Pliocene average, and thea@@ice sheets being closer to interglacial
values. The mid-Pliocene simulation has previously beenpared with vegetation data which rep-
resent an average-to-warm mid-Pliocene palaeoenvironfbent et al, 2010a), and SST data which
represent interglacial values (Dowsettal, 2011). These discrepancies may go some way to ex-
plaing some of the model-data disagreements. For exanm@eyreater high-latitude warmth in the
PRISM SST reconstruction compared to the model could bewdt resthe warm-peak averaging,
which by definition biases the SST reconstructions to warlnesa Future work will aim to carry
out simulations more representative of specific time pearigithin the mid-Pliocene, and to compare

these to orbitally-resolved versions of the PRISM SST ddtas

5.4 Model uncertainties

Uncertainties associated with the model itself (as oppasdatie boundary condition uncertainties

discussed above) can be broadly divided into ‘parametredainty’ and ‘structural uncertainty’.

Parametric uncertainty relates to uncertainties in modetmeters. These parameters are often as-
sociated with the representation of sub-gridscale preseaad include, for example, the gridbox-

average relative humidity at which clouds are assumed to fetaning. They are generally poorly
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constrained by observations and so are essentially ‘tehabkingle model simulation, as presented
in this paper, can only represent one single point in the eBphce of possible plausible parameter
combinations, and as such undersamples the range of moskebpities. The full space can be ex-
plored by carrying out simulations in which these tunablepeeters are perturbed. A preliminary
study has been carried out with this model in the context®htid-Pliocene (Popet al., 2011). That
study found a range @k7 of 2.7°C to 4.5°C and could therefore be used to place approximate error
bars on ouAT’; however, it did not investigate the causes of such a chaaghe impact of uncertain

parameters on our factorisation is unclear, and is a focosg@bing work.

Structural uncertainty relates to changes in the modelhvtan not be made purely by modifying the
values of tunable parameters. It relates to our uncertairttye physical processes themselves which
govern Earth System behavior, and our inability to impletmmmplex processes in a numerical
model of a given resolution. Some information on the magt@taf this error can be obtained by
considering other climate models. Haywaetdal. (2009) compared two structurally different models,
of the mid-Pliocene. They had a range®’ of 2.39°C to 2.41°C (this is very much a minimum
uncertainty range, especially as those simulations wemgedaout with atmosphere-only models).
Again, while putting some context to our results, it is n@ael how this uncertainty would affect our
factorisation or energy balance analysis. Ongoing workhénframework of the project PlioMIP, is
aiming to gain more information on the structural uncetialsy comparing many atmosphere-only
and atmosphere-ocean Pliocene simulations produced teyetift models (Haywooét al., 2010,

2011b).

6 Conclusions

Using a novel form of factorisation, we have partitioned¢hases of mid-Pliocene warmth between

CO, (36% - 61%), orography (0-26%), vegetation (21%-27%) ardsiteets (9-13%). The ranges
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are estimated by considering the sensitivity of the regoltsncertainties in the mid-Pliocene €O
concentration and orography (summarised in Table 1). Despé relatively small contribution of
ice sheets on a global scale, it is responsible for the mgjofiSouthern Hemisphere high latitude
warming. Northern Hemisphere high-latitude warming is cuenly to a combination of C9and
orography changes. Furthermore, we have carried out agyebatance analysis, and shown that
surface albedo changes and direct greenhouse-gas formmgbtte significantly more than cloud
feedbacks to the total mid-Pliocene warming, with the goesle gas forcing dominating in low lati-

tudes, and the surface albedo changes dominating at middtitudes.

Future work should further assess the sensitivity of thesalts to the boundary conditions applied
(for example by using the newer PRISM3 reconstructions @egwith PRISM2 used here, and ex-
tending the datasets to include varying solil propertiesy¢ model used, and to parameters within the
models themselves. Both the modelling and data commussities|d start to investigate orbital-scale
variability within the mid-Pliocene. This is particularijnportant for assessing the real relevance of

the mid-Pliocene as an analogue for long-term future (gbidad timescale) climate change.
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us Tables

AT [OC ] dTCOQ [OC ] dTorog [OC ] dﬂce [OC ] dTveg [OC ]
Default 3.30 1.58 0.70 0.70 0.33
orography = modern  2.60 1.58 0 0.70 0.33
CO, = 350ppmv 2.71 0.99 0.70 0.70 0.33
CO, = 450ppmv 3.83 2.10 0.70 0.70 0.33

Table 1: Total mid-Pliocene global mean warming comparegréindustrial A7), and the global
mean partitioning between GQi7,), orography {1,,,,), vegetation{T..,), and ice {T;..). This
is shown for the default case, and cases where the sensttividrography and CQare tested, as
described in Sections 5.1 and 5.2.



747

Figure Captions

Figure 1: Factor separation for a function of two variablasthis case C@and orography. (a) is the
linear approach (Equation 2), (b) is the Stein and Alper8@%pproach (Equation 5), and (c) is our
approach (Equation 7 or Equation 8).

Figure 2: Factor separation used in our study for two fumatiof two variables each - in this case
CO,, orography, vegetation, and ice (Equation 13).

Figure 3: Orography and snow-free albedo for #heF,.;, F,.,, and E,.;, GCM simulations. For
equivalent figures of the other GCM simulatioris,( E., and E,.), see Table 1 of Supplementary
Information of Luntet al. (2010a).



Figure 4: (a) Simulated annual mean surface air temperataage, mid-Pliocene minus pre-
industrial, AT'. (b-e) Surface air temperature changes due to () @Q o,), (c) orography7,,..,),
(d) vegetationdT.,), and (e) ice {T;..); as calculated from Equation 13.

Figure 5: Zonal annual mean surface air temperature chahget® CQ (d1¢0,), orography {7,..,),
vegetation {T..,), and ice {7;..) [°C].

Figure 6: Surface air temperature change due tg @lOne calculated as (a) Equation 2 and (b)
Equation 3. The difference between the two approaches [(¢égtlae synergy,S in Equation 5) is
shown in (c).

Figure 7: (a) Difference in mid-Pliocene surface air terapgne between our simulation and that of
Haywood and Valdes (2004). (b) The same, but for the mideBheanomalies mid-Plioene minus
pre-industrial.



*Highlights

e First quantification of the relative influences on mid-Pliocene warmth and polar

amplification of CO2, orography, vegetation, and ice sheets.
e A new factorisation technique, an improvement on the traditional Stein+Alpert approach.

e A guantitative assessment of the uncertainties in our results.
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