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Sample Size for Cluster Trials
Abstract
Cluster randomized trial designs are growing in popularity in, for example,
cardiovascular medicine research and other clinical areas and parallel statistical
developments concerned with the design and analysis of these trials have been
stimulated. Nevertheless, reviews suggest that design issues associated with cluster
randomized trials are often poorly appreciated and there remain inadeguadias
example, describing how the trial size is determined and the associated results are
presented. In this paper, our aim is to provide pragmatic guidance for researchers on the
methods of calculating sample size¥/e focus attention on designs with the primary
purpose of comparing two interventions with respect to continuous, binary, ordered
categorical, incidence rate and titoeevent outcome variables. Issues of aggregate and
non-aggregate cluster trials, adjustment for variation in cluster size and the effect size are
detailed. The problem of establishing the anticipated magnitude of between- and within-
cluster variation to enable planning values of the intra-cluster correlation coefficient and
the coefficient of variation are also described. lllustrative examples of calculations of

trial sizes for each endpoint type are includptford count:=£84175]
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Sample Size for Cluster Trials
INTRODUCTION
In contrast to clinical trials in which individual subjects are each randomized to receive
one of the therapeutic options or interventions under test, the distinctive characteristic of
a cluster trial is that specific groups or blocks of subjects (the clusters) are first identified
and these unitsre assigned at random to the interventions. The term “cluster” in this
context may be a household, school, clinic, care home or any other relevant grouping of
individuals. When comparing the interventions in such cluster randomized trials,
account must always be made of the particular cluster from which the data item is
obtained.

A large and ever increasing number of cluster randomized trials have been conducted
or are underway covering many aspects of cardiovascular related medicine. These
include trials of cardiovascular guidelings, prescribing practicg?], community health
awarenes§3|, breast feeding promotion on cardiometabolic risk factors in childigod
the effectiveness of a multifactorial intervention to improve both medication adherence
and blood pressure control and to reduce cardiovascular epM@ntand improving
outcomes in patients with left ventricular systolic dysfuncfi@gn In the TEACH trial of
local pharmacy suppof?], the clusters were the local pharmacists of patients with heart
failure (HF) who had been hospitalised and then discharged into the community. The
plan was that clusters were each randomized to one of the two interventions on a 1:1
basis: CONTROL or PHARM. Those pharmacists allocated PHARM would give their
patients additional educational (motivational) support. Hence, all the patients within a
particular cluster received the same intervention. A patient experiencing any one of a

readmission, emergency room visit or mortality due to HF was regarded as a failure.
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Sample Size for Cluster Trials

There are numerous publications describing design, analysis and reporting issues
concerned with cluster randomized trials, including text b¢&ksl|. However much of
the literature is fragmented and some quite old (though still relevant). Further some of
the articles are quite technical in natsganvestigators may find it difficult to determine
best practice. A review of cluster tridls?], published subsequent to the 2004 extension
of the CONSORT guideline§l3-14], concluded that the methodological quality of
cluster trials often remains suboptimal.

To facilitate and improve this situation, we focus on methods of determining the
number of subjects (and clusters) required with the aim to pravidempact but
comprehensive reference for those designing cluster {iféts.d count: 390]

GENERAL DESIGN CONSIDERATIONS

Individually randomized trials — continuous outcome measure

At the close of a clinical trial, and once all the data collection is complete, a comparison
will be made between the interventions with respect to the primary endpoint. For the
case of two interventions, Standard (S) and Test (T), witnd 1/ patients respectively
randomized individually to each, the statistical process for a continuous outcome
measure, y, iIs made by comparing the corresponding mgarmd y; by use of
Student’s t-test. This tests the null hypothesis that the differémveer — us = 0, where

us andut are the true or population means of interventions S and T. If the null hypothesis
is rejected then we concluge anduy differ.

However, prior to this analysis, the trial must first be designed and conducted. In
general, critical decisions to be made by the design team are the choice (and number) of

interventions to compare and the endpoint measure which will be used for the evaluation.
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A vital detail i the difference inthe outcome (the effect size @p.) between the
randomized interventi@which might be anticipated. Such a difference should be one
(if established) of sufficient clinical importance to justify the expense of conducting the
planned trial and likely to lead to changes in clinical practiédso required is the
standard deviation (SD}pian, Of the endpoint variable of concern. A further design
option is the choice of the ratio of subjects d:allocated to S and T respectively (see
below).

Once these aspects are provided, the numbers of subjects to be randomized to each

intervention for a continuous endpoig{ 15]:

2 2
Ne = (1+<p) (Zl—a/2+21—ﬁ) + [Zl—a/z
s @ /) Gpian/opian)? = |2(1+9)

], nr = Png (1)
giving a total N= ns+ ny.

Here o is the Type | error which is the required probability of rejecting the null
hypothesis when falsely declaring ‘A difference between the interventions and-=s$erfNo
differencé is present. The Type Il errgt corresponds to the probability of falsely
accepting the null hypothesis ‘No differencé when the actual size of the difference is
indeeddpian The quantity X £ is known as the power.

Further, z,» andz_; are values with probabilities a#/2 and g respectively in the
upper tail of the standard Normal distribution. Typically 0.05 leading t01% 052 =

Zp975= 1.9600 whiles = 0.2 or 0.1 leading to s = 0.8416 and, o= 1.2816 respectively.

2
The final term[%] in equation (1) applies only when the sample size is small.

~ 1 unit extra

962 ] _ 3.8416

However, wheru = 0.05 andy = 1, this implies add'[_m[le(lﬂ) ”

to each intervention group.
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An alternative is first to assunge= 1 in (1), to obtain n subjects for each intervention
and then calculate the final numbers per intervention using

n(1+e) __ n(1+e)
20 ’ nT - 2 . (2)

Nng =
This increases the initial total number of subjects N from 21751(—3625(:’—)2 which, if ¢ = 0.5,

implies N = 2.25n.1f, as we will be concerned with later, it is the number of clusters that
is being calculated then ks, K and K replace the corresponding.n
Cluster randomized trials
When the randomised allocation applies to the clusters, the basic principles for sample
size calculation still apply although modifications are required. To illustrate Whese
first describe the t-test, for comparing two metinsi a non-cluster desigusing linear
regression terminology with interceps and slope, that is,
Yj = pus t ox + g, 3)
wherethe subjects concerned gr= 1, 2, ..., N; x=0for Sand x = 1 for T. Furthgis
a random variable with mean zero and, within each intervention group, assumed to have
the same variance?. If this regression model is fitted to the data thee ¥ — g
estimates) = ut — us and the null hypothesis remaifiss 0. However the analysis must
now take account of the clustew which an individual subject belongs. When we
compare two interventions N (s + ny) patients will be recruited who will come from
clusters of size m with thereforek ngdm, k = ny/m and K= ks + ky clusters in total.
To allow for the clusters, model (3) is extended
Yij = Us +0x +y; +&;. (4)

Here the clusters are=il, 2, ... , K and the subjectss 1, 2, ... , min each cluster. The

cluster effectsy;, are assumed to vary at random within each intervention about a mean
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of zero, with a variancejeyeen—cuuster- FUrther thes; are also assumed to have mean
zero but with variancesy ;i nin—custer @nd both random variablesande, are assumed

to be Normally distributed. The combined sum of the within- and between-cluster

H 2 _ 2 2
Va”anceS’O—Total = OBetween—Cluster + Owithin—Cluster-

Although the format of the (random-effects) model (4) will change depending on the
outcome measure of concern, all will contain random terms accounting for the cluster
design.

The sample size formula (1) is essentially determined as a consequence of model (3)
while the formulae which follow for cluster trials, are based on (4).

CLUSTER DESIGN CONSIDERATIONS

Intra-cluster correlation coefficient (ICC) — continuous outcome

A feature of all cluster trials is that subjects recruited from within the same cluster cannot
be regarded as acting independently of each other in terms of their response to the
intervention received. The magnitude of this within-cluster dependembeh
ultimately influences the eventual trial siae quantified by the intra-cluster correlation
coefficient (ICC)p, which is interpreted in a similar way to Pearson correlation.

With each subject in every cluster providing an outcome measure, the ICC is the

iamggs

proportion of

accounted for by the between-cluster variation, that is

2 2
_ O-Between Cluster _ o Between Cluster (5)

p=

2 2 2
O-Total O-Between Cluster+ o Within Cluste

Thus, since variances cannot be negative, the ICC cannot be negative. A major
challenge in planning the sample size is identifying an appropriate valye fdn

practice, estimates gfare usually obtained from previously reported trials using similar
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randomization units and outcome measures. The valugsagsing in a primary care
setting tend to vary from 0.01 to 0.05 with a median value quoted a$1®J01Larger
ICCs have been reportgd7] although for community intervention trials they are

typically < 0.01[8].

The Design Effect (DE)

The impact of the ICC, on the planned trial size, will depend on its magnitude and on the
number of subjects recruited per cluster, m, through the so-called design effect (DE),

DE =1+ (m— 1)p. XP5
TheDE is then multiplied by the sample size obtained from (say) equation (1) to give that
required for a cluster desigrin practice there may be substantial variation in m from
cluster to cluster and to allow for such variatioh becomes[ 18]

2
DE:1+(771+M_
m

1)p, (6)
wherem is the anticipated mean cluster size, &f{m) the corresponding standard
deviation. As the value oDE depends op, whose value may not be firmly established,
our suggestion is to try different values of the ICC and investigate how sensitive the
sample size estimates are to these chanimeall situationsPDE will be > 1 sincem and
m>1and > 0.

Anether-optionVan Breukelen and Candel [19] have suggested that if m varies the
above approach is conservative and a better meagdd adjust the total number of
clusters initially planned, K, to:

K

KAdjusted = 2 1 (7)
{L1-[CMM]" 41 -9}
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mp

where the coefficient of variation,CV(m)zm and &=— " 9L
m mp + (1- p)

However, sinced < &£ <1, the maximum possible value §{1- &) :% and so the largest

adjustment to K corresponds to 141[CV(m)]?/4}. Further since th€V(m) is usually
less than 0.7 the inflation of K necessary to allow for varying mis at most aboutlfL4%.
CV(m) = 0.35 then the inflation is at mo$t3

In generalpractice, variation in m results in an increase in total sample size for the trial
and equation (6) tends to overestimate the required sample size—Henece-whether to use

itmight be

situations where increasing is feasible, equation (6) may suffice.

Control hypertension and hypercholesterolemia [20]

To illustrate the impact of varying cluster size on DE, we use hle results from
STITCH2 trial which includes the precise number of clusters within each intervention
and the number of subjects recruited per cluster. Table 1 shows that cluster size varied
considerably from 2 to 47. For both interventions combi@afm) = 15.29/26.43 = 0.59
and this magnitude is not atypical.

Table 1. Number of clusters and the corresponding CV(m) of cluster size by eare

intervention group of the STITCH2 trial (data from Dresser, et al. (2013) [20])

Carelnterventior] N(m)  Min(m) m Max(m) SD(m) CV(m)
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Guideline 20 2 28.75 a7 15.59 0.54
STITCH2 15 2 23.33 45 14.83 0.64
Total 35 2 26.43 a7 15.29 0.59

If m = 26 is taken as the anticipated cluster size in a trial, then from eq(@4pDE

= 1 + 2%, whereas if information from Table 1 is usedquation (6) giveDE =1+

15.292
26.43

(26.43 +

- 1) p =1+ 34.3 which is clearly larger.

Community Based Exercise Programme [21]
In contrast, a community based exercise programme in over 65 year olds involving K
12 practices recruited a mean7af= 535 individuals from each with SD(m) = 139.9|to

give a much lower figure d€V(m) = 0.26.

When planning a new trial, investigators may be guided by results such as these.
Potential attrition
For many different reasons, the eventual numbers of clusters and/or subjects recruited
may be less thaiat thoseplanned.

Clearly, the loss of all information from a cluster has greater impact than the loss of
(few) patients within a cluster. Thus, as a precaution, the initial number of clusters, K,
indicated by the preliminary sample size calculations may need to be increased. Relevant

experience of the design group, or reference to published studies reporting such losses,

10
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may provide guidance on the extent of potential loss. Any change in K may lead the
design team to reconsider m, N or both

Se, In anticipation okthis possibkeubjed attrition, the initial plan for the trial size, N,
can be inflated by the division of the proporti@h,of subjects recruited for whom the
endpoint measure is likely to be recorded. However this tends to overestimate the sample
size required. An alternative is first to modify D& using n® in place of m, obtain the
resulting sample size by the appropriate means, and then divi@adain. This process
tends to underestimate the sample size requairezk it is unlikely that the drop-out rate
Is equal in each cluster and so the cluster size will vary, which results in loss of power
[11, p67] Consequently, a compromise sample sin&-way between the two
approaches may be sought. Any chainge may lead the design team<te-alteconsider

m, K or both.

Theallocation ratio, ¢

Although the majority of clinical trials involve equal allocation to each of the
interventions, there may be circumstances in which the proportions may differ. Thus, in
the case of two interventionsg patients may be allocated to S, while (8 ns) are
allocated to T. Ir=whiclhat case, the allocation ratig, is set so - pns and N= ng(1+

@) is the planned total trial size. In general,gasioves away from unity, the required

sample size will increase.

Community Based Exercise Programme [21]
In this trial, 8 clusters for Control and 4 for Test were used for evaluating the programme

as budgetary constraints limited the number of Test facilities (clusters) available whereas:

11
Cluster01_15Feb13Editor



Sample Size for Cluster Trials
“ ... the relative costs of including controls were very small ... ”. Thus instead of using a
1:1 design, with 4 clusters, per intervention, a 2:1 allocation using 12 clusters enabled a
larger trial with greater power to be conducted without increasing the number of T

clusters, k

Non-aggregate and Aggregate designs
A ‘non-aggregate’ design uses the individual observations as the unit of analysis and so

such as,

baseline)

athe analysis will be based em-extension
ef the random effects regression model (4). The objective of the sample size calculation
is to determine the appropriate number of subjects required per intervertamd
and the number of clusters is determined on dividignthe anticipated number of
subjects per cluster.

An ‘aggregate’ er=feld> design is one in which a summary measure from each cluster
is obtained. For example with continuous data, andnk subjects in each intervention,
the trial will provide k cluster meang,yo2: ---, Yor (€ach based on m observations) with
the mean of these means for intervention &k compared with those from x = 1n the
situation when k is small, the analysis may use the t-test (rather than the z-test) and so the
sample size calculations will be based on equation (1) but replacing the antiSpated
oplan DY the anticipatedtandard deviation of the summary measure, such as the mean

This will usually be available from prior studies and obviates the need for a design effect.

12
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In this situation, m is fixed by the design team and the calculation provides the required
number of clusters, K 2k.

However, although the analysis for both designs appears to be the same the number of
degrees of freedom, dfliffer. For an aggregate desjgwith fixed cluster size m
dfaggregate= {N/m} — 2 while for a non-aggregate designcflfygregate= {N/DE} — 2 =
{N/[1+(m — 1)p]} — 2 which is=smalefargerexcept in the improbable situatiohm= 1.

This means that correcting for small sample size has a greater effect on aggregate designs
since the df will also be smaller.

SAMPLE SIZE FOR CLUSTER TRIALS

Continuous endpoint

Non-aggregate design

For the model of equation (4) the variance for individuals in each cluster within each

intervention groups assumed the same, and of the form:

—_ 2 2 _ 2
Var(yij) = OBetween—Cluster + Owithin—Cluster — 9Total (8)

If planning values fologetween-cluster@Nd owithin-cluster CAN be provided by the design
team, then the planned values ég§ia (denotedspian) and the ICC can be obtained from
equation (5). Alternatively values for the ICC may be obtained from previous
experience. In either case, although m needs to be pre-spebifierhn be determined

and equation (1) is modified to become:

2
nS=DEX(1+—¢)M n]'=(0ns- (9)

P (8pian/opP1an)? ’

The total sample size, N ns + nr = Km and it follows that the required numbers of

K K z
clusters arég = o andk; = 1“;—¢. Note that the final term of equation (Eﬁ], is

omitted here as N is likely to be large in most circumstances.

13
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Daily exercise and Quality of Life [22]

Suppose a design team is planning a confirmatory non-aggregate cluster rand

omized

trial, based on the one previously published, to see if a daily exercise regime delivered by

personal trainers at the suggestion of their general practitioner for a yeeoy[d lead

to improved quality of life compared to no intervention (S) in older men. The pri

mary

outcome is the Physical Function (PF) score of the SF-36 measure at 1-year. Previous

experience from a cross-sectional (non-cluster) study suggests that such men have a mean

score of 66.4 unitswith opg = 29.5 units and the effect of the daily exercise reg

would be considered important if it increased the PF by at least 10 units.

These lead to planning valuésa, = 10 andopian = 29.5. However, due to the high

cost of providing personal trainers, the new design team decide on a 3:2 randomiz
favour of the S group, that is = 2/3 = 0.6667. This implies that K will have to be¢
multiple of 5 if the clusters are to be randomized in this ratio. Previous expe
suggests that an achievable cluster size is m = 3 af@l01 so thaDE = 1 + [(30- 1)
x 0.01] = 1.29. Further the investigators set a two-sided0.05,4 = 0.1, and so th

sample size required from equation (9) is:

1+0.6667) % (1.96+1.2816)?

ns =129 x ( 0.6667 (10/29.5)2

=1.29 x 228.60 = 294.89 or 295 andyr=

0.6667x 295 = 196.67 or 197. The planned total sample size is N = 295 + 197
men. Then with m = 30, this implies K = 492/30 = 16.4 or 17 clusters. |
investigators setk= 10 and k = 7 then the ratio 10:7 is not dissimilar to 9:6

stipulated randomization ratio of 3:2.

me

ation in

2 a

rience

(D

= 492

f the

the

14
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If the approach of (2) had been used then, for equal allocation n = 236, so that|for

0.6667,ng = 228XU*0666T) _ 536 x1.250= 295 andn, = 2X1H06567) — 536 x0.833 =

2X0.6667 2

197 as previously obtained.

Aggregate design
If an aggregate design is considered, then the summary meaajculated from the m

subjects within the cluster i, is the endpoint of concern. In this case,

2
OWithin—Cluster (10)

=) — 2
Var(y:) = 0getween—cluster + m '

which can be alternatively expressed more compactly as

2
Var(y;) = 2Ellotal (11)

m

The sample size now refers to the number of clusters required. However, equation (9)
is still used but with & kr and K replacing § nr and N. Further, as the resulting number
of clusters may be small, the comparison of means between the interventions will be
made using the t-test. In which casgy,zand z_; from the Normal distribution should
be replaced by the corresponding quantities for the t-distribution. However, these values
depend on the degrees of freedom (df) which areK At the preliminary stage we do
not know K. So the process begins by estimatin@ikd k) using equation (9) to obtain
an initial value say [Kfor the required total number of clusters, sp=dko,— 2. Tables D
the t-distribution give the valuegoti.> and &o,14 Which are substituted for.z, and
715 in equation (9) to obtain a revised total number of clusters, IKthis is different
from Ko the degrees of freedom are recalculated as #f — 2 and the process repeated

until the value of K stabilizes.

15
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In practice in 1:14 = 1) randomization designs, ihk& 20, the process is unlikely to

be required while if K< 20 the refinement generally leads to 2 more clusters being

added. Thus, the process of refining the sample size in this way is effectively the same as

2
the simpler one of including the final term of equation (1), whi h-léx—;;g)]-

Daily exercise and Quality of Life [22]
Had the previous example been designed as an aggregate cluster trial, then

information provided asroa = 29.5 andp = 0.01, equation (5) can be used to ob
2 _ 2 _ 2 _ 2 2 _
Ogetween Cluster— £ X0 Tota™ 0.01x (29'5)2 =8.70 andO-V\,‘Ithin—Cluster = O 1otal~ O Between Cluster

(29.5f — 8.70 = 861.6. Hence, if we assume m = 30, equation (10) giyes =

861.6 . . _ __ (1+0.6667
/8.70+T=6.12 and, from equation (1) withp = 2/3, ks—( ocer )x

(1.96+1.2816)?
(10/6.12)2

= 9.84 or 10 clusters and k pks = 0.6667x 10= 6.7 or 7 clusters giving
total of K= 17 in all as in the non-aggregate design.
However, as the number of clusters is relatively small, including the final tel

le—a/Z _ 1962 _11
(1+¢) 2(1+ 0.6667)

equation (1), adds2 S or about 1 cluster per interventi

to give K=19.
If the approach of (2) had been used then, with equal allocattdh82, so that fop

8.82X(1+0.6667)
2X0.6667

_ 8.82x(1+0.6667)

= 0.6667 ks = =11.03 or 12 and; = — = 7.35 or 8 to give

K =20.

with the

[ain

D

m of

16
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Binary outcome
Non-aggregate design
For a binary outcome the dependent variaplefyequation (4) only takes the values 0O or
1 with the probabilityr; that y = 1 and which is assumed constant for each subject within
a cluster. Such data are analysed using a random effects logistic regression model in
which, because of the clusteyss retained but is assumed to come from either a Normal
or Beta distribution, while is assumed to come from a Binomial distributiji3]
In order to calculate a sample size, the anticipated proportions responding in each
intervention group,s and zr+ need to be anticipated, from whiépjan = 71 — 75 It is
usual to assume that

Opian = (1 —1), (12)

_ +
whereff = 253

Also required is the intra-class correlatig@inary, for use in the expressidDE of

equation (5). This can be obtained from

2 2
— O-Between- Cluster __ o Between Cluste (13)

P s
Binary G.I%otal T (1_ 72_)

Finally the sample size for this situation is calculated from equation (9) but using the

effect sizegpian= 7t — 715, andopian @s specified in equation (12).

Control hypertension and hypercholesterolemia [20]

If a shmilar non-aggregatdrial is planned on the basis of STITCH2, assuming &0

U)J

subjects will be included froreachgeneral practitionetGP), then planning values for, §

the proportion achieving target, might be assumed as 0.40 while thaa$@.92. From

17
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thesedpan= 0.52— 0.40 = 0.12,7 =@0= 0.46 andopya, = 1/0.46(1 — 0.46) =

0.4984. Further assumipginary= 0.062B-0A (derived from results of the STITCH tr
using equation (14) below)quation(5X) givesDE = [1 + (50— 1) x 0.062] = 4.038

Finally from equation (9), with two-sided = 0.05 ands = 0.2,ng = n; = 4.038H4—=

(50 1} % 0.074] x LD WI6H08416)" _ 4515 g 103 Himplying N= 24267188 subjects
1 (0.12/0.4—984)2

in total. The corresponding number of clusterssKR426°13950 = 4914 which smay-be

iacreasedte-50-tallowsa 1:1 randomization.

al

The preliminary estimate of sample size may have to be revised to account for

possible variation in cluster size, non-participation of some of the clusters, and/or reduced

numbers of individuals completing the assessments.

Control hypertension and hypercholesterolemia [20]
Thus, as was the case in the original STITCHZ2, if the number recruited per GP wa
to vary then a conservative application of equation (7) would lead to increasir
number of GPs by 14%. Hence, the number of clusters becoredd¥4 x 1.14 =
B5:550.2 or 56> -a-practiee. The number of patients is thereby increased=t&842 x
50 =2:800,600 |

Equally, although 52 GP were identified for STITCHZ2, as only 44 (85%) event

participated in the trial this implies that in future trials the initial planning numbgt

clusters might be increaseg-by-15% -Stggest ing-here-thatte-56- 28416 include 52/

0.85~ 62 GPs and hence 6250 = 3,100 patients.

5 likely

g the

ually

or of
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Further, as a precautionary measure to account for potential patient (not cluste

comply, so a commensurate increase in the number to recruit € 100/0.90~ 3,444.4

may be considered.
Alternatively, the DE itself may be adjusted to give a reduced valueD&s=

{1+ [(50x0.9) — 1] x 0.062} = 3.728 replacing 4.038 of the preliminary calculatig

Thus the revised number of subjects beco®)&80 x % = 2,862.0 which is smallg

than the first revised method estimate of 3,444.4. A compromise suggests tha
3,150 patients are required.
Further discussion by the design team may then suggest 52 GPs should be app

from which 55 patients would be recruited to the trial.

r) loss

ase N

will

ns.

=

t about

roached,

ize may

either,

Aggregate design

In an aggregate design, each cluster within each intervention provides a single proportion,

px, calculated from the m patients within that cluster. These proportions corresp

ond to

the y,; of the continuous measure situation albeit now confined to values beiveseh

1.

The corresponding variance of each cluster proportignsp

T(1-T)
2m

Var(pxi) = O—lgetween—Cluster + (14)
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Control hypertension and hypercholesterolemia [20]

The report of the STITCH2 state$T'he primary analysis compared the proportion of
participants achieving targets [for example, specified blood pressure levels] between the
two treatment groups using a two-samplest-at the level of the cluster ... ”. This
clearly indicates an aggregate design was planned and that the individual |cluster
proportionis regarded as continuous outcome. In addition, they speci#fjyia = 0.15

which is taken aspian and by including the simple adjustment in equation (1), {the

2 2
number of clusters required ake = ks = #(1(';361;%8;1)62) + ;(ffl) = 25.49 or 26 pe

-

intervention and K = 52.

0.46(1-0.46) _

Further, using equation (14), this leads 0Z..yeen—ciuster = 0.15% — s

0.02008-84+—Furtherand from equation (13)pginary = 0.020@-847/(0.46x 0.54) =

0.0628-06A as we had noted earlies==By- i i lustmentd ion (1),
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Ordinal outcome

Non-aggregated design

In some situations a binary outcome may be extended to comprise an ordered categorical
variable of G (>2) levels. In which case the two interventions are compared using
ordered logistic regression. Further, only non-aggregate designs are likely as individual
cluster summaries (needed for an aggregate design) take the form of a G-level tabulation
rather than a single measure.

In principle, if the underlying measure is categorical then any comparisons between
groups will be more sensitive than if a binary outcome is chosen. Consequently for given
Type | and Type Il errors the numbers of patients required will usually be smaller. In
practice, there is little statistical benefit to be gained by having more than G =rédorde
categorieg24]. Thus, although there are G = 23 categoinethe Hospital Anxiety and
Depression Scale (HADS), with a low score as a desirable outiiinahe data might
be reduced to five for planning purposes (Table 2). When consideneg trial that is
aimed at reducing HAD scores, investigators could use these data to provide planning
values for S.

Although an ordinal scale outcome is envisaged, at the initial planning stages,
investigators may first think in binary terms and, for example, consider the (cumulative)
proportion with HADS< 7 of 60.39% with S might be improved by 10% to 70.39% using

T. This dpan = 0.1 is then expresseds the planning odds ratio of

_0.7039 (- 0.7039) |

OR,,. = 21,
Foien 0.6039 (- 0.6039)

The basic assumption when considering the range of categories is that, wherever the
investigators make the binary cut (in this example<®t<7, <10 or <15), the same
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planning OR applies[26]. Thus had the cut been made at HARSI1O, then the
cumulative proportion with S is 0.8182 would imply that, if O&s,, = 1.56, this
proportion would increase to 0.8753 with T.

The process of calculating the sample size begins by using the observed proportions
for S as the planning values, 7s1, 752, 753 then with the desig@Res s, calculate those
anticipated for T agro, 711, 7712, andzrs.

In general, if the categories are dichotomized by including the categories 1, 2, ..., g, in
one group, and the remainder g + 1 8, ... , G categories in the other, then a general

expression for the odds ratio is

_ Crg/(1—Crg)

OR, =
9 Csg/(1-Csg)

,9>0. (15)

where Gy and Gy are the cumulative proportions in the S and T groups respectively. If
all theOR; are assumed to be equald&»anthen equation (15) can be rearranged to give

ORpianCs
CTg = an_-g . (16)
ORpianCsg+(1-Csg)

Once all the &, are obtained from equation (16), the correspondig@re calculated

by subtraction as in Table 2, for exampig, = Cr; — Crp = 0.7039- 0.3766 = 0.3274.
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Table 2 Deriving the anticipated proportions within each category for the Test intervention calculated from that anticipated

Sample Size for Cluster Trials

for patientsin the Standard with an assumed planning oddsratio, ORpja, = 1.56.

Outcome
HADS score
0-3 4-7 8-10 11-15 16-22
g 0 1 2 3 4
Standard =43 s =50 s, =33 s3=24 =4 ng= 154
Psg=S/Ns Pso= 0.2792 ps1 = 0.3246 ps; = 0.2143 pss = 0.1558 pss = 0.0260
Planning so= 0.2792 sy = 0.3246 ms; = 0.2143 sz = 0.1558 7s4 = 0.0260
Csy Cso= 7o Ce1 = msgtmsy Cso = megtmstmsy  Css = msgtstmsstmss Cu=
=0.2792 =0.6039 =0.8182 =0.9740 1
Test
CTg Cro Cn Crn Crs Cu
=0.3766 =0.7(89 =0.8753 =0.9832 =1
1y 710 = 0.3766 1= 0.3274 o =0.1713 3 = 0.1079 4= 0.0168
(zsgtmrg)’ (0.2792 +0.3766)  (0.3246 +0.3274) (0.2143 +0.1713)  (0.1558 + 0.1079)  (0.0260 + 0.0168) Total
=0.2820 =0.2772 =0.0573 =0.0183 =0.0001 0.6349
I'=1-(0.6349/8) = 0.9206
23
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The expression for calculating sample sizes for comparing two interventions using

clusters with individual subject responses from G ordered categofi&s:is

_ 3 (1t (Zl—a/2+Z1—ﬁ)2 _
ns = DE X {F( 1 ) (10gO0Rpian)? }’ Nr = ¢ns, (17)

where
[=[1-335d(nsy + mrg)?) (18)

In certain circumstances the calculation for I' can be simplified. Thusif G>5,T ~ 1,

while if all zsq + 774 are approximately equal then I ~ 1 — 1/G

I mprovement in HADS score [ 25]
Assuming investigators plan a cluster trial on the basis of the information of Table 2 with
anticipated effect SizORpjan = 1.56, then 0@ Rsian = 0.4447 and equation (18jves I
= 0.9206. Further assuming m = 30 wat{m) = 0,p = 0.001, therDE = 1 + (29x

0.001)] = 1.029. Finally the investigators get 1, two-sidedz = 0.05,5 = 0. 2 and

3 (1+1) (1.96+0.8416)?
0.9206 \ 1 (0.4447)2

obtain from equation (17hs = ny = 1.029 x{ } = 1.029 x

258.68 = 266.17. To be divisible by m = 30 this is rounded to 270 to give N =2 x|270 =

540 subjects and K = 540/30 = 18 clusters with 9 per intervention.

I ncidence Rate outcome

Aggregate design

In some situations, all the m individuals within each cluster are followed-up for a fixed
period (say F years) and the number of occurrences of a specific event is recordgd a
the individuals within that time. If individuals in cluster i experience the event then the
event rate per-person-years is estimated;byr; / (mx F). In other situations, each of

the m subjects within cluster i may have different follow-up times, gay Which case
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the incidence rate for clusteris A; = r;/Y;, whereY; = }; f;; is the anticipated total
follow-up time recorded for the cluster. In practice, the incidence rate may be expressed
as per-person, per-100- or per-1000-person days, years or other time frames depending on
the context.

An aggregate design is the usual option as it is the rate provided from each cluster
which will be the unit for analysis. In this case, an alternative to the ICC as a measure of
how close individuals responses are within a cluster is the coefficient of variation,
c(Rate) = SD(Cluster Rates within an Intervention)/Mean(Rate for that Intervention),
for the aggregated outcome of concgitl. This should not be confused withV/(m) of
the individual cluster sizes defined previously and used in equation (7).

In designing a cluster trial, the investigators would need to specify planning vialues
and Ar for the mean incidence rates of the interventions, the correspongiaagd cvr
(often assumed equal), as well as the maximum duration of follow-up, F, of the

individuals in the clusters. The number of clusters requirédGs27]

— [(Astoir 2192 28 72) @1-a/2+21-p)° Zf—a/z _
ks = {( mFg )+ (o) + (v} Gs—An? T [2(1+<p)]’ kr = ¢ks. (19)

2
The[% of equation (19) is the adjustment for when the number of clusters is small.

If subjects are only followed up to when the event of interest occurs then mF in
equation (19) may be replaced by Y, the anticipated cumulative follow-up time that will

be recorded in every cluster.

Left ventricular systolic dysfunction [6]
The results from a trial concerned with attempts to improve outcome for patients wjth left

ventricular systolic dysfunctiosuggested that Usual care (8s associated with a 7,2
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deaths per 100 yeargg(= 0.072). It is hoped that Enhanced care (T) might reduce this

by 20% @r = 0.0576). A 1:1 cluster trial is planned with two-sided 0.05,4 = 0.2, m=

12, F =5 years, antis= cvr = 0.1. Use of equation (19) results gk = 86, so that ¢

1S4

total of K = 172 primary care unie required. Had more variation been anticipated,

perhapsvs = cw = 0.2, therK = 192.

Time-to-event outcome

Non-aggregate design

Rather than merely counting the number of events (as for the incidence rate) if the

individual times to the event (often termed survival times) are recorded and used in the

analysis the usual summary for each intervention is the Kaplan-Meier survival curve.

The comparison between interventions is then made using Cox proportional hazards

regression modgPR3] including a random effects term to account for the cluster design.

This analysis provides an estimate of the corresponding hazard H#Rp which

summarises the relative survival difference between the groupg$R A 1 corresponds to

the null hypothesis of no difference.

For planning purposes, it is usual to specifyand yr which are the anticipated

proportions of subjects alive at a fixeithe-point beyond the date their cluster was

randomised. Once the design team has specified these, then the plRniag be

calculated from

_logyr
HRPlan - logys

The number of subjects required 28]

3) (1+<,0HR)2 (Z1-a/2+71-p)

ns = DE X (<p 1-HR / [(1-ys)+e(1-y71)]
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to give a total sample sizeNns+ ny. The ICC is difficult to estimate for survival data,

but one suggestion [11, p64] is to treat the data as binary to get the ICC. In gen

would recommend using a range of ICCs as the authors in the following example d

eral we

id.

Heart dysfunction
In the Trial of Education And Compliance in Heart (TEACH) dysfunction f{rialthe
investigators anticipated that the 1-year rate of re-hospitalisation following €

hospital admission for heart problem3 {®uld be about 75%. It was further anticipa

arlier

ted

that this could be reduced to 60% using enhanced education on their condition from their

home pharmacist (T). Thus, witlk = 0.75 andyr = 0.60 representing the anticipat

10g0.60

= 1.7757. Further,
log0.75

proportions re-admitted at 1-year, equation (20) givH® =

if we take as the investigators dith = 2,9 = 1,a = 0.05 angs = 0.2 then, for a non

aggregate design, eguation (21) becol

1) (1+1.7757)2 (1.96+0.8416)2
[

ns = [1+(2-Dpl X (I 1-1.7757) [(1-0.60)+(1-0.75)

] =154.63 x (1 ).

Settingp equal to 0.05 and 0.10, as the investigators did, gives the respective va
N=ns+nr =2x 163 = 326 and 342 with the corresponding total number of pharm
(clusters) required as K = 326/2 = 163 and 171 respectively. To allow

randomisation, these are then increased to 164 and 172 to give either 82 or 86 ph

per intervention.

ed

mes

lues of

acies

A 1:1

armacies

Aggregate design
For an aggregate design, the endpoint will be the survival rate at a fixed time foll

randomisation, say at the 1-year follow-up. The planning values for these rates,
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and yr, are then taken ass and 7zr and used in the same way as for sample size
calculations of a binary endpoint cluster design.
Matched designs
In the preceding sections the individual clusters participating in the trial have been
identified and then randomised (say) in equal numbers to receive the S or T intervention.
However, if the clusters themselves are of variable size, then an alternative method of
allocation is first to rank these clusters in terms of their size, and then create cluster pairs
of a similar size. Once these ‘matched’ pairs are identified, the allocation of T is made at
random to one of the pair and the other is then automatically assigned to S. Options,
other than size, may be used to create the matched pairs. The choice being perhaps
related to features of the clusters concerned; such as their location in Rural or Urban
areas.

Once the trial is complete, the difference in summary measuresmohmatched pair
of clusters will be calculated. Thus a matched design implies an aggregate design. Thus,
for example, if the endpoint is continuous this measure will be the differéneey;; —
y;s. for each of the cluster pairspdfs From these values the mean differedcés
obtained and this estimates the true difference between the intervefitidige paired t-
test then tests the null hypotheédis 0.

However the values of;; and y;s from the matched clusters may be themselves
associated. If, in a completed trial involvingalfs the individual values o, andy;s
are available then their correlatiop, may be calculated and used for future planning

purposes. It is recommendgd] that,s, replaces the ICG, in theDE of equation (6).

28
Cluster01_15Feb13Editor



10

11

12

13

14

15

16

17

18

19

20

21

22

Sample Size for Cluster Trials

Nevertheless it should be recognised that, unlike for the ICC, we know of no published

values ofy. In this situation, the number of cluster pairs required is:

2 2
Kpairs — DE X {Z(Zl—a/2+zl—/3’) + |:Zl—d/2:|}. (22)

(8pian/oPlan)? 2

Hereopian is the anticipated standard deviation of the differencegbthined from the

cluster pairs. As the number of cluster pairings is likely to be relatively small the
. z7 .
correction tern{l'T“/z] is added 10].

With little or no prior knowledge of eithef, opjan Or both the design team would need

to consider a range of options before deciding on the number of cluster pairs to include.

Daily exercise and Quality of Life [22]
If we suppose this planned trial was to involve communities with very diverse socio-
economic characteristics, then the design time might wish to create cluster pairs with
similar features. The anticipated improvement in PF with T over S is assumed the same
with dpjan = 10 units. However the previous trial provided a planning value of 6.12|units
whereas for a matched designa, might be anticipated to be smaller than this tg an
extent depending on the numbers to be recruited per cluster, m. Thus a range df values
for opian, as well ag;, are investigated.

As a first step, the investigators take= 0.01 andop;,, = 6.12 and, from equatiof

-

(22), with m= 30, two-sideda = 0.05 ands = 0.1 obtainKpy;s = [1+ (30 —1) X

2(1.964+1.2816)2 1.962
-+
(10/6.12) 2

0.01] x{ ]} = 7.55 or 16 clusters which are then matched in pairs.

If # = 0.05 then the number of cluster pairs increasesipsK 15. A reducedy,;,, =

3.06 results in kairs= 4 and 8 for, = 0.01 and 0.05respectively.
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Conclusion
Cluster trials consume considerable logistical and other resources, so a critical factor is to
determine the appropriate size for the trial in questids.subjects are not individually
randomised to the interventions but are allocated in clusters then this feature needs to be
accounted for in both the planning and the statistical analysis. In some instances, the
number of clusters available may be fixed, in others the number of subjects perigluster
fixed or possibly both may be open to choice. Although 1:1 allocation of interventions is
usual, there is nevertheless a decision to be made with respastradith

As in individually randomized trials, the two-sided test-sigdg conventionally set at
0.05, whereas the power €1p) is often set at 0.8 although a higher value (say 0.9) is
more desirable. Further each design team will have to decide on the anticipated effect
size (the difference between S and T) which will be very context specific but should
reflect a realistic and clinically important difference between the groups. However, in the
cluster trial situation an ICC (or some other measure of the lack of independence of the
subjects within a cluster) will need to be specified. In some situations, cluster trials may
have been done in similar circumstances to that in planning, so that the magnitude of such
measures may be well documented. However in most situations some (often
considerable) judgment is required. In either case the design team will need to consider
the impact on sample size of a range of options for this (and other design features) before
deciding the final trial size. The investigators too will need to verify what will be
required by CONSORT29] for reporting their trial to ensure all these requirements are
in place before the trial commences. Of particular relevance here is the need for a clear

but succinct justification of trial size. Thus it is important to retain details of the way in
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which, at the planning stage, the eventual trial design and size were deteiffairiieer
discussion of recent issues in the design and analysis of cluser trials is given in [30
[Conclusion word count: 340]
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