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Abstract

The increasing adoption of technologies and the exponential growth of networks has made the

area of information technology an integral part of our lives, where network security plays a

vital role. One of the most serious threats in the current Internet is posed by distributed denial

of service (DDoS) attacks, which target the availability of the victim system. Such an attack

is designed to exhaust a server’s resources or congest a network’s infrastructure, and therefore

renders the victim incapable of providing services to its legitimate users or customers.

To tackle the distributed nature of these attacks, a distributed and coordinated defence mech-

anism is necessary, where many defensive nodes, across different locations cooperate in order

to stop or reduce the flood. This thesis investigates the applicability of distributed reinforce-

ment learning to intrusion response, specifically, DDoS response. We propose a novel approach

to respond to DDoS attacks called Multiagent Router Throttling. Multiagent Router Throttling

provides an agent-based distributed response to the DDoS problem, where multiple reinforce-

ment learning agents are installed on a set of routers and learn to rate-limit or throttle traffic

towards a victim server. One of the novel characteristics of the proposed approach is that it

has a decentralised architecture and provides a decentralised coordinated response to the DDoS

problem, thus being resilient to the attacks themselves.

Scalability constitutes a critical aspect of a defence system since a non-scalable mechanism

will never be considered, let alone adopted, for wide deployment by a company or organisation.

We propose Coordinated Team Learning (CTL) which is a novel design to the original Multiagent

Router Throttling approach based on the divide-and-conquer paradigm, that uses task decompos-

ition and coordinated team rewards. To better scale-up CTL is combined with a form of reward

shaping. The scalability of the proposed system is successfully demonstrated in experiments in-

volving up to 1000 reinforcement learning agents. The significant improvements on scalability

and learning speed lay the foundations for a potential real-world deployment.
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CHAPTER 1

Introduction

This chapter introduces the topic of this thesis and describes the motivation of our research. It

discusses the scope of the research and sets out the central research direction or hypothesis to be

investigated. It then presents an overview of the thesis and discusses how the rest of the chapters

are organised.

1.1 Motivation
The increasing adoption of technologies, the wide spread application of computers and the ex-

ponential growth of networks has made the area of information technology an integral part of

our lives. This gave birth to numerous applications such as social networking, online shopping,

smart metering and cloud computing where computer and network security plays a vital role.

A rapidly evolving threat and one of the most serious in the current Internet is posed by

distributed denial of service (DDoS) attacks, which target the availability of a system (Mirkovic

& Reiher 2004; Douligeris & Mitrokotsa 2004). A DDoS attack is a highly coordinated attack

where the attacker takes under his control a large number of hosts, called the botnet (network

of bots), which start bombarding the target when they are instructed to do so. Such an attack

is designed to exhaust a server’s resources or congest a network’s infrastructure, and therefore

renders the victim incapable of providing services to its legitimate users or customers.

Numerous incidents have been reported over the years against some high profile companies

such as Yahoo, eBay, Amazon, Twitter, Facebook, CNN, Visa, MasterCard and PayPal (Greene

2011). Specifically, the Arbor Network’s worldwide security survey (Anstee et al. 2013) conduc-

ted among more than 290 companies and organisations reveals that 50% of the participants see
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1-10 DDoS attacks per month, while 12% experience more than 100. Furthermore, the survey

reveals that the 62% of the participants have seen increased demand for DDoS protection from

their customers. Beyond the financial loss caused by DDoS attacks, victims also suffer loss to

their reputation which results in customer dissatisfaction and loss of trust. Common motivations

are political and ideological hacktivism, vandalism, rivalries and extortion (Anstee et al. 2013).

As a result of the Internet’s popularity and usefulness, there are many “interesting” targets

and malicious (or simply ignorant) users that the DDoS threat is not going to disappear on its

own (Keromytis et al. 2002). DDoS attacks grow in sophistication, frequency and size, and this

demonstrates the need to adopt novel approaches to rapidly respond to DDoS attacks.

Machine learning (Mitchell 1997) is the study of how to construct computer agents that can

improve their behaviour with experience. Machine learning is a multidisciplinary concept highly

influenced by ideas from mathematics, psychology, biology, neuroscience and others.

As computing evolves, the overlapping connections, dependencies and interacting applica-

tions increase (Horn 2001). The need of learning new behaviours emerges from the fact that the

complexity of the environment may not allow good behaviours to be pre-designed. Furthemore,

in dynamic environments where the environment changes frequently over time, even a good be-

haviour may become inappropriate because it is static. Also, these complex applications require

for administrative decision-making and responses faster than any human can deliver (Horn 2001).

Machine learning distinguishes three different learning processes; these are, supervised learning,

unsupervised learning and reinforcement leaning (RL) (Mitchell 1997).

Reinforcement learning is defined as the goal-directed learning from interaction between

an active decision-making agent and its environment (Sutton & Barto 1998). The agent maps

environmental input to local state information in discrete time steps. It then selects and executes

an action. The environment presents the new state and also responds with a feedback, in the form

of a positive or negative reward, evaluating the quality of the action performed. The agent finally

updates its policy in such a way to optimise future rewards.

A multiagent system deals with the construction of a system involving multiple autonom-

ous and interacting agents. Multiagent systems can offer many benefits including among others,

better robustness to individual agent failures, better scalability, taking advantage of geographic

distribution and sharing experiences for faster and better learning (Stone & Veloso 2000). Mul-

tiagent systems often need to be very complex, and multiagent reinforcement learning (MARL)

is a promising candidate for dealing with this emerging complexity (Stone & Veloso 2000).

1.2 Scope and Hypothesis
The DDoS threat is challenging for many reasons, including the following (Mirkovic et al. 2003).

Firstly, the traffic flows originate from host machines spread all over the Internet, which they all

aggregate at the victim. Furthermore, the volume of the aggregated traffic is really large which

is unlikely to be stopped by a single defence point near the victim. Also, the number of com-
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promised host machines is large, thus making an automated response a necessary requirement.

Moreover, DDoS packets appear to be similar to legitimate ones, since the victim damage is

caused by the total volume and not packet contents. A defence system cannot make an accurate

decision based on a packet-by-packet basis. It requires the defender to keep some statistical data

in order to correlate packets and detect anomalies, for example, “all traffic directed towards a

specific destination address”. Lastly, it is very difficult to traceback, that is, to locate the botnet

machines responsible for the attack, let alone discover the actual attackers who infected them.

It is evident that, to combat the distributed nature of these attacks, a distributed and coordin-

ated defence mechanism is necessary where many defensive nodes across different locations

cooperate in order to stop or reduce the flood.

There is an extensive literature regarding the application of machine learning to intrusion

detection, specifically anomaly detection where no action is performed beyond triggering an

intrusion alarm when an anomalous event is detected.

This thesis investigates the applicability of multiagent systems and machine learning to intru-

sion response. Specifically, the thesis investigates the applicability of multiagent reinforcement

learning to respond to DDoS attacks. We focus on distributed rate-limiting and the research

pursued in the thesis investigates the following hypothesis:

Distributed reinforcement learning will create an automated and adaptive response,

thus producing dynamic and robust behaviours to effectively mitigate the impact of

DDoS attacks and improve recovery rates over existing state-of-the-art rate-limiting

approaches.

1.3 Thesis Overview
Chapter 2 provides the background and literature review necessary for the reader to understand

the contributions made by this work. Chapters 3 to 5 present the contributions made in the thesis.

Chapter 3 provides the basis of this work, and the rest of the contributing chapters build upon

their previous one. Each contributing chapter contains its own experimental evaluation. The

thesis concludes in Chapter 6. Specifically, the organisation of the thesis is as follows.

Chapter 2
This chapter provides the background and a comprehensive review of the research necessary to

make later chapters accessible to the reader. It provides a technical introduction to reinforce-

ment learning and emphasises multiagent reinforcement learning. It also covers network attacks

emphasising the existing use of machine learning. Lastly, it covers DDoS attacks and reviews

current DDoS defence techniques.

Chapter 3
This chapter introduces the concept and the basic design of our proposed approach called Mul-
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tiagent Router Throttling. Multiagent Router Throttling provides an agent-based distributed re-

sponse to DDoS attacks, where multiple individual reinforcement learning agents learn to rate-

limit traffic towards a victim server. One of the novel characteristics of our proposed approach is

that it has a decentralised architecture and provides a decentralised coordinated response to the

DDoS problem, thus being more resilient to the attacks. This initial design forms the basis on

which the next couple of chapters build upon.

Chapter 4
This chapter tackles the scalability challenge. Scalability is one of the most important aspects of

a defence system since a non-scalable mechanism will never be considered, let alone adopted, for

wide deployment by a company or organisation. The chapter proposes Coordinated Team Learn-

ing (CTL) which is a novel design to the original Multiagent Router Throttling approach based

on the divide-and-conquer paradigm. The CTL approach proposes several mechanisms, namely,

hierarchical team-based communication, task decomposition and coordinated team rewards and

can successfully scale up to large network scenarios.

Chapter 5
Online learning is the focus of this chapter; the previous two chapters deal with offline learning.

Unlike non-learning approaches, one of the core advantages of reinforcement learning is its cap-

ability for online learning. To enable online learning we incorporate into CTL a form of reward

shaping called difference rewards. The combination of CTL and difference rewards improves

the scalability, learning speed and final performance. Specifically, the scalability of the proposed

approach is demonstrated in experiments involving up to 1000 reinforcement learning agents.

The significant improvements on scalability and learning speed lay the foundations for a poten-

tial real-world deployment. The proposed approach provides an adaptive response and meets the

real-world requirements of robustness to agent failures and measurement noise.

Chapter 6
The thesis concludes in this chapter summarising all the contributions made, the deployment

issues of our proposed approach and provides directions for future work on how to resolve these

issues and extend our approach.



CHAPTER 2

Background and Literature Review

This chapter provides the background and current state of research related to this thesis. Sec-

tion 2.1 covers the fundamentals of reinforcement learning and emphasises multiagent reinforce-

ment learning and approaches to scalability. Section 2.2 covers the background on network

attacks, emphasises defence approaches and discusses existing research on the use of machine

learning. Section 2.3 provides a technical description of distributed denial of service (DDoS) at-

tacks, discusses the characteristics of DDoS defence and reviews the current defence techniques.

2.1 Reinforcement Learning
A computer agent or agent is any entity that perceives its environment through sensors and acts

upon it through actuators (Russell & Norvig 2003). Artificial Intelligence is defined as “the study

of the design of intelligent agents” (Poole et al. 1998). An intelligent or rational agent is the agent

that acts in such a way as to achieve the best possible outcome. Russell & Norvig (2003) formally

defines a rational agent as follows:

“For each possible percept sequence, a rational agent should select an action that is

expected to maximise its performance measure, given the evidence provided by the

percept sequence and whatever built-in prior knowledge the agents has.”

Wooldridge (2009) suggests that an intelligent agent should be reactive, that is, to respond in a

timely fashion to environmental changes; proactive, that is, to exhibit goal-directed behaviour by

taking the initiative; and finally to have social abilities, that is, to interact (cooperate, coordinate,

negotiate) with other agents or even humans.

17
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Other definitions of intelligence or rationality exist. According to Russell & Norvig (2003)

a rational agent should be capable of information gathering, capable of learning and should be

autonomous. Information gathering refers to the execution of actions provided by exploration in

order to modify future percepts. A rational agent should be able to learn from its perceptions,

that is, to modify or augment its configuration as it gains experience. The agent should also be

autonomous. An autonomous agent is the one which does not rely solely on its designer’s prior

knowledge. An autonomous agent should learn what it can to compensate in situations where

partial or incorrect prior knowledge is provided.

Machine learning is the study of how to construct computer agents that can improve their

behaviour with experience. Machine learning is a multidisciplinary concept highly influenced

by ideas from philosophy, mathematics, psychology, biology, neuroscience and others. Mitchell

(1997) formally defines Machine learning as follows:

“A computer is said to learn from experience E with respect to some class of tasks

T and performance measure P, if its performance at tasks in T, as measured by P,

improves with experience E.”

The questions that now arise are in which cases and why is machine learning preferred over

pre-designed static behaviours? The answer is explained along four directions, namely, com-

plexity, automation, adaptation and cost. As computing evolves, the overlapping connections,

dependencies and interacting applications increase (Horn 2001). Therefore, the complexity of

the environment may not allow good behaviours to be pre-designed. Also, these complex ap-

plications require for administrative decision-making and responses faster than any human can

deliver (Horn 2001). Moreover, in dynamic environments where the environment changes fre-

quently over time, a static behaviour may become inappropriate. Finally, machine learning can

be used in cases where manual processing of enormous amount of data is difficult and expensive.

Machine learning distinguishes three different learning processes; these are, supervised learn-

ing, unsupervised learning and reinforcement learning (RL) (Mitchell 1997). Supervised learning

involves learning a function from labelled examples of inputs and outputs provided by a domain

expert (the teacher or supervisor). The learnt function can be then applied to new situations with

unseen input data in order to predict the output. Unsupervised learning involves learning patterns

in the input data and clusters relevant data when no output values are provided.

In RL the agent learns by interacting with its environment, specifically, it learns from rein-

forcement i.e. environmental feedback which indicates whether an action was right or wrong.

This feedback is less informative than in supervised learning, but more informative than in unsu-

pervised learning (Buşoniu et al. 2008).

According to Stone (2007) the premise of RL matches the agent paradigm exactly (although

this is not say that classical learning is irrelevant to agents). As we will shortly explain, despite the

elegant theory behind temporal difference algorithms, there have only been a limited number of
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Figure 2.1: The Agent-Environment Interaction in RL (Sutton & Barto 1998)

successful large-scale applications such as playing backgammon (Tesauro 1994), robotic soccer

(Stone et al. 2005) and air traffic management (Tumer & Agogino 2007).

Reinforcement learning is defined as the goal-directed learning from interaction between

an active decision-making agent and its environment (Sutton & Barto 1998). The agent maps

environmental input to local state information in discrete time steps. It then selects and executes

an action. The environment presents the new state and also responds with a feedback, in the

form of a positive or negative reward, evaluating the quality of the action performed. The action

selection mechanism is based on the maximisation of a specific quantity such as the cumulative

reward or average reward per time step. The agent finally updates its policy in such a way to

optimise future rewards. This agent-environment interaction is shown in Figure 2.1.

2.1.1 Markov Decision Process

A Markov Decision Process (MDP) provides a mathematical framework which is widely used

for modelling the dynamics of an environment under different actions, and is useful for solving

reinforcement learning problems. A state is said to be Markov or have the Markov property if

its state signal includes a compact summary of all previous sensations, but in such a way that

all essential information is kept (Sutton & Barto 1998). This enables the prediction of the next

state and expected next reward according to the current state and action; that is, the Equation 2.1

holds.

P (st+1 = s′, rt+1 = r|st, at, rt, st−1, at−1, rt−1, ..., r1, s0, a0)

= P (st+1 = s′, rt+1 = r|st, at) (2.1)

Therefore, a Markov state makes available to the agent all the necessary information in order

to make an optimal decision. It should be noted that a state may not fully satisfy the Markov

property, but it is often useful to assume that it does. A reinforcement learning problem is called

an MDP if it satisfies the Markov property (Sutton & Barto 1998). An MDP is defined by a

4-tuple < S,A,R, P > where:

• S represents the set of all possible states
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• A represents the set of all possible actions

• R : S ×A× S → R is the reward function which returns the expected reward received in

state st+1 when action a is executed in state s as shown in Equation 2.2.

Rass′ = E {rt+1|st = s, at = a, st+1 = s′} (2.2)

• P : S ×A× S → [0, 1] is the transition probability function which returns the probability

of reaching state st+1 when action a is executed in state s as shown in Equation 2.3.

P ass′ = Pr {st+1 = s′|st = s, at = a} (2.3)

Rass′ and P ass′ are called the environment’s dynamics. A finite MDP is the one with a finite set

of states and actions. MDPs assume that each action requires the same length of time. A Semi-

Markov Decision Process (SMDP) relaxes this assumption by allowing actions to have different

durations. MDPs also assume that the agent can observe the whole environment accurately at

all times. This assumption is relaxed by considering the Partially Observable Markov Decision

Process (POMDPs). SMDPs and POMDPs are outside the scope of our work and the interested

reader is directed towards (Puterman 1994) and (Kaelbling et al. 1998) respectively.

2.1.2 Value Functions

A policy π defines a state-action mapping to the probability of selecting action a in state s, that

is, π : S × A → [0, 1]. The notion of “how good” a particular state is, or “how good” would it

be to perform an action in a particular state, is given by the value functions.

The state-value function V π(s) is the value of a state under a given policy (Sutton & Barto

1998). It is defined as the expected return when starting from state s and then following policy π

as shown in Equation 2.4.

V π(s) = Eπ {Rt|st = s}

= Eπ

{ ∞∑
k=0

γkrt+k+1|st = s

}
(2.4)

Rt is also called the cumulative future discounted reward because future rewards are discoun-

ted by a factor of 0 ≤ γ ≤ 1. The discount factor γ is introduced to deal with the problematic

formulation for continuing tasks, because for the final time step (k =∞) the return could be in-

finite. If γ < 1 the infinite sum has a finite value (as long as the reward is bounded). If γ = 0 the

agent is called “myopic” and is concerned only with maximising immediate rewards. A myopic

agent could maximise the return by separately maximising each immediate reward, but typically,

doing that reduces access to future rewards and therefore the return may actually be reduced. As
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γ approaches 1, the agent becomes more “farsighted”.

The action-value function Qπ(s, a) is the value of a state-action pair under a given policy

(Sutton & Barto 1998). It is defined as the expected return when starting from state s, performing

action a and then following policy π as shown in Equation 2.5.

Qπ(s, a) = Eπ {Rt|st = s, at = a}

= Eπ

{ ∞∑
k=0

γkrt+k+1|st = s, at = a

}
(2.5)

The value function satisfies a particular recursive relationship shown in Equation 2.6 which is

known as the Bellman equation for V π(s). It expresses a relationship between the state value and

the values of its successor states i.e. the value of the start state must be equal to the discounted

value of the expected next state, plus the expected future reward.

V π(s) =
∑
a

π(s, a)
∑
s′

P ass′ [R
a
ss′ + γV π(s′)] (2.6)

The goal of a reinforcement learning agent is to find the optimal policy π∗, that is, the policy

which maximises the expected discounted reward over time. There always exists one policy

which is better or equal to the rest. The state-value function and action-value function under

optimal policy π∗, are called the optimal state-value function V ∗(s) and optimal action-value

function Q∗(s, a) respectively. They are defined in Equations 2.7 and 2.8.

V ∗(s) = max
π

V π(s) (2.7)

Q∗(s, a) = max
π

Qπ(s, a) (2.8)

The Bellman optimality equations for V ∗(s) andQ∗(s, a) are shown in Equations 2.9 and 2.10

respectively. The Bellman optimality equation is essentially a system of equations, one for each

state. When the environment’s dynamics (Rass′ and P ass′ ) are known, dynamic programming

(Sutton & Barto 1998) algorithms can be used to find the optimal value function and hence the

optimal policy. However, in most real-world applications the environment’s dynamics are not

known, therefore temporal-difference learning (Sutton & Barto 1998) algorithms are used.

V ∗(s) = max
a

∑
s′

P ass′ [R
a
ss′ + γV ∗(s′)] (2.9)

Q∗(s, a) =
∑
s′

P ass′ [R
a
ss′ + γmax

a′
Q∗(s′, a′)] (2.10)
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2.1.3 Temporal-Difference Learning

The assumption of perfect problem domain knowledge makes dynamic programming algorithms

to be of limited practicality. Furthermore, these algorithms are computational intensive. Temporal-

difference (TD) learning (Sutton & Barto 1998) is the most fundamental class of methods for

solving the reinforcement learning problem. TD methods can learn directly from raw experience

when the environment’s dynamics Rass′ and P ass′ are not known.

TD methods perform bootstrapping, that is, they update estimates based on other learnt es-

timates. Model-based reinforcement learning refers to the algorithms that attempt to also learn

the environmental model apart from the optimal policy. This involves the integration of planning

and learning, and it is outside the scope of the thesis; the interested reader is directed towards

(Sutton & Barto 1998). The focus of our work is on model-free or direct reinforcement learning.

The two most widely used TD techniques are the SARSA and Q-learning algorithms which are

described in this section.

In SARSA, the agent simply maintains a table to represent states and actions. This table is

called the Q-table, and each entry is called a Q-value. Each Q-value represents the value of a

state-action pair, that is Q(s, a) ∈ R. SARSA uses the rule 2.11 to update the Q-values (Sutton

& Barto 1998). Parameter α ∈ [0, 1] represents the step-size or the learning rate of the algorithm.

The learning rate α affects how big the change in estimated Q-value is and the discount factor

γ affects the agent’s preference over immediate rewards and future rewards. SARSA takes its

name from the quintuple of events (st, at, rt+1, st+1, at+1).

Q(st, at)← Q(st, at) + α [rt+1 + γQ(st+1, at+1)−Q(st, at)] (2.11)

Q-learning is very similar to SARSA. Q-learning uses the rule 2.12 to update the Q-values

(Sutton & Barto 1998). It is an off-policy TD algorithm since value function updates are made

following an independent policy.

Q(st, at)← Q(st, at) + α
[
rt+1 + γmax

a
Q(st+1, at+1)−Q(st, at)

]
(2.12)

SARSA and Q-learning have both strict convergence criteria. The conditions under which Q

converges to Q∗ with a probability of one are presented below (Sutton & Barto 1998; Mitchell

1997). Even if not all the convergence criteria are met in practice, the algorithms can produce

reasonably good results (Bertsekas & Tsitsiklis 1996).

1. The agents visit all state-action pairs infinitely often.

2. The environment’s states satisfy the Markov property.

3. The learning rate reduces to zero.

4. Exploration reduces to zero.
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5. The reward function produces values which have an upper bound.

2.1.4 Multiagent Reinforcement Learning

A multiagent system deals with the construction of a system involving multiple autonomous

and interacting agents, which are situated in a common environment that can perceive through

sensors, and act upon it through actuators (Buşoniu et al. 2008). There are many possible bene-

fits for using multiagent systems including among others, better robustness to individual agent

failures, better scalability, taking advantage of geographic distribution and sharing experiences

for faster and better learning (Stone & Veloso 2000). Agents can be homogeneous or heterogen-

eous. The latter occurs in cases where each agent has a different set of capabilities or in cases

where agents are controlled by a different designer or owner. Agents can also have the same or

conflicting interests, thus leading to cooperative or competitive systems (or both).

Multiagent systems often need to be very complex, and multiagent reinforcement learning

(MARL) is a promising candidate for dealing with this emerging complexity (Stone & Veloso

2000). The two MARL goals that are typically found in the literature are stability of an agent’s

learning, and adaptation to the dynamic behaviour of the other agents (Buşoniu et al. 2008).

Convergence is often presented in the literature as a requirement for stability, and rationality as a

requirement for adaptation. Learning in multiagent systems remains an open research area (Stone

2007). Despite the benefits of multiagent systems, new challenges arise that need to be tackled.

The rest of this section discusses some of the challenges encountered in both single-agent and

multiagent RL. We also discuss some of the well-known MARL algorithms.

2.1.4.1 Challenges

The curse of dimensionality (Sutton & Barto 1998) refers to the exponential growth of the search

space, in terms of the number of states and actions. Table-based methods such as SARSA and

Q-learning are most affected by this problem. In a MARL scenario the problem becomes more

acute since complexity is now also exponential in the number of agents in the system (Buşoniu

et al. 2008).

The problem of partial observability refers to situations where an agent does not perceive

all of the information from a state as a result of data unavailability, sensor misinterpretation or

hidden state information (Russell & Norvig 2003; Mitchell 1997). The problem becomes even

harder in a MARL scenario where each agent cannot observe the entire environment, but has

only knowledge about its local environment. Furthermore, in a MARL scenario the effects of

an agent’s action on the environment, also depend on the other agents’ actions. Therefore, the

Markov property does not hold if an agent cannot observe the joint action.

Typically in a multiagent system an agent is provided with a reward at the global level. How-

ever, recall that the other agents also act in the environment, therefore an agent may be rewarded

for taking a bad action, or punished for taking a good action.



24 Background and Literature Review Chapter 2

Figure 2.2: Instance of the Multi-armed Bandit Problem

Consider an instance of the multi-armed bandit problem shown in Figure 2.2 with three slot

machines A, B and C which provide a reward of -10, 0 and 10 respectively. The goal is to

maximise the sum of rewards provided. There are 30 learning agents in the system; the star

indicates a particular player P. At time step t1 (upper part of Figure 2.2) each machine is chosen

by 10 agents and player P chooses machine B. The global reward given to each agent is r1 = 0.

At time step t2 (bottom part of Figure 2.2), machines A, B and C are chosen by 6, 9 and 15 agents

respectively. The global reward is now r2 = 90. Therefore, although player P has chosen a bad

action, he will still receive a reward of 90.

This is known as the multiagent credit assignment problem (Stone & Veloso 2000) and re-

search attempts to provide answers to questions like “which agent should receive the reward?”

and “how much reward should each agent receive?”.

2.1.4.2 Algorithms

Applications of reinforcement learning to multiagent systems typically take one of two ap-

proaches; multiple individual learners or joint action learners. We describe these approaches

below and also present some popular alternatives.

Individual Learners (ILs)
ILs (Claus & Boutilier 1998) involves the deployment of multiple agents each using a single-

agent reinforcement learning algorithm. Multiple ILs assume any other agents to be a part of the

environment and so, as the others simultaneously learn, the environment appears to be dynamic

as the probability of transition when taking action a in state s changes over time.

If an IL agent i uses the SARSA or Q-learning algorithm, then it applies the following update

rules respectively:

Qi(s, a)← Qi(s, a) + α [r + γQi(s
′, a′)−Qi(s, a)] (2.13)

Qi(s, a)← Qi(s, a) + α
[
r + γmax

a′
Qi(s

′, a′)−Qi(s, a)
]

(2.14)
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where s and s′ are the states at times t and t+ 1 respectively, and r is the reward received at time

t+ 1. Despite subsequent algorithm development ILs remains a popular solution.

Joint Action Learners (JALs)
JALs (Claus & Boutilier 1998) is a group of multiagent specific algorithms designed to consider

the existence of other agents; in this setting an agent observes the actions of the other agents

or each agent communicates its action to the others. To overcome the appearance of a dynamic

environment, JALs were developed that extend their value function to consider for each state the

value of each possible combination of actions by all agents.

For instance if a JAL agent i uses the SARSA algorithm, then it applies the following update

rule:

Qi(s,
→
a )← Qi(s,

→
a ) + α

[
r + γQi(s

′,
→′
a )−Qi(s,

→
a )

]
(2.15)

where
→
a and

→′
a are the joint actions at times t and t+ 1 respectively.

For Q-learning it becomes slightly more complicated. A JAL agent i counts the number of

times a state-joint action pair of the other agents occur C(s,
→
a−i). The agent is then able to

calculate its frequency using:

F (s,
→
a−i) =

C(s,
→
a−i)

n(s)
(2.16)

A JAL agent i that uses the Q-learning algorithm, it then applies the following update rule:

Qi(s,
→
a )← Qi(s,

→
a ) + α

r + γmax
a′i

∑
→′
a−i

F (s′,
→′
a−i)Qi(s

′, a′i,
→′
a−i)−Qi(s,

→
a )

 (2.17)

The consideration of the joint action causes an exponential increase in the number of val-

ues that must be calculated with each additional agent added to the system. For this reason, the

method suffers from scalability issues in large and complex domains.

Alternatives
Lauer & Riedmiller (2000) proposed an extension of ILs for deterministic, fully cooperative tasks

called distributed Q-learning. The idea behind the approach is that Q-values are only updated if

the update leads to an increase in the Q-value:

Qi(s, a) = max
{
Q(s, a), r + γmax

a′
Qi(s

′, a′)
}

(2.18)

If an update leads to a decrease, the agent assumes that this is another agent’s fault. Therefore,

distributed Q-learning agents never reduce a Q-value. In a deterministic and fully cooperative

environment, if all agents use distributed Q-learning they will converge to the optimal policy. For

fully cooperative but stochastic environments, Optimal Adaptive Learning has been proposed
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which is guaranteed to converge to the optimal Nash equilibrium (Wang & Sandholm 2002).

Hu & Wellman (2003) proposed an extension of JALs called Nash Q-learning. This approach

assumes that agents will play a Nash equilibrium strategy. It further assumes that an agent not

only can observe the other agents’ actions, but also their rewards. Each agent keeps a Q-table not

only for itself, but for the other agents as well, and uses the following update rule:

Qi(s,
→
a )← Qi(s,

→
a ) + α

[
r + γNashi(s

′, Q1, ..., Qn)−Qi(s,
→
a )

]
(2.19)

where Nashi(s′, Q1, ..., Qn) is the expected payoff for agent i when all agents play a Nash

equilibrium in state s′. The approach has been shown to converge to a Nash equilibrium under

strict conditions. A recent algorithm called Nash-DE weakens these conditions and has been

shown to converge to a Nash equilibrium as well (Akchurina 2009).

Future Coordinating Q-learning (FCQ-learning) combines both ILs and JALs (De Hauwere

et al. 2011). An agent starts as an individual learner and at each state it decides using statistical

tests whether its state space would also include the joint action. As a consequence, only in some

states the value function is extended to consider the joint action.

Another approach which provides a combination of ILs and JALs is Adaptive State Focus

Q-learning (Busoniu et al. 2005). An agent starts as an individual learner, but if convergence is

not reached, its state space is expanded to include the state of the other agents.

2.1.5 Scaling-Up

Reinforcement learning algorithms experience difficulties when scaling-up to real-world applic-

ations (Buşoniu et al. 2008; Sutton & Barto 1998). Real-world applications involve complex

domains with large and continuous state and action spaces. Therefore, learning becomes infeas-

ible due to memory constraints and computational time. This section describes a non-exhaustive

list of popular approaches to improve scalability and coordination; these are, function approxima-

tion, communication, exploration-exploitation strategies, value function initialisation and reward

shaping.

2.1.5.1 Function Approximation

It is perhaps the most common technique to deal with scalability issues. The idea of function ap-

proximation techniques is to reduce the impact of scalability by reducing the agent’s exploration

(Sutton & Barto 1998). With large and continuous state and action spaces, a tabular implementa-

tion becomes very inefficient. Function approximation techniques approximate the search space.

Tile coding is one of the most common function approximation techniques (Sutton & Barto

1998). Tile coding partitions the state space into tilings, each tiling is further partitioned into tiles

where state feature values are grouped into. For example, Figure 2.3 shows a two-dimensional

space (i.e. with two state features) partitioned into two tilings, each consisting of 25 tiles. Each

point in the two-dimensional state space activates one tile per tiling; this is shown by the point
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Figure 2.3: Example of Tile Coding with Overlapping Tiles (Sutton & Barto 1998)

“x” in the figure. In other words, activated tiles correspond to multiple states. Expected reward

values are now stored per tile rather than state-action pair. Tile coding sensitivity can be adjusted

by the addition or removal of tilings and tiles. The shape of the tiles indicates the degree of

generalisation, and the number of tilings indicates the degree of resolution.

State feature selection is a manual process performed by the designer. Obviously, domain

knowledge would benefit the process as the domain expert will include important features and

remove irrelevant ones. With a reduced number of features the state-action space becomes smal-

ler and agents learn faster.

Boyan & Moore (1995) state that the use of function approximation in a continuous search

space does not guarantee convergence to the optimal policy as the requirement of visiting all

state-action pairs infinitely often cannot be realised. However, tile coding has been successfully

applied in many domains, including the large-scale and complex domain of robotic soccer (Stone

et al. 2005). According to Sutton & Barto (1998), it has been empirically demonstrated that tile

coding works better with the SARSA algorithm, rather than Q-learning. For other methods of

function approximation the reader is directed towards (Sutton & Barto 1998).

2.1.5.2 Communication

Communication is considered to be the most common way of interaction between intelligent

agents (Matarić 1998). Any observable behaviour can also be interpreted as a form of commu-

nication. For this reason we distinguish between the following two forms of communication

(Matarić 1998). Direct communication is defined as a purely communicative act in order to

transmit information (e.g. a speech act, radio message transmission). Indirect communication

is concerned with the observation of other agents’ behaviour and its effects on the environment.

Cooperation is a form of interaction, usually based on communication. Cooperative behaviours

may depend on direct or indirect communication. Communication is practised by many species

in nature, and has also been demonstrated to be beneficial in multiagent systems.

Typically, an agent communicates or shares its local information with other agents in the

system. Such information can include state sensations, actions, rewards or a combination of
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the aforementioned. Communication tackles the partial observability problem, where distributed

agents cannot sense all of the relevant information necessary to complete a cooperative task.

This however does not come without challenges; communication messages can be costly, noisy,

corrupted, dropped or received out of order. For these reasons and also because real-world ap-

plications are typically already complex, communication should be minimal and simple.

Tan (1993) uses agent communication in the prey-hunter domain. The domain’s task is for

one or more hunter RL agents to capture at least one randomly moving prey agent in a 10 by 10

grid world. A prey is captured if it occupies the same cell with a hunter. The author runs several

experiments, some of which are discussed here. In the first experiment the domain consists of one

hunter agent and one prey agent. The author introduces a randomly moving scout agent which

at each time step shares its action and local state sensation with the hunter agent (it is assumed

that the hunter agent is aware of the scout’s initial relative location). Results show that the hunter

with a scout requires fewer steps to capture the prey than the one without. Results improve as the

scout’s visual depth increase (with the expense of more communication).

In a variation of this experiment, there are two hunter RL agents and one prey agent. Tan

(1993) extends the scout concept by having each hunter to act as a scout for the other. Sim-

ilar results are obtained as the previous experiment. However, when the visual depth was small

mutual-scouting hinders learning. As a conclusion, sensory information from other agents could

be beneficial, but unnecessary or insufficient information can interfere with learning. Tan (1993)

also considers the case of joint tasks, where a prey is now captured if it occupies the same cell

with two hunter agents. Hunter agents cooperate by either passively observing each other or

actively sharing (mutual-scouting) their location and state sensations. Results reveal that cooper-

ative agents perform the joint task significantly better than the independent agents.

Servin & Kudenko (2008a,b) and Servin (2009) propose a distributed RL approach to semantic-

less communication. Agents are organised in a hierarchy and a sender agent (lower hierarchical

level) learns semantic-less communication signals which represent the “summary” of its local

state observations. The recipient agent (higher hierarchical level) also needs to learn how to

interpret these semantic-less signals. This approach improves the scalability of the multiagent

system since the recipient’s state space is significantly reduced. It also reduces communication

costs.

2.1.5.3 Exploration-Exploitation Trade-off

The exploration-exploitation trade-off constitutes a critical issue in the design of an RL agent.

Recall that one of the convergence criteria is the need for all state-action pairs to be visited

infinitely often, in a goal-directed efficient manner. Random search and other systematic search

methods such as breadth-first search may visit all state-action pairs, but not in an efficient manner.

The exploration-exploitation trade-off plays an important role in achieving the goal-directed

efficient visit to the state-action pairs. An agent exploits its knowledge when it selects actions
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that will result to higher immediate rewards, and an agent is said to explore when it explores new

states and actions. The exploration-exploitation trade-off aims to offer a balance between the

exploitation of the agent’s knowledge and the exploration through which the agent’s knowledge

is enriched. Too much exploitation is not desirable since it is more likely for an agent to stuck

in a local maximum. Too much exploration is also not desirable since learning becomes very

difficult. In scenarios where multiple agents co-exist, the agents may also need to explore in

order to obtain information about the other agents.

We describe two of the most popular action selection mechanisms; these are the greedy and ε-

greedy (Sutton & Barto 1998) mechanisms. An agent uses the greedy action selection mechanism

when it selects actions only by exploiting its knowledge. As previously stated, behaving greedily

all the time can lead to a local maximum settlement. A variant of the greedy mechanism is called

ε-greedy, where the agent behaves greedily most of the time but with a probability ε it selects

an action randomly. ε-greedy methods can theoretically sample over time every action ensuring

convergence to Q∗. The value of ε plays an important role; a high value e.g. 0.9 allows more

exploration while a low value e.g. 0.01 allows more exploitation. To get the best of both, it is

advised to reduce ε over time (Sutton & Barto 1998). Therefore, exploration is encouraged by

using a high value of ε, but as the agent becomes more and more experienced exploitation is

encouraged by using a low value of ε.

We will later discuss about reward shaping, a more advanced way for effective exploration.

2.1.5.4 Value Function Initialisation

A value function is typically initialised pessimistically or optimistically. Pessimistic initialisation

sets the Q-values i.e. state-action pairs to the minimum reward value, while optimistic initialisa-

tion sets the Q-values to the maximum reward value. For example, if a reward function generates

rewards in the range [0, 10], the former will initialise the values to 0 while the latter to 10. Optim-

istic initialisation allows all actions in all states to be tried out before convergence to the optimal

policy occurs. On the contrary, with pessimistic initialisation an agent’s behaviour can only

converge to the optimal policy if the exploration-exploitation strategy identifies it. A randomly

initialised value function is often used to combine the advantages of each method.

2.1.5.5 Reward Shaping

Reward shaping refers to the process of training an agent using an artificial reward rather than the

reward naturally received by the environment, in order to favour or bias learning towards specific

behaviours (Mataric 1994). Reward shaping constitutes a common way to incorporate domain or

expert knowledge.

An early approach for incorporating knowledge and facilitating the learning task is to initial-

ise the Q-values (Wiewiora 2003). If such information is known this could benefit the agent a lot.

However, the major difficulty of this approach is to interpret a certain desirable behaviour (the

knowledge) into a set of Q-values.
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Randlov & Alstrom (1998) consider an agent learning to ride a bicycle from a starting point

to a target destination. The authors use reward shaping by providing an additional reward to

encourage the RL agent to stay balanced. Results show that shaping accelerates the learning

process immensely. However, reward shaping must be used with great care otherwise it can

produce undesirable results. In one of the experiments regarding the bicycle domain, the RL

agent learnt to ride in circles since it could benefit more for staying balanced rather than riding

to the target destination.

To overcome such problems potential-based reward shaping (PBRS) has been proposed (Ng

et al. 1999). The additional reward provided is the difference of a potential function Φ defined

over a source s and a destination state s′ as shown in Equation 2.20 below:

PBRS = r + γΦ(s′)− Φ(s) (2.20)

where r is the original environmental reward and γ is the same discount factor as used in Equa-

tions 2.11 and 2.12.

Ng et al. (1999) have proved that the use of PBRS does not alter the optimal policy of a single

agent, although as a heuristic it can increase or decrease the time of convergence. Wiewiora

(2003) has proved that an agent learning with PBRS and no knowledge-based Q-table initialisa-

tion, will behave identically to an agent not using PBRS but its Q-table is initialised with the

same potential function. Devlin & Kudenko (2011, 2012) and Devlin et al. (2014) extend the

concept of PBRS to the multiagent scenario. The authors have proved that PBRS in a multiagent

system can alter the joint policy learnt but does not alter the Nash equilibria of the underlying

system.

Difference rewards is a form of reward shaping that tackles the multiagent credit assignment

problem, specifically designed for fully cooperative multiagent systems (Wolpert & Tumer 2000).

The difference rewards mechanism rewards an agent based on its contribution to the system’s task

by removing a large amount of the noise created by the actions of the other agents in the system.

Difference rewards have been successfully applied in many real-world applications such as air

traffic management (Tumer & Agogino 2007) and distributed sensor networks (HolmesParker

et al. 2013; Colby & Tumer 2013). We will extensively describe difference rewards in chapter 5.

2.2 Network Attacks and Defence
The increasing adoption of technologies, the wide spread application of computers and the expo-

nential growth of networks has made the area of information technology an integral part of our

lives. This gave birth to numerous applications such as social networking, online shopping, smart

metering and cloud computing where computer and network security plays a vital role. Security

is defined as the protection provided to an automated information system in order to preserve

the confidentiality, integrity and availability of its resources, commonly known as the CIA triad
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(Stallings 2010). Confidentiality relates to two concepts, namely data confidentiality and privacy.

The former ensures that confidential data is not exposed to unauthorised individuals. The latter

ensures that individuals have the full control of all the information relating to them. Integrity

relates to two concepts, namely data integrity and system integrity. Data integrity protects data

from undergoing an unauthorised modification or destruction. System integrity deals with the

authorised performance of a system’s intended functionality. Availability assures that a system’s

service is provided in a timely and reliable manner to its legitimate users.

2.2.1 Security Attacks

Eavesdropping (Stallings 2010) refers to obtaining information from data being transmitted, for

example, over a telephone conversation or an e-mail exchange. This kind of attack does not cause

any alteration of the data. It is therefore very difficult to detect, and for this reason the focus is on

prevention, typically by means of encryption. However, even if the data is encrypted, the attacker

can perform traffic analysis and may still be able to extract information from observed patterns,

for example, frequency or length of messages exchanged.

A masquerade (Stallings 2010) attack occurs when the attacker pretends to be a different

entity. Reconnaissance (Pfleeger & Pfleeger 2006) refers to the preparation done by the attacker

prior to an attack. The attacker attempts to gather as much information as possible in order to

identify potential victims that are easy targets, such as weak or vulnerable machines.

A Trojan (Hansman & Hunt 2005) is a computer program that serves a malicious purpose

(e.g. capturing passwords) when run by a user. A virus is a self-replicated computer program

that serves a malicious purpose which when run by a user it attaches itself to other programs.

Contrary to viruses, a worm is a self-replicated piece of code which spreads rapidly through

network services or email.

The most rapidly-growing problem however is the rootkit (Anderson 2008). Once installed,

the rootkit allows the attacker to remotely control the infected machine. Typically, machines

infected in this way become part of a botnet (network of bots). Interestingly, rootkits are also used

by law enforcement agencies which turn suspects’ laptops into listening devices. Modern rootkits

have stealth capabilities, that is, they try to hide from the operating system so that they cannot be

detected and removed. Some rootkits even install antivirus software to prevent competing botnets

from taking over the machine.

Distributed denial of service (DDoS) (Anderson 2008) attacks target the availability of a

system. The attacker compromises a large number of host machines (the botnet) which start

bombarding the victim with traffic. Such attacks do not allow the authorised or legitimate users

to access resources in a timely and efficient manner, or even make the resources completely

inaccessible to them. DDoS attacks are extensively discussed in a later section. Similarly to a

DDoS attack, spam (Anderson 2008) refers to the flood of generally unwanted emails sent out

mostly by botnet machines.
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Finally, social engineering (Anderson 2008) attacks refer to the attacks which exploit psy-

chology rather than technology. In other words, these attacks target people directly rather than

their computer or network. The fastest-growing attack of this type is phishing, where victims

receive an email instructing them to visit a website which appears to be legitimate (such as a

bank’s website) but in fact it is not. The website is designed to steal sensitive information such

as usernames, passwords and credit card details.

2.2.2 Defence Against Network Attacks

Anderson (2008) defines four lines of defence against network attacks. These are management,

filtering, intrusion detection and encryption.

Management aims at minimising the occurrence of intrusions. Such mechanisms include ap-

plying patches to fix known vulnerabilities, changing default settings (e.g. passwords), removing

unnecessary services (e.g. mail servers) and training staff to avoid taking risky actions that may

expose a system.

The second line of defence is filtering the harmful network traffic. The firewall is considered

to be the most widely sold product. A firewall is a machine that lies between a local system

and Internet, examines packets and performs filtering according to specific rules. There are three

types of filters, the ones that operate at the IP packet level (network layer), at the TCP session

level (transport layer) or the application level (application layer). An example of the latter is the

spam filter. An ingress filter is responsible for examining incoming traffic, while an egress filter

is responsible for the outgoing traffic.

Intrusion detection is the third line of defence. Preventive mechanisms are important and

essential but they are not perfect. In addition, “it’s often cheaper to prevent some of the attacks

and detect the rest than it is to try to prevent everything” (Anderson 2008). An intrusion detection

system (IDS) monitors the logs and network traffic, and triggers an intrusion alarm if a malicious

or suspicious behaviour is detected. IDSs are discussed in detail in the next section.

The last line of defence is the use of security protocols using encryption such as TLS and

SSH. Encryption can be useful but similarly to the others, it does not entirely solve the problem.

Encryption is outside the scope of our work.

2.2.3 Intrusion Detection

Although the focus of this thesis is on intrusion response, we provide the background material

and review the research conducted for intrusion detection since the two areas are directly relevant.

Furthermore, there is an extensive literature regarding the application of machine learning to in-

trusion detection, specifically anomaly detection, where an alarm is triggered when an anomalous

event is detected.

As already mentioned preventive mechanisms are not perfect. Furthermore, it is very expens-

ive to try and prevent everything (Anderson 2008). Therefore, it is always safe to assume that
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attacks will happen. The pioneering work of Anderson (1980) laid the foundations for automated

intrusion detection. Anderson (1980) claimed that audit trails can reveal important information

regarding the identification of misuse behaviour. Nowadays an intrusion detection system is

defined as the one which monitors the logs and network traffic, and triggers an alarm if some-

thing malicious or suspicious is detected (Anderson 2008). The key aspects of IDSs are presented

below.

2.2.3.1 Data Collection

Depending on the data collection points, intrusion detection can be classified as host-based and

network-based (Ghorbani et al. 2010). A host-based IDS analyses audit logs and system calls

on the protected host. An audit log file contains sets of events created by the operating system

such as running processes and consumed memory. System calls are sequences of operations a

program requests from the operating system such as open, read, and close. A host-based IDS can

also analyse the log files for specific applications and even the program code itself.

Our focus is on network-based IDSs. Data can be collected from network packets and flows

(Ghorbani et al. 2010). The most commonly used open-source software to collect and analyse

packets is the Tcpdump (TCPDUMP 2011). A flow is defined as

“A set of IP packets passing an observation point in the network during a certain time

interval. All packets belonging to a particular flow have a set of common properties.”

(Sperotto et al. 2010)

Traditionally, these properties are the IP source and destination addresses, the source and

destination port numbers, and the transport layer’s protocol type. NetFlow (Cisco 2011) is the de

facto industry standard protocol for flow capture and monitoring.

Inspecting the payload of packets requires high resource consumption, and due to today’s

high speed networks it is infeasible to inspect each individual packet. Alternatively, inspecting

flow information can be more efficient since they consist of aggregated information and do not

carry any payload. However, flow-based inspection does not offer the precision of packet-based

inspection, for example, pattern matching in payload content.

Each approach has its advantages and limitations and therefore they should complement each

other. Indeed, that is exactly what is happening according to the Arbor Network’s worldwide

security survey conducted by Anstee et al. (2013) among more than 290 companies and organ-

isations. Specifically, NetFlow and deep packet inspection (DPI) tools (among others) are being

used by 83% and 41% of the respondents. 70% of the respondents use the firewall logs for threat

detection.

Finally, feature selection constitutes a critical design decision, since it highly affects the de-

tection performance. Typically, these features include packet sizes, IP addresses, ports, timestamps,

session size, session duration, session volume etc (Sommer & Paxson 2010). For a comprehens-
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ive feature classification scheme the interested reader is directed towards (Onut & Ghorbani

2007), where the authors classify features according to 15 categories.

2.2.3.2 Detection Types

There are typically three intrusion detection types, namely, misuse, anomaly and specification-

based detection (Ghorbani et al. 2010).

Misuse or signature-based detection aims at identifying already known attacks by monitoring

the traffic for signatures, these are, known characteristics of attacks. The disadvantage of this

approach is that it cannot uncover novel intrusions. Pattern matching approaches are commonly

used for misuse detection. Snort (Roesch 1999) is a well-known defence system which uses

misuse detection.

Anomaly detection aims at uncovering novel attacks by attempting to learn a notion of normal

network activity; any activity which deviates from the normality profile is marked as potentially

intrusive. The disadvantage of this approach is that it usually suffers from a high rate of false pos-

itives and negatives. Anomaly detection typically makes use of advanced statistical techniques

or machine learning.

Contrary to learning a normal profile of activity, specification-based detection defines al-

lowed types of behaviours and marks any other behaviour that deviates from the specification as

intrusive. The disadvantage of this approach is that it is very difficult to specify and validate the

behaviour for systems with a large number of components and applications.

2.2.3.3 Architecture

IDSs can be collaborative or non-collaborative. Collaborative IDSs were proposed to detect more

accurately coordinated attacks such as DDoS attacks and worm outbreaks (Zhou et al. 2010). A

collaborative IDS can detect intrusions that occur at different places in the Internet by correlating

decisions between other IDSs. A collaborative IDS has typically two components, a detection

unit and a correlation unit. A detection unit consists of multiple sensors, where each sensor

monitors a network component or host, and raises low-level intrusion alerts. A correlation unit

receives and analyses all low-level alerts and generates a high-level intrusion alarm.

Depending on the place where data is collected and analysed a collaborative IDS can be

classified as centralised, hierarchical (or semi-distributed) or fully distributed (Zhou et al. 2010).

An example of a centralised IDS architecture is shown in Figure 2.4a. It depicts three detection

units i.e. IDSs where low-level alerts are reported to a central correlation unit for further analysis.

Figure 2.4b shows a three-level hierarchical IDS. First-level detection units report to a second-

level correlation/detection unit which analyses information and reports to the third-level unit. The

highest-level of the hierarchy further analyses the received information and decides whether or

not an intrusion alarm should be triggered. In practice, a hierarchy can be determined by many

factors such as the geography, network administration control and collection of similar software

platforms.
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(a) Centralised IDS

(b) Hierarchical IDS

(c) Distributed IDS

Figure 2.4: IDS Architecture
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Finally, Figure 2.4c depicts a fully distributed IDS architecture. Each IDS monitors and

analyses information and can trigger an intrusion alarm if necessary. An IDS can also exchange

information with other IDSs. Different communication schemes are found in the literature such

as peer-to-peer (P2P), gossiping and multicast.

The main advantage of the centralised architecture is that it offers a high detection accuracy.

However, it is not efficient for large-scale deployment because the central component often has

slow response times. Another drawback is that the central component becomes a single point of

failure or vulnerability (i.e. it can become a victim itself).

Distributed architectures eliminate the single point of failure, although failure of higher-level

nodes in a hierarchical architecture will still cause a problem. They also scale-up better, with

the fully distributed architecture scaling-up better. However, distributed architectures suffer from

reduced detection accuracy, especially for the fully distributed architecture where an IDS com-

ponent has only limited access to global information.

Finally, we note that most IDSs are centralised and little work exists on large-scale distributed

IDS architectures (Ghorbani et al. 2010; Zhou et al. 2010).

2.2.4 Anomaly Detection Using Machine Learning

Anomaly detection typically makes use of statistical and machine learning techniques. One of

the earliest attempts to use machine learning, and more specifically artificial neural networks for

anomaly detection was made by Debar et al. (1992). The authors use a fully connected recurrent

network with many layers and the backpropagation learning algorithm. To take advantage of the

knowledge in the field, an expert system is also integrated that contains a database of intrusion

scenarios. The IDS quickly triggers alarms when it identifies deviations from normal profile

based on the neural network model (anomaly detection) or when there is a match with a database

entry (misuse detection). The system can have a high development cost. It is difficult to train a

large neural network because finding the right parameter values may require a great number of

trainings and simulations. Furthermore, it has a prediction error and for this reason the authors

suggest that their approach should complement a statistics-based anomaly detection component.

Artificial neural networks have quickly gained wide popularity and the work of Ghosh et al.

(1998) is regarded as a typical one in the field. The authors use a multilayer perceptron with the

backpropagation learning algorithm to detect anomalous and unknown intrusions. Interestingly,

the authors show that training the neural network with randomly generated data can lead to better

performance. A drawback of this approach is that any change in the training set would require

the re-training of the neural network.

The earliest work to apply RL appears in 2000 by (Cannady 2000). The authors use the Cere-

bellar Model Articulation Controller (CMAC), which a special type of a three-layer feedforward

neural network capable of online learning. The system uses feedback from the protected system

to update the CMAC weights. The system learns to detect UDP and ICMP flooding DoS attacks.
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Servin & Kudenko (2008b,a) and Servin (2009) propose a distributed RL approach in order

to detect flooding DDoS attacks. Agents are organised in a hierarchy and a sender agent (lower

hierarchical level) learns semantic-less communication signals which represent the “summary”

of its local state observations. The recipient agent (higher hierarchical level) also needs to learn

how to interpret these semantic-less signals. Finally, the root of the hierarchy learns whether

or not an intrusion alarm should be triggered. The proposed approach is capable of uncovering

novel intrusions and performs better than a hand-coded misuse detector. However, it performs

worse than a hand-coded hybrid (misuse and anomaly) detector but the authors state that the

main advantage of their approach is that no network expert is required to configure the anomaly

detector.

Xu et al. (2007) state that information sharing such as combining local information or de-

cisions among agents can improve detection accuracy but it can be costly. The authors use distrib-

uted reinforcement learning in order to optimise communication costs of information exchange

among agents, by learning when to broadcast information to other agents.

Researchers have also turned into other machine learning techniques such as clustering and

nearest neighbour-based techniques. Both techniques are unsupervised i.e. they do not require

labelled training examples. Mitrokotsa & Douligeris (2005) use a special type of neural network

called self-organising map. It produces clusters of data in a 2D topological map where similar

features are grouped together in specific regions of the map.

Ertoz et al. (2003) introduce the MInnesota Intrusion Detection System (MINDS). MINDS

uses the Local Outlier Factor (LOF) approach which assigns to each data example a degree

of being an outlier with respect to its neighbourhood. The basic assumption behind nearest

neighbour-based techniques is that normal instances lie in dense neighbourhoods while anomal-

ous instances lie far from their closest neighbours. Evaluation of MINDS is performed on the

DARPA 1998 dataset and on a real network at the University of Minnesota with the help of a se-

curity analyst. MINDS detected several novel intrusions, some of which could not be identified

by Snort (Roesch 1999), a state-of-the-art signature-based tool. The authors state that MINDS is

not intended to replace Snort but to complement it, and the two should work synergistically.

Researchers have also developed an epidemiological model where a self-sustaining virus

outbreak needs to pass an epidemic threshold at which its rate of replication exceeds the rate of

its removal (Kephart & White 1993). The first proposal to apply artificial immune systems came

from Forrest et al. (1996). Their pioneering work gave the spark of inspiration and motivated

other researchers in the field to use immune inspired anomaly detection systems. Hart & Timmis

(2005) state that results so far haven’t been very successful, but significant breakthroughs may

occur in the future.

2.2.5 Challenges and Guidelines on Using Machine Learning

Sommer & Paxson (2010) have recently criticised the use of machine learning for anomaly de-
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tection. They state that although machine learning has been successfully applied in domains like

spam detection and product recommendation systems, the vast majority of IDSs found in opera-

tional deployment are misuse detectors. Furthermore, the anomaly detectors found in operational

deployment employ mostly statistical techniques. The authors identify the following challenges

on using machine learning for anomaly detection. We also present a set of guidelines for strength-

ening future research. We emphasise that the authors do not consider machine learning to be an

inappropriate tool for anomaly detection. On the contrary, the authors believe the use of machine

learning is reasonable and possible but great care is required.

2.2.5.1 Challenges

High Cost of Errors
Contrary to other domains, in anomaly detection the cost of errors is really high. On the one hand

a false positive is very expensive since it requires analyst time thoroughly examining the reported

incident. On the other hand a false negative can cause serious damage to an organisation’s IT

infrastructure. A related challenge is that there “too few attacks”. Anderson (2008) gives the

following example: “If there are ten real attacks per million sessions - which is certainly an

overestimation - then even if the system has a false alarm rate as low as 0.1%, the ratio of false

to real alarms will be 100”. When one considers product recommendation systems, although a

relevant recommendation can potentially increase sales, an irrelevant recommendation can only

lead to a customer just continue shopping. According to Sommer & Paxson (2010), the high

cost of errors is the primary reason for the lack of machine learning-based anomaly detectors in

operational deployment. The high rate of false alarms occurs for the following two reasons.

Firstly, Sommer & Paxson (2010) claim that machine learning works better at identifying

similarities rather than anomalies. A fundamental rule of a machine learning algorithm is that its

training requires a large and representative set of instances of both positive (normal specimens)

and negative (anomalous specimens) classes. Consider for example spam detection, a machine

learning algorithm is provided with large amounts of spam and ham, and after the training period

it is able to reliable identify unsolicited email.

However, there exist some problems with the anomaly detection domain. Anomaly detection

is used to reveal novel attacks whose symptoms deviate from normal behaviour. Therefore one

cannot train a machine learning algorithm with anomalous specimens. Furthermore, there is not

a perfect model of normality. It is very difficult to define a “normal” region which contains every

possible normal activity. Moreover, normal activity evolves and may not be representative in the

near future (Chandola et al. 2009). Sommer & Paxson (2010) state that if the machine learning

algorithm is trained using specimens of known attacks and specimens of normal activity, then

machine learning is better suited for detecting mutated (variations of existing) intrusions rather

than novel ones.

Secondly, network traffic usually exhibits great diversity (Sommer & Paxson 2010). Traffic
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characteristics such as bandwidth, duration of connections and application mix can exhibit great

variability resulting to an unpredictable behaviour. The diversity and variability occur regularly

and often falsely considered as anomalous by an IDS. For this reason it is difficult to define what

is actually “normal”. Furthermore, the Internet is an environment full of noisy data such as pack-

ets created from software bugs and out-of-date or corrupt DNS data (Anderson 2008). Similarly,

such data can be falsely considered anomalous by an IDS.

Difficulties with Evaluation
Two difficulties are mainly encountered regarding the evaluation of anomaly detectors (Sommer

& Paxson 2010). The first problem is the difficulty of obtaining training data. The reason behind

this is privacy concerns due to the sensitivity of such data (e.g. confidential communications and

business secrets). Also, there are not any standardised datasets available. According to Sommer

& Paxson (2010) the two publicly available datasets, namely DARPA/Lincoln Labs and KDD

Cup datasets, should not be used for any current study since they are now more than a decade

old. Again, when compared to other domains e.g. spam detection, large datasets of spam do exist

that are free of privacy concerns.

The second problem is about adversarial drift, that is, when attackers modify their behaviour

to evade detection. This constitutes the old classic arms-race between attackers and defenders.

The authors do admit however that exploiting a machine learning technique requires considerable

effort, time and expertise from the attacker’s behalf. In addition, since most attackers target weak

and vulnerable systems instead of handpicking victims, the possibility of a sophisticated attack

exploiting a machine learning technique is low (Sommer & Paxson 2010). Having said that, soph-

isticated attacks do occur as people are sometimes willing to spend very large amounts of money

to achieve their goals (as in the Stuxnet worm (Zetter 2014) case). Therefore, if adversarial drift

is not taken into consideration or is de-prioritised, the risk associated with a sophisticated attack

exploiting a machine learning technique is very high.

Semantic Gap
Anomaly detectors typically generate an output label, that is, an instance is labelled as either

normal or anomalous. Some detectors improve on that by generating an anomaly score, indic-

ating the degree to which an instance is considered anomalous (Chandola et al. 2009). Sommer

& Paxson (2010) state that this is not enough. Consider for example the output “HTTP traffic

of host did not match the normal profile”. Even if we assume that the system correctly detected

a web server exploit, a network operator must still spend considerable effort in order to figure

out what had happened. In other words, anomaly detectors ideally must transfer their results into

actionable reports. Sommer & Paxson (2010) term this the semantic gap.

Also, someone is at serious risk of discriminating if he uses a machine learning-based IDS.

For example, how would someone defend himself in a court if he cannot explain the underlying
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rules of a neural network? Anderson (2008) calls this redlining.

2.2.5.2 Guidelines

Cost Reduction
A way to reduce the false alarm rate and therefore the cost is to keep the scope narrow, that is,

to limit the types of intrusions an anomaly detector is trained to identify (Sommer & Paxson

2010). Kantchelian et al. (2013) propose the use of an ensemble of classifiers one for each family

of malicious behaviour. Each individual classifier generates a decision and the network operator

combines each of them to generate a final decision, which is likely to be more accurate since each

classifier specialises into detecting a specific family. Each classifier can use the same machine

learning technique or different classifiers for each family can be used. Google uses an ensemble

of classifiers for detecting malicious advertisements (Sculley et al. 2011). The drawback of this

approach is that although there has been some work on automated classification of instances to

families, deployed systems do so manually.

Another way to reduce the cost is to use aggregated features such as “number of connections

per source” or to average features over a period of time such as “volume per hour” in order to deal

with the diversity, variability and noise of network traffic. One type of machine learning-based

anomaly detection system that is indeed found in operational deployment is the one that takes into

consideration highly aggregated information (Sommer & Paxson 2010). Finally, a well-designed

machine learning algorithm could potentially reduce the false alarm rate. For example, a careful

inspection of the feature space will most likely reveal that some features are irrelevant, and some

are more relevant than others.

Evaluation
As already discussed the two publicly available datasets should not be used by current studies

since they are now more than a decade old. Researchers have turned into alternative approaches

(Sommer & Paxson 2010). One alternative is to use simulation. The advantage is that it is free of

privacy concerns. However, it is very difficult to realistically simulate Internet traffic. Another al-

ternative is to anonymise or remove sensitive information from captured data. However, anomaly

detectors often rely on information that had previously been removed during the anonymisation

process. Besides, there is always the fear that sensitive information can still be leaked.

Another option is to capture data from a small-scale lab. However, the traffic obtained is

different from the aggregated traffic seen upstream (where intrusion detectors are typically de-

ployed). Sommer & Paxson (2010) state that the “gold standard” is to obtain data from large-

scale environments. Even this choice suffers from some limitations. Specifically, data obtained

from large-scale environments lack information that had been filtered out or unintentionally lost.

Furthermore, such a dataset will contain a lot of noisy information. The important point here is

to realise that no evaluation method is perfect, and researchers always need to acknowledge the
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shortcomings of the approach they use.

Regarding the adversarial drift, the use of an ensemble of classifiers as discussed earlier can

help to tackle this issue (Kantchelian et al. 2013). An adversarial drift could theoretically be

arbitrarily radical, however in practice it is limited by the adversary’s resources. Typically dur-

ing a campaign, an adversary recycles techniques from previous ones and therefore a campaign

evolves slowly over time. For example, two different spam emails may attempt to sell the same

product under a different (misspelled) name. Due to their evolutionary nature campaigns can be

grouped into families where adversarial drift can be captured and organised into distinct trends.

It is often the case that attacks within the same family have a similar detection strategy.

Mind the Gap
The general advice here is to gain insight of the anomaly detector capabilities. Not only do

researchers need to determine why false positive alarms are generated (or not generated in case

of false negatives), but they also need to understand why it produces correct results. Consider the

following case from the 1980s (Sommer & Paxson 2010). A Pentagon’s project involved the use

of a neural network to detect pictures of tanks. The classifier was indeed identifying correctly

the pictures of tanks. However, it turned out the classifier was recognising the colour of the sky,

as all the pictures of tanks were taken on a cloudy day.

Furthermore, the use of an ensemble of classifiers as discussed earlier provides isolation

which closes the semantic gap (Kantchelian et al. 2013). Based on the assumption that malware

campaigns are most cost-effective using a single family, the use of multiple classifiers can isolate

malicious campaigns from one another and provide better understanding and accuracy to the

human expert. Multi-family attack is of course possible but the adversary is required to spend

more resources.

Finally, as discussed earlier redlining should be taken seriously in commercial systems as

such cases can contravene the European data protection law (Anderson 2008).

2.2.6 Next Generation Intrusion Defence

Cohen proved that the detection of viruses is as hard as the halting problem (Anderson 2008).

Therefore a perfect solution to the intrusion detection problem is not possible. Anderson (2008)

classifies security failures into two categories, the ones that cause errors and those which do

not. The first category of failures can be detectable (if we forget about Cohen’s proof). Failures

from the second category though, cannot be detected. Similarly, Ghorbani et al. (2010) state that

intrusion detection relies on the assumption that intrusive behaviours are distinguishable from

normal ones and can therefore be detected. Anderson (2008) states the following:

“In general, you must expect that an opponent will always get past the threshold if

he’s patient enough and either does the attack very slowly, or does a large number of

small attacks.”
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We have already discussed about the challenges of anomaly detection. Anderson (2008)

admits that there is room for much improvement, and predicts that future research will focus

on a fully coordinated monitoring between all network’s levels (backbone, local network, host)

and all levels of the protocol stack (network, transport, application). This prediction also applies

to intrusion response e.g. for firewalls. We believe that machine learning could contribute to

improve network defence by coordinating all these sensors and performing event correlation.

In addition, IDSs have been criticised for being passive, that is, no response action is executed

beyond triggering an intrusion alarm when a suspicious event is detected. The alarm draws the at-

tention of authority in order to decide accordingly for an appropriate response action. We further

believe that machine learning could play a key role towards automated intrusion response, where

we envision that novel response approaches could be learned. Such an autonomous defence

system could also learn to choose which response approach among many alternatives is more

suitable in different situations. Autonomous intrusion response gives rise to many challenges.

The next section focuses on distributed denial of service (DDoS) attacks where we examine and

discuss about all these new issues and challenges.

2.3 Distributed Denial of Service Attacks
DDoS attacks constitute a rapidly evolving and one of the most serious threats in the current Inter-

net. Numerous incidents have been reported over the years; a few noteworthy are mentioned here

(Greene 2011). In 2000 DDoS attacks brought high-profile websites like Yahoo, eBay, Amazon

and CNN to their knees. Interestingly, the attacks were launched from compromised machines

in governments, businesses, universities and organisations. In 2007, many Estonian websites

for government and banks were hit by DDoS attacks. Twitter and Facebook were affected by

DDoS attacks in 2009. Amazon servers were again hit by DDoS attacks in 2009 just a couple of

days before Christmas. Anonymous (a hacktivist group) targeted Visa, MasterCard and PayPal

in 2010, as a way to protest against the decision of the three to cut off WikiLeaks.

The average cost for an enterprise to defend against a DDoS attack is $2.5 million (Kerner

2013). Beyond the financial loss caused by DDoS attacks, victims also suffer loss to their reputa-

tion which results in customer dissatisfaction and loss of trust. Common motivations are political

and ideological hacktivism, vandalism, rivalries and extortion (Anstee et al. 2013).

The Arbor Network’s worldwide security survey conducted by Anstee et al. (2013) among

more than 290 companies and organisations reveals the following interesting findings:

1. 50% of the participants see 1-10 DDoS attacks per month, while 12% experience more

than 100.

2. The average size1 of a DDoS attack is 1.77 Gbps, while larger DDoS incidents are observed

1Size is calculated as the traffic rate (prior mitigation) that is directed towards the victim as typically measured in the
upstream (e.g. Internet Service Provider (ISP) network).
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in the range 2 to 10 Gbps (Kerner 2013). The largest DDoS attack reported in 2009, 2010

and 2013 was 49 Gbps, 100 Gbps and 309 Gbps respectively.

3. 62% of the attacks are currently less than 1 Gbps (Kerner 2013) and 88% of the attacks

last for less than an hour.

4. 62% of the participants have seen increased demand for DDoS protection from their cus-

tomers.

So what do these figures mean? As a result of the Internet’s popularity and usefulness, there

are many “interesting” targets and malicious (or simply ignorant) users that the DDoS threat is

not going to disappear on its own (Keromytis et al. 2002). DDoS attacks grow in sophistication,

frequency and size, and this demonstrates the need to adopt novel approaches to rapidly detect

and respond to DDoS attacks.

2.3.1 Architecture

A DDoS attack is a highly coordinated attack; the strategy behind it is described by the agent-

handler model (Douligeris & Mitrokotsa 2004; Specht & Lee 2004) as shown in Figure 2.5a.

The model consists of four elements, the attacker, handlers, agents and victim. A handler (or

master) and the agent (or slave or zombie or deamon) are hosts compromised by the attacker,

which constitute the botnet. Specifically, the attacker installs a malicious software on vulnerable

hosts to compromise them, thus being able to communicate with and control them. The attacker

communicates with the handlers, which in turn control the agents in order to launch a DDoS

attack. As of 2007, there are botnets with over half a million machines (Anderson 2008).

The basic agent-handler model can be extended by removing the handlers layer and allowing

communication between the attacker and agents via Internet Relay Chat (IRC) channels (Douli-

geris & Mitrokotsa 2004; Specht & Lee 2004) as shown in Figure 2.5b. A more recent extension

occurs at the architectural level, where the centralised control is replaced by a peer-to-peer archi-

tecture. These extensions make the DDoS problem orders of magnitude harder to tackle because

they offer limited botnet exposure, a high degree of anonymity and they provide robust connectiv-

ity.

According to Anderson (2008), the botnet’s compromised machines typically have the fol-

lowing life cycle. They are firstly used for targeted attacks. Then they are used for spamming.

Once spam filters are able to stop spam they are used for applications such as phishing. Finally,

they are used for DDoS attacks.

2.3.2 Taxonomy

Here we discuss material from the DDoS taxonomy proposed by Mirkovic & Reiher (2004). It

is the most popular and to our opinion the most complete taxonomy. Other popular taxonomies

include the ones by Douligeris & Mitrokotsa (2004) and Specht & Lee (2004).
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(a) Agent-Handler Model

(b) IRC-based Model

Figure 2.5: DDoS Architecture

2.3.2.1 Source Address Validity

An attacker can either use the real IP source address of the compromised agent machines or use

IP spoofing, that is, hiding their true identities by using a fake IP source address. According to

Anderson (2008), most attackers do not use IP spoofing anymore. It is now much more difficult

to send a packet with spoofed IP address using the Windows operating system. Furthermore, IP

spoofed packets can be stopped using filtering techniques which are described at a later section.

The most important reason however has to do with economics. Nobody came after the actual

attackers because no telecommunications company would give network access to a competitor.

Despite these reasons, DDoS attacks using spoofed addresses still occur. As already mentioned,

the largest DDoS attack reported in 2013 (309 Gbps) involved IP spoofing. Lastly, there exist

tools that forge all packet header contents (Hussain et al. 2003).
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2.3.2.2 Exploited Weakness

Depending on the exploited weakness DDoS attacks can be classified as semantic (or vulnerability-

based or low-rate) and brute-force (or flooding). Semantic attacks exploit a specific feature of a

protocol or its implementation by sending malformed packets. Brute-force attacks send a high

volume of seemingly legitimate requests to the victim which renders it incapable of providing

normal service to its legitimate users. It is important to note that there is a fine line between

the two since if a semantic attack is executed in volume, it can also be classified as brute-force

(although in this case its volume is typically lower compared to a solely brute-force attack).

A semantic attack can be stopped by modifying the exploited protocol or by deploying a local

filter (e.g. firewall). However, the firewall will not be able to stop brute-force attacks. Firstly

because it may become a target itself due to the large volume of traffic and secondly because it

will cause collateral damage, that is, when legitimate traffic is punished along the DDoS traffic.

As we will discuss later the victim must request help from upstream filters. The focus of the

thesis is on brute-force attacks.

A special type of brute-force attacks is the amplification (or reflector) attack. In an amplifica-

tion attack, the attacker exploits the broadcasting feature of an amplification (or reflector) device

such as a router or server. Specifically, the attacker sends to a number of amplifiers spoofed IP

packets with the source address set to the victim’s. These amplifiers will reply to the victim, thus

causing a DDoS flood. It is important to note that while IP spoofing is optional for the rest of the

DDoS attacks, it is a necessary requirement for amplification attacks.

According to Anderson (2008), “... the bad guys have turned increasingly to brute force ...

Instead of using a handful of compromised machines to send out clever attacks via amplifiers us-

ing spoofed source addresses, the bad guys simply burn thousands of end-of-life botnet machines

to send the bad packets directly. The rapier has been replaced with the Kalashnikov.” However,

DDoS amplification attacks still occur. As already mentioned, the largest DDoS attack reported

in 2013 (309 Gbps) was an amplification attack.

Examples of Semantic Attacks
A common attack is the TCP SYN flood which exploits the three-way handshake in order to

establish a TCP connection. The three-way handshake works as follows. A client sends a

SYN (synchronise/start) request to a server. The server sends back a SYN/ACK (synchron-

ise/acknowledge). The client then sends an ACK (acknowledge) in order to establish the TCP

connection. In a TCP SYN attack, the attacker initiates a large number of SYN requests that

never acknowledges. This leaves the server with too many half-open TCP connections and since

it has a limited buffer for connections, the server remains unresponsive to new requests from

legitimate users.

Slowloris (ArborNetworks 2010) is another common attack that opens HTTP connections

with a web server but then goes idle. It only transmits a small number of bytes to keep the con-
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nection open, but actually never completes the request (an example is the HTTP GET request).

The web server eventually will not be able to accept new requests from legitimate users.

An example of a malformed packet attack is when an attacker sends IP packets which con-

tain the same address for both the source and destination. The victim’s operating system cannot

handle this confusion and the victim’s machine crashes.

Examples of Brute-force Attacks
UDP flood is an example of a brute-force DDoS attack. The attacker sends a large number of

UDP packets to random or specific ports of the victim. When a UDP packet is received the victim

follows the next three steps. It first checks to see which application is listening to that port. The

victim observes that no application is listening to that port. Finally, the victim replies back with

an ICMP Destination Unreachable packet. If the victim receives a large number of UDP packets,

it will need to generate a large number of ICMP packets thus causing its machine to crash. If IP

spoofing is used the ICMP packets do not return back to the zombie machines.

Another example is the ICMP Ping flood attack. The attacker sends a large number of ICMP

Echo Request (ping) packets to the victim to check whether it is alive. The victim normally

replies back with ICMP Echo Reply (pong) packets. If the victim receives a large number of

ping packets, it will need to generate a large number of pong packets thus causing its machine to

crash.

Another common attack is the HTTP GET flood (ArborNetworks 2010). A GET request

is initiated to make a legitimate request for web server or application resources. The attacker

initiates a large number of HTTP GET requests that consumes a significant amount of the victim’s

resources, therefore the victim cannot respond to legitimate requests.

The first DDoS amplification attack observed is the Smurf attack. The zombies send ICMP

Echo Request (ping) packets to a number of amplification devices (e.g. routers) with the return

address spoofed to the victim’s IP address. The amplification devices send back ICMP Echo

Reply (pong) thus causing a flood towards the victim. We note that the amplifiers may also suffer

from the high load of requests.

2.3.2.3 Attack Rate Dynamics

The majority of DDoS attacks use a constant-rate mechanism where agent machines generate

packets at a steady rate. The DDoS impact is rapid but the large and continuous flood can be

easily detected. It is the most cost-effective method for the attacker since it requires a minimal

number of agent machines.

The attacker can also deploy a variable rate mechanism to delay or avoid detection and re-

sponse. An increasing-rate mechanism gradually increases the rate of the attack which causes a

slow exhaustion of the victim’s resources. Attacks can also use a fluctuating rate mechanism for

example a pulse attack. In a pulse attack the agent machines periodically start and resume the
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attack thus causing a periodic service disruption to the victim.

2.3.2.4 Persistence Agent Set

Typically the attacker deploys a constant agent set, that is, the attacker uses all the agent machines

in a similar manner. However, the attacker can split the available agent machines into a number

of groups. Groups can perform the same attack (e.g. constant-rate attack) or perform a different

attack (e.g. constant-rate and pulse attacks). Furthermore, groups can either all be simultaneously

active or just a subset of them.

2.3.2.5 Victim Type

Depending on the victim type DDoS attacks can target an application, host or network. A DDoS

attack can target a specific application on the victim host thus becoming inaccessible to legitimate

users. The detection of application-layer DDoS attacks is challenging for three reasons. Firstly,

they typically appear legitimate at the transport layer. Secondly because other applications can

still run normally (assuming that CPU is fairly shared among them) and lastly because a defence

system must monitor each individual application. Application-layer DDoS attacks are mostly

semantic and have usually a small volume. There has been an increase lately of this type of

attacks due to the adoption of cloud computing (ArborNetworks 2010; Armbrust et al. 2010).

DDoS attacks can also target the victim host itself or its network such as a router or bottleneck

link. Also, DDoS attacks can target the infrastructure of e.g. an ISP network or even of the

Internet such as DNS servers and core routers. These attacks are usually brute-force i.e. they rely

on volume and not on packet contents. Therefore they are easier to detect but as we will discuss

later the victim must request help from upstream.

2.3.2.6 Victim Impact

Depending on the impact on the victim, DDoS attacks can be classified as disruptive or degrading.

Disruptive attacks attempt to bring down the victim and completely deny service to its legitimate

users. According to Mirkovic & Reiher (2004), all reported attacks belong to the first category.

Depending on the possibility of recovery during or after an attack, a disruptive DDoS attack

can be further classified as human-recoverable, self-recoverable or non-recoverable. Human-

recoverable attacks require the intervention of the human operator. An example is when a DDoS

attack causes the victim machine to crash or freeze and the human operator needs to reboot or

reconfigure it. In the case of self-recoverable attacks the victim is equipped with mechanisms

to recover without the intervention of the human operator. Non-recoverable attacks cause a per-

manent damage to the victim’s hardware that requires replacement.

Degrading attacks attempt to degrade the service provided by the victim to its legitimate

users, rather than completely denying the service. For example a degrading attack would cause

the victim to provide a slower average service to its legitimate users. This could lead to customer

dissatisfaction and therefore some of the customers could change a service provider. Moreover,
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the victim could spend money to upgrade its servers in order to meet the false demand. Degrading

attacks are not popular since they cause an indirect damage to the victim. However, it is much

more difficult to detect them and according to Mirkovic & Reiher (2004) the majority of defence

techniques would fail to address this type of attack.

2.3.3 Defence Characteristics

2.3.3.1 Challenges

The DDoS threat is challenging for many reasons, including the following (Mirkovic et al. 2003).

Firstly, the traffic flows originate from agent machines spread all over the Internet, which they all

aggregate at the victim. Furthermore, the volume of the aggregated traffic is really large which

is unlikely to be stopped by a single defence point near the victim. Also, the number of com-

promised agent machines is large, thus making an automated response a necessary requirement.

Moreover, DDoS packets appear to be similar to legitimate ones, since the victim damage is

caused by the total volume and not packet contents. A defence system cannot make an accurate

decision based on a packet-by-packet basis. It requires the defender to keep some statistical data

in order to correlate packets and detect anomalies, for example, “all traffic directed towards a

specific destination address”. Lastly, it is very difficult to traceback, that is, to discover even the

agent machines, let alone the actual attackers, firstly because of the DDoS architecture model,

and secondly because of IP spoofing.

It is evident that, to combat the distributed nature of these attacks, a distributed and coordin-

ated defence mechanism is necessary where many defensive nodes across different locations

cooperate in order to stop or reduce the flood.

2.3.3.2 Deployment Location

Figure 2.6 shows an abstract view of the Internet. It depicts the Internet backbone or core, four

ISP networks ISP1-ISP4, six ISP customer networks N1-N6 and seven host machines H1-H7.

Routers are denoted by circles. Hosts H2-H7 are compromised zombie machines which perform

a DDoS attack at the victim H1. Defence can be deployed at the victim, intermediate or source

networks.

Victim
Traditionally defence is deployed at the victim network. In Figure 2.6 the victim network is

shown by N1. This is the place which suffers most from the DDoS impact and of course the

victim is the most motivated to deploy and bear the cost of the defence mechanism. However,

victim-end defence cannot stop a brute-force DDoS attack because it can become a target itself

and can also inflict collateral damage because of the heavily aggregated traffic. Examples of

victim-end defence include the IDS and the firewall (Ferguson 2000).
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Figure 2.6: Abstract View of the Internet

Intermediate
In this case the victim requests (typically by providing a payment) from upstream networks to

respond to the DDoS attack. In Figure 2.6 the intermediate network is ISP1. Depending on the

collaboration degree it can also include the areas of Core and ISP2-ISP4, although it’s question-

able whether such collaboration can be achieved due to security and policy issues (Keromytis

et al. 2002; Ioannidis & Bellovin 2002). Nevertheless, currently it seems that intermediate-end

defence is a promising and plausible solution. An example of intermediate-end defence is route-

based distributed packet filtering (Park & Lee 2001).

Source
In this case the source networks are requested to respond to the DDoS attack. In Figure 2.6

the source networks are N2-N6. This definitely constitutes the ideal solution to the DDoS prob-

lem since it is tackled directly at its origins (Mirkovic & Reiher 2004). However, motivation

for source-end defence is very low; someone may be willing to spend money to protect himself

against DDoS attacks, but he is much less prepared to pay to stop Amazon or Microsoft from

being attacked (Yan et al. 2000). Nevertheless, we believe that if source-end DDoS defence is

not enforced by legislation, such techniques seem rather unrealistic. An example of source-end

defence is D-WARD (Mirkovic et al. 2002).
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Figure 2.7: DDoS Defence Taxonomy

Multiple
Defence can be deployed in multiple places in order to take advantage of the benefits each loc-

ation offers. Examples include Pushback (victim-end, intermediate-end) (Mahajan et al. 2002),

Router Throttling (victim-end, intermediate-end) (Yau et al. 2005) and DefCOM (victim-end,

intermediate-end, source-end) (Mirkovic et al. 2005).

2.3.4 Defence Techniques

In figure 2.7 we present a taxonomy of DDoS defence approaches based on the one proposed by

Mirkovic & Reiher (2004). For each approach we describe representative mechanisms. Defence

mechanisms are classified into three high-level categories, namely, intrusion prevention, intrusion

detection and intrusion response.

2.3.4.1 Intrusion Prevention

Preventive mechanisms attempt to eliminate the possibility of an attack happening, or help the

victim tolerate the attack without affecting its legitimate users.

Legislation
In early 2000s, extortion was a popular reason for the bad guys to perform DDoS attacks against

bookmakers (Anderson 2008). The problem of extortion was fixed because of two non-technical

reasons. Firstly the bookmakers got together and decided never again to pay any ransom and

secondly three men were sent to prison for eight years.

Legislation is a complex matter. For example how do you handle online activism? If thou-

sands of people send email to the government to protest against a decision, is this a DDoS attack

(Anderson 2008)? Or how do you enforce source-end defence? It has been proposed that the

owners of compromised machines should pay for the damage they cause (Yan et al. 2000). How-
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Figure 2.8: Distributed Route-based Filtering (Park & Lee 2001)

ever, achieving this remains an open question and may require fresh legislation that may vary

from one country to another.

Management
Management mechanisms are about keeping your system’s state in such a way that the possibil-

ity of being compromised (and thus taking part in an attack) or becoming a victim is minimised.

Such mechanisms include keeping your system up-to-date by applying security patches, disabling

unused services and disabling amplifiers (Douligeris & Mitrokotsa 2004).

Filtering
Filtering mechanisms drop network packets according to specific rules or criteria. A popular

mechanism is the ingress filtering (Ferguson 2000) which monitors and blocks harmful inbound

traffic to enter a network, for example dropping a packet whose IP address does not belong to

a known domain prefix. Similarly egress filtering (Brenton 2007) monitors and blocks harmful

outbound traffic, for example blocking a spoofed IP packet from leaving the network.

Route-based distributed packet filtering (Park & Lee 2001) is a technique aiming to stop

spoofed IP packets based on route information. The technique is best described through an

example. Figure 2.8 shows nine nodes which represent different autonomous systems ASs (an

AS is a region under common administrative control). It also depicts with arrows all the possible

routes to node 9 assuming a single path from any node to another. For simplicity we consider a

single attacker in node 1 performing a DoS attack to the victim in node 9. Therefore, the actual

attacker’s route to the victim is 1, 2, 3, 5, 8 and 9. Without route-based packet filtering the

attacker can disguise himself with IP addresses from nodes S = {0,1,2,3,4,5,6,7,8}.
When route-based packet filtering is deployed at node 8, the possible spoofable address space

is now S={0,1,2,3,4,5}. Consider the case where the attacker disguises himself with an IP address

from node 6. The filter deployed at node 8 - if aware of the topology - expects the packet to arrive

from node 7. However the packet reaches node 8 from node 5 and hence it is discarded. With

distributed filtering at node 3 the spoofable address space becomes S={1,2}. Consider the case

where the attacker disguises himself with an IP address from node 4. The filter at node 3 does

not expect any packets from node 4 therefore it is discarded.
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Interestingly the approach is very effective in partial deployment. Deployment at only 18%

of autonomous systems would have a major impact on DDoS traffic. The drawback of this ap-

proach is that filters require to know the network topology, and assuming they do, they also need

to update it since the topology changes over time (Douligeris & Mitrokotsa 2004).

Resource Accounting
Resource accounting (Mirkovic & Reiher 2004) mechanisms regulate a user’s access to resources

according to his privileges or behaviour. A popular mechanism is the Secure Overlay Services

(SOS) architecture (Keromytis et al. 2002); an overlay network is a set of nodes which com-

municate with one another atop of the underlying network. SOS allows communication with a

server only with confirmed users. A user’s packets need to be authenticated and authorised by

SOS, before they are allowed to flow through the overlay to the server. Effectively, the overlay

hides the server’s location and drops illegitimate traffic. A drawback of this approach is that SOS

routes packets through a series of overlay nodes which introduces a latency which is far from

minimal.

Another limitation of SOS is that only pre-authorised users can access the server. In general,

providing access only to pre-authorised users has the following limitations (Iyengar et al. 2010).

Firstly, it may deter clients from using the service. Secondly, it may not be feasible to create a

list of all users authorised to use a service. For example, this is the case for open e-commerce

websites like eBay or Amazon. Lastly, it is difficult to ensure that authorised users will indeed

behave benignly.

Some resource accounting mechanisms include challenge-based or “proof-of-work” approaches

such as cryptographic puzzles. In (Feng & Kaiser 2012), a website’s URL (HTML) tag is up-

dated to include a cryptographic puzzle. More malicious clients are presented with more difficult

puzzles based on historical data and the current server load. When a client’s browser finds such

a protected link it runs a server provided script (using JavaScript), to provide a solution to the

puzzle. Depending on the solution, the client is assigned a priority level and service is provided

accordingly. A limitation of this approach is that it cannot handle brute-force DDoS attacks.

Resource accounting mechanisms also include quality of service (QoS) regulation. In (Iy-

engar et al. 2010), a client first contacts a challenge server to obtain a puzzle. Upon successful

solution it receives an initial trust token. Trust tokens encode the QoS level the client is eligible

to receive from the protected server. A client’s token is included in all the future requests to the

server. A client that presents a valid token will be served at the priority level encoded in the

token. The server updates the client’s priority level based on its recent requests and the amount

of server resources they have consumed. A limitation of this approach is that it cannot handle

brute-force DDoS attacks.
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Resource Multiplication
Resource multiplication (Mirkovic & Reiher 2004) mechanisms provide a very large amount

of resources to enable the victim to tolerate the attack. The typical approach is load balancing

(Douligeris & Mitrokotsa 2004), where network providers increase the bandwidth on critical

infrastructure connections to prevent them from going down.

These mechanisms raise the bar on how many machines need to be compromised for an

effective DDoS attack, but they are very expensive (Mirkovic & Reiher 2004). So far these

mechanisms have been proved sufficient for those who can afford the cost (Mirkovic & Reiher

2004). However, there are continuing worries that gigantic DDoS attacks originating from mon-

ster botnets will occur in the future (Anderson 2008).

2.3.4.2 Intrusion Detection

Preventive mechanisms are important and essential, but they are not perfect. Furthermore, “it’s

often cheaper to prevent some of the attacks and detect the rest than it is to try to prevent

everything” (Anderson 2008). Intrusion detection monitors the logs and network traffic, and

triggers an intrusion alarm if a malicious or suspicious behaviour is detected.

Misuse Detection
Misuse or signature-based detection aims at identifying already known attacks by monitoring the

traffic for signatures i.e. known characteristics of attacks. The disadvantage of this approach is

that it cannot uncover novel intrusions. Pattern matching approaches are commonly used for mis-

use detection. Snort (Roesch 1999) is a well-known defence system which uses misuse detection.

Anomaly Detection
Anomaly detection aims at uncovering novel attacks by attempting to define or learn a notion

of normal network activity; any activity which deviates from the normality profile is marked as

intrusive. The disadvantage of this approach is that it usually suffers from a high rate of false pos-

itives and negatives. Anomaly detection typically makes use of advanced statistical techniques

or machine learning. Machine learning anomaly detection techniques have been described and

discussed in a previous section.

Hussain et al. (2003) state that the IP packets that have appeared after the DDoS impact are

more likely to be illegitimate. Recall that the attacker activates the handlers, which in turn activate

the zombie machines. When the traffic is observed near the victim, the activation processes will

result in a ramp-up of the attack intensity. This is because of the variation in path latency, along

with weak synchronisation of zombie machines’ local clocks. However, this method is not robust

since an intelligent attacker can create an artificial ramp-up.

D-WARD (Mirkovic et al. 2002) is an example of a system which uses statistical anomaly

detection at the source network. It monitors two-way traffic statistics and compares them against
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Algorithm 1 Basic Packet Marking (BPM)

// Packet marking procedure
for each router R do

for each packet w do
append R to w

end for
end for

// Path reconstruction procedure at victim
for any packet w from attacker do

extract path (Ri..Rj) from w
end for

a normal traffic model consisting of a set of thresholds, for example the maximum allowed send-

ing rate per flow is UDPrate. D-WARD can suffer from a high rate of false alarms since the

distinction between legitimate and DDoS traffic at the source network is challenging. Also, the

heavy statistics gathering and per-packet processing is expensive and can introduce overhead and

delays, although at the source network D-WARD will most likely experience moderate traffic

volumes.

2.3.4.3 Intrusion Response

Response mechanisms aim at mitigating the DDoS impact on the victim, while keeping collateral

damage levels to a minimum.

Traceback
Traceback mechanisms aim at identifying the agent machines responsible for the attack. The

most popular traceback technique is packet marking where upstream routers mark IP packets so

the attack route can be reconstructed (Savage et al. 2000). The Basic Packet Marking (BPM)

appends each router’s address to each packet as it traverses from the attacker to the victim. As a

result, each packet arriving at the victim contains a complete list of the routers it traversed i.e. an

attack path. The BPM algorithm is shown in Algorithm 1.

BPM has the following limitations; it infers router overhead and has a high demand for per-

packet space requirement. To deal with these issues, Probabilistic Packet Marking (PPM) was

introduced where routers probabilistically mark IP packets. After a sufficient number of trials the

victim is able to reconstruct the attack route using the partial path information.

Packet marking attempts to automate the tedious manual process of traceback, where a net-

work administrator used to contact his ISP to provide him with all the necessary information

to identify the sources of an attack. Traceback can be very expensive though and it is virtu-

ally impossible to trace due to the large number of attack paths (Papadopoulos et al. 2003). It

is also questionable whether it is useful to spend large amounts of resources to traceback and
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identify individual zombies when the actual attackers continue to operate unnoticed and uninhib-

ited (Papadopoulos et al. 2003). This is not to say that traceback is not useful. On the contrary,

it is necessary for identifying compromised hosts but it may not be suitable as the first line of

defence.

Reconfiguration
Reconfiguration mechanisms alter the topology of the network in order to add more resources

or isolate the attack traffic. XenoService (Yan et al. 2000) is a replication mechanism and works

as follows. A number of ISPs install Xenoservers that offer web hosting services. A website is

monitored and if reduction in the quality of service is experienced due to a surge in demand, the

website is replicated to other Xenoservers. The attacker needs to attack all replication points in

order to deny access to the legitimate users.

Replication techniques have the following limitations (Keromytis et al. 2002). They are not

suitable in cases where information needs to be frequently updated (especially during an attack)

or it is dynamic by nature (e.g. live audio or video stream). If sensitive information security is

a major concern, engineering a solution that replicates sensitive information without any “leaks”

is very challenging.

Filtering
Filtering mechanisms use information provided by the intrusion detectors to filter out i.e. to

completely drop the attack traffic. Such an example is the following. Work conducted by Jung

et al. (2002) reveals that during a DDoS attack to a website, most sent requests were generated

by IP addresses that did not appear before. For example for the CodeRed worm only 0.6-14% of

the IP addresses appeared before2.

Taking into consideration these findings Peng et al. (2003) proposed history-based filtering.

An IP address database is maintained storing the addresses of previous successful connections.

When the victim network or website experiences a high level of congestion, incoming packets

whose address is not in the database are filtered out.

The major drawback of this approach is that if an attacker becomes aware of this scheme, he

could mislead the system to include IP address of the zombie machines in the database. And of

course, there is always the possibility that a previously legitimate user has become one of the bad

guys. Furthermore, collateral damage is unavoidable as new legitimate users or legitimate users

that haven’t been seen for a while will be punished as well.

Some commercial products also belong to this category like the Arbor PeakFlow (ArborNet-

works 2014). Mirkovic & Reiher (2004) state that unless the traffic characterisation from the

detection module is very accurate, the attackers might leverage such mechanisms as denial of
2The CodeRed worm appeared in June 2001. The first phase of its operation was to infect machines and turn them

into zombies. More than 359000 machines were infected in just fourteen hours (Moore et al. 2002). The second phase
was to launch a DDoS attack against the White House’s website.
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service tools.

Rate-limiting
Rate-limiting mechanisms drop some fraction of the network traffic as opposed to completely

filtering it out. These mechanisms are typically used when the detection mechanism cannot

precisely characterise the attack traffic i.e. when attack signatures cannot be derived. We are

very interested in distributed rate-limiting approaches which are discussed in the next section.

2.3.5 Distributed Rate-limiting

This section describes three popular distributed and cooperative rate-limiting mechanisms, namely,

Pushback, Router Throttling and DefCOM.

2.3.5.1 Pushback

The first and most influential work in the field is the Pushback mechanism proposed by Mahajan

et al. (2002). Firstly, the authors define the aggregate as the traffic that is directed towards a

specific destination address i.e. the victim (note that source addresses cannot be trusted because

hosts can spoof traffic, disobey congestion signals etc). The authors view a DDoS attack as a

router congestion problem. A local Aggregate-based Congestion Control (ACC) agent is installed

on the victim’s router which monitors the drop history. If the drop history deviates from the

normal3, the local ACC reduces the throughput of the aggregate by calculating and setting a

rate-limit.

Completely shutting off the aggregate traffic is not allowed by the authors. The reason being

that the aggregate traffic likely contains some legitimate traffic as well, and therefore dropping

all the aggregate traffic facilitates the task of the attacker, which is to deny legitimate users access

to the victim’s service.

Pushback is a cooperative mechanism consisting of many ACC agents. The local ACC can

optionally request from adjacent upstream ACC routers to rate-limit the aggregate according to a

max-min fashion, a form of equal-share fairness, where bandwidth allocation is equally divided

among all adjacent upstream routers. The max-min fairness algorithm is shown in Algorithm 2

(McKeown 2008).

Consider for example three contributing links with arrival rates of 2, 5 and 12 Mbps, and that

the desired arrival rate from these links is 10 Mbps. The limits sent to each of the contributing

links are 2, 4 and 4 Mbps respectively4. The general idea is that if a link carries more aggregate

traffic is more likely to contain attack traffic. Rate-limiting is revised periodically. Of course,

3The authors distinguish between typical congestion levels (e.g. observed during peak times) and unusual or serious
congestion levels caused by DDoS attacks (although serious congestion can occur due to other reasons as well e.g. a fiber
cut).

4A popular alternative is the proportional-share fairness where bandwidth is allocated according to the needs of the
contributing links. In the same example the limits sent to each of the contributing links would be 1.05, 2.63 and 6.32
Mbps.
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Algorithm 2 Max-min Fairness

N flows share a link with capacity C.
Flow f wishes to send at a rate of W (f) and is allocated a rate of R(f).
repeat

Pick the flow f with the smallest requested rate
if W (f) ≤ C/N then
R(f) = W (f)

else
R(f) = C/N

end if
N = N − 1
C = C −R(f)

until N = 0

max-min fairness is a generic notion and in practice rate-limits will be heavily guided from ISP

policies such as tariff payments (Mahajan et al. 2001; Yau et al. 2001).

Rate limiting of the aggregate recursively propagates upstream towards its sources in a hier-

archical fashion (incidentally providing a form of traceback). This is shown in Figure 2.9 where

link L0 is highly congested due to a high-bandwidth aggregate. Local ACC R0 can protect the

traffic from L1 − L3 that does not belong to the aggregate (i.e. traffic directed towards destin-

ations other than the victim). However it cannot protect the (likely) legitimate traffic within the

aggregate from L1. Therefore, Pushback will propagate from R0 to R2 and R3 and then to R4

and R7 and as a result aggregate traffic from L1, L5 and L6 will be protected. However, legit-

imate traffic arriving at router R4 will be punished along the attack traffic. An implementation

of the Pushback mechanism is presented in (Ioannidis & Bellovin 2002). Pushback deployed by

an ISP would be more effective if agreements with its peering ISPs are made on how to honour

Pushback requests.

The major limitation of Pushback is that it still causes collateral damage, that is, when le-

gitimate traffic is rate-limited along with the attack traffic. This is because the resource sharing

starts at the congested point (i.e. R0 in Figure 2.9), where the traffic is highly aggregated and

contains a lot of legitimate traffic within it. Moreover, Pushback is not effective in cases where

attackers are uniformly distributed across the inbound links e.g. amplification attacks. In these

cases the mechanism cannot concentrate rate-limiting on the malicious traffic.

Another limitation is that Pushback introduces heavy responsibilities to routers. A router is

responsible for calculating rate-limits and sending request messages to its upstream peers; the

upstream router applies the rate-limit upon receipt of the message. An upstream router sends a

status message to its downstream router to report the arrival rate of the aggregate. Downstream

routers send refresh messages so that upstream routers keep rate-limiting the aggregate.
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Figure 2.9: Illustration of Pushback (Mahajan et al. 2002)

2.3.5.2 Router Throttling

Another popular work is the Router Throttling mechanism by Yau et al. (2005). The authors view

the DDoS attacks as a resource management problem, and they adopt a victim-initiated approach

which according to Douligeris & Mitrokotsa (2004), similar techniques to throttling are used by

network operators.

Recall that the aggregate is defined as the traffic that is directed towards a specific destination

address i.e. the victim (note that source addresses cannot be trusted because hosts can spoof

traffic, disobey congestion signals etc). The mechanism is described as follows. When a server

operates below an upper boundary Us, it needs no protection (this includes cases of weak or

ineffective DDoS attacks). When the server experiences heavy load, it requests from upstream

routers to install a throttle on the aggregate. In case the server load is still over the upper boundary

Us, the server asks from upstream routers to increase the throttle. If the server load drops below a

lower boundary Ls, the server asks the upstream routers to relax the throttle. The goal is to keep

the server load within the boundaries [Ls, Us] during a DDoS attack. Lastly, if the server load

is below Ls and the next throttle relaxation raises it by an insignificant amount (i.e. less than ε)

then the throttle is removed.

The set of all routers is given by R. Defence routers are determined by a positive parameter

integer k, and are given by R(k) ⊆ R, which is defined as the set of routers that are either k

hops away from the server, or less than k hops away but are directly attached to a host. The

effectiveness of throttling increases with an increasing value of k, provided that routers in R(k)

belong to the same administrative domain (e.g. ISP) or collaborative ones. Consider for example

the network topology shown in figure 2.10. It depicts a set of host machines represented by

squares and a set of routers represented by circles. The host machines are traffic sources towards
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Figure 2.10: Illustration of Router Throttling (Yau et al. 2005)

the victim server denoted by S. The set R(3) represents the deployment locations which are

depicted by the shaded circles. The bottom router is included in the set R(3), although it is only

2 hops away, because it is directly attached to a host.

Yau et al. (2005) present the Baseline throttling algorithm in which all upstream routers in

R(k) throttle traffic towards the server, by forwarding only a fraction of it. The algorithm is

shown in Algorithm 3 and we will describe it through an example. In the topology shown in

Figure 2.10 the number above each host denotes the current rate at which it sends to server S.

Let Ls = 18, Us = 22, α = 1/2 and β = 0.05. Table 2.1 shows the trace of the throttle

fraction for the Baseline algorithm. Initially the server experiences a total load of 59.9 which is

way above Us. The algorithm is invoked and causes each upstream router to drop a fraction of α

i.e. half of their aggregate traffic. In the next round, a further reduction causes the server load to

drop to 14.975 which is below Ls. The throttle is then relaxed by increasing it by β. The throttle

is once more relaxed to reach 20.965 i.e. within [Ls, Us]. At this point the forwarding rates at

each upstream router are 8.708, 0.077, 5.4285, 6.2055, 0.2135 and 0.3325 respectively. Notice

that the Baseline algorithm penalises all upstream routers equally, irrespective of whether they

are well behaving or not.

The authors then propose the AIMD (additive-increase/multiplicative-decrease) throttling al-

gorithm, which installs a uniform leaky bucket rate at each upstream router in R(k) that achieves

level-k max-min fairness. The algorithm is shown in Algorithm 4. We will use the same example

topology shown in Figure 2.10 to describe the algorithm. Table 2.2 shows the trace of the throttle

rate for the AIMD algorithm. The throttle is initialised to rs = (Ls +Us)/4 = 10 and we use an
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Algorithm 3 Baseline Router Throttling
ρlast = −∞
while (1) do

monitor traffic arrival rate ρ for time window w
if (ρ > Us) then

// throttle not enough; further restrict throttle rate
send reduction signal to R(k)

else if (ρ < Ls) then
// throttle too strong
if (ρ− ρlast < ε) then

remove rate throttle from R(k)
break

else
// relax throttle
ρlast = ρ
send increase signal to R(k)

end if
else

break
end if

end while

Round Throttle Fraction f Server load

59.900
1 0.5 29.950
2 0.25 14.975
3 0.30 17.970
4 0.35 20.965

Table 2.1: Throttle Fraction f for the Baseline Algorithm

additive step δ = 1. Initially, when the algorithm is invoked it sends a throttle of 10 and brings

the server load to 31.78. Since it is still higher than Us the throttle is halved and drops below

Ls to 16.78. The throttle is then increased by δ and the server load becomes 19.78 which is

within the desired limits [Ls, Us]. At this point the forwarding rates at each upstream router are

6, 0.22, 6, 6, 0.61 and 0.95 respectively. This is a max-min fairness allocation at level-k. Notice

that legitimate users are less affected compared to the Baseline algorithm. Notice that a careful

parameter configuration is required; for example, had the additive step parameter been different,

the trace of the throttle rate would also be different.

The AIMD throttling approach is effective in experiments involving both UDP and TCP

traffic. TCP is interesting because the achieved throughput by a host depends on the rate at

which ACKs are returned from the victim server; experiments show that the rate of successfully

processed host requests during a DDoS attack is close to the original host request rate without an
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Algorithm 4 AIMD Router Throttling
ρlast = −∞
rs = (Ls + Us)/f(k)
while (1) do

monitor traffic arrival rate ρ for time window w
send rs throttle to R(k)
if (ρ > Us) then

// throttle not enough; further restrict throttle rate
rs = rs/2

else if (ρ < Ls) then
// throttle too strong
if (ρ− ρlast < ε) then

remove rate throttle from R(k)
break

else
// relax throttle
ρlast = ρ
rs = rs + δ

end if
else

break
end if

end while

Round Throttle Rate rs Server load

59.900
1 10 31.78
2 5 16.78
3 6 19.78

Table 2.2: Throttle Rate rs for the AIMD Algorithm

attack.

AIMD Router Throttling has two advantages over Pushback. It is more of an end-to-end ap-

proach initiated by the victim while Pushback is more of a hop-by-hop approach and therefore

collateral damage is significantly reduced. Furthermore, routers have more simplified responsib-

ilities compared to Pushback.

The approach has the following limitations though. Router Throttling (like Pushback) is

not effective in the case of non-aggressive or “meek” attackers i.e. where an attacker’s sending

rate is similar to the rate of a legitimate user. The authors admit that “... our solution is then

mainly useful in ensuring that a server under attack can remain functional within the engineered

load limits” (Yau et al. 2005). In this case throttling fails to differentiate between legitimate

and attack traffic and severe collateral damage is caused. However, this requires that an attacker

compromises and recruits a considerably higher number of host machines (zombies) in order to
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launch an attack of the same effect.

Furthermore, the approach can suffer from stability problems because of system oscillations

in order to settle the aggregate load to a desired level within the lower Ls and upper Us boundar-

ies. Even if the system does not suffer from stability problems, it still requires a number of oscil-

lations which can cause an increase in the time required for the aggregate load to settle within the

desired range. Performing throttling becomes challenging as the range [Ls, Us] becomes smaller.

Lastly, router Throttling is victim-initiated, that is, the victim controls and sends the throttle

signals to the upstream routers. However, it is based on the assumption that either the victim

remains operational during a DDoS attack or that a helper machine is introduced to deal with the

throttle signalling. The first assumption can be violated in a real-world scenario. As far as the

second assumption is concerned, the helper machine can also become a target of the attack. In

essence, the problem may arise because the existing throttling approach is victim-initiated i.e. it

has a single point of control. In other words, although it offers a distributed response, it is still a

centralised approach.

2.3.5.3 DefCOM

According to Mirkovic et al. (2003, 2005) and Oikonomou et al. (2006) an effective DDoS de-

fence must have three characteristics; these are accurate detection, effective response and traffic

profiling. Accurate detection refers to the ability of spotting any signs of victim’s service degrad-

ation. Effective response refers to the ability of reducing the DDoS flood to manageable levels.

Traffic profiling refers to the ability of differentiating between legitimate and attack traffic. This

is typically achieved by the incorporation of an anomaly detection/traffic differentiation compon-

ent. Note that Pushback and Router Throttling lack the traffic profiling functionality.

Furthermore the authors propose that attack detection should occur at the vicinity of the

victim since it will most accurately spot any service degradation. Attack response should not

occur at the victim network since it can be overwhelmed by large floods. Both intermediate-

end and source-end response are good choices but the authors propose the former as it typically

requires less deployment points. Traffic profiling is expensive since it relies on heavy statistics-

gathering and per-packet processing. The authors propose traffic profiling to be held in source

networks since they experience moderate traffic volumes.

Mirkovic et al. (2003, 2005) and Oikonomou et al. (2006) propose DefCOM which combines

D-WARD (Mirkovic et al. 2002) classifiers (described earlier in section 2.3.4.2) for traffic dif-

ferentiation. We illustrate its operation through the example shown in Figure 2.11. It depicts the

victim node V , three legitimate nodes A, B and D, two attack nodes E and F , two D-WARD

classifiers C1 and C2, a rate-limiter RL and an alert generator AG.

When the victim experiences service disruption it sends an alarm message to all nodes parti-

cipating in the DefCOM overlay. In our example the alert generator AG sends an alarm message

to RL, C1 and C2. These nodes deploy secure packet stamping to form parent-child relation-
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Figure 2.11: Illustration of DefCOM (Mirkovic et al. 2005)

ships thus constructing the traffic tree with the victim being the root. The traffic tree with root

AG is shown by the dotted lines. Note that a parent and child may not be adjacent i.e. their

distance may be more than a hop away.

The rate-limits are propagated from the victim to the rate-limiters (intermediate nodes), and

then from the rate-limiters to the D-WARD classifiers (source nodes). This is similar to the

Pushback mechanism. In our example, rate-limits are propagated from AG to RL, and from RL

to C1 and C2.

Each D-WARD node stamps a packet as legitimate or monitored. Since a classifier has to

obey the rate-limit imposed by its parent node, it dedicates the bandwidth to packets marked as

legitimate and if there is some bandwidth left it will allow some monitored packets to leave the

source network (so a classifier has the rate-limiting functionality as well). In our example, clas-

sifier C1 will stamp packets from node A as legitimate and packets from node E as monitored.

Since it must obey the rate-limit imposed by RL, it will dedicate its bandwidth to node A and

the rest, if available, to node E.

The intermediate nodes (rate-limiters) also must obey the rate-limit imposed by their parent

nodes. Each rate-limiter dedicates bandwidth to packets marked as legitimate, then to packets

marked as monitored (since they have already been policed/rate-limited at D-WARD nodes), and

then to unstamped packets. In our example, node RL must obey the rate-limit imposed by AG.

It will dedicate its bandwidth to packets from A and B (marked as legitimate), then to packets

from E (marked as monitored and already policed/rate-limited at D-WARD node C1), and then

to D and F . Unstamped legitimate traffic from D suffers, but this gives a motive to its network

administrator to amend the situation by deploying a D-WARD classifier.

DefCOM outperforms the Pushback mechanism because it incorporates an anomaly detec-

tion/traffic differentiation component (D-WARD) which minimises collateral damage. However

it has the following limitations. It is mostly effective in full deployment, but this is unlikely to

happen (unless enforced by legislation) since it requires the participation of source networks.
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Furthermore, it is extremely difficult for the traffic profilers i.e. D-WARD classifiers to differen-

tiate between legitimate and attack traffic firstly because they reside at the source networks, and

secondly because there is no coordination between the traffic profilers since D-WARD classifiers

are independent of each other. Lastly, there are security concerns regarding malicious classifiers.

2.4 Summary
DDoS attacks present an incredibly complex problem. As discussed, preventive mechanisms

(such as the firewall) are essential but imperfect, and therefore not adequate for solving the prob-

lem (Anderson 2008). Many response mechanisms have been proposed but each only partially

tackles the problem. For instance, replication techniques are not suitable under conditions of dy-

namic and/or sensitive information, while traceback techniques have been criticised for not being

suitable as the first line of defence (Papadopoulos et al. 2003).

Distributed rate-limiting has been shown to be a promising approach to respond to brute-

force DDoS attacks. However, as discussed, existing approaches (such as Router Throttling (Yau

et al. 2005)) come with limitations. Multiagent reinforcement learning is a serious candidate for

a novel distributed rate-limiting approach that tackles these limitations and offers new benefits.

Despite the elegant theory behind temporal difference learning and the different approaches to

tackle scalability (described in Section 2.1.5), MARL still experiences difficulties when scaling-

up to real-world applications. There have only been a limited number of successful large-scale

applications such as playing backgammon (Tesauro 1994) and robotic soccer (Stone et al. 2005),

and more recently air traffic management (Tumer & Agogino 2007) and distributed sensor net-

works (HolmesParker et al. 2013; Colby & Tumer 2013).

Scalability is one of the most important aspects of a RL-based mechanism, since a non-

scalable system will never be considered, let alone adopted, for wide deployment by a company

or organisation. Furthermore, it should be apparent by now that coordination among the learning

agents is a recurring issue. As discussed, communication between learning agents is not always

possible or desirable. Therefore, decentralised coordination is a major challenge in multiagent

learning.

The goal of our work is to design a decentralised coordinated agent-based defensive system

which is highly scalable and effective to realistic DDoS attack scenarios.



CHAPTER 3

Multiagent Router Throttling

This chapter introduces Multiagent Router Throttling, a novel agent-based distributed approach

to router throttling for responding to DDoS attacks. Multiagent Router Throttling consists of

multiple independent reinforcement learning installed on a set of upstream routers, and each

agent learns to rate-limit or throttle traffic towards a victim server.

The chapter starts by describing the network model used throughout this thesis and states

any assumptions made. It then presents the architecture and provides the design details of our

proposed approach. One of the novel characteristics of our approach is that it has a decentralised

architecture and provides a decentralised coordinated response to the DDoS problem. The single

point of control is eliminated thus leading to high resilience against DDoS attack.

Furthermore, we examine the behaviour of our approach in a series of increasingly sophistic-

ated attack rate dynamics, and it is demonstrated that Multiagent Router Throttling outperforms

a baseline approach, and either outperforms or achieves the same performance as a popular state-

of-the-art throttling approach from the network security literature. Lastly, the behaviour of our

approach is captured both within an advanced network simulator and a network emulator.

3.1 Network Model and Assumptions
We adopt the network model used by Yau et al. (2005). A network is a connected graph G =

(V,E), where V is the set of nodes and E is the set of edges. All leaf nodes are hosts and

denoted by H . Hosts can be traffic sources and are not trusted because they can spoof traffic,

disobey congestion signals etc. An internal node represents a router, which forwards or drops

traffic received from its connected hosts or peer routers. The set of routers are denoted by R, and

65
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Figure 3.1: Network Topology Showing Defensive Routers

they are assumed to be trusted, i.e. not to be compromised. This assumption is realistic since it

is much more difficult to compromise a router than an end host or server, because routers have

a limited number of potentially exploitable services (Keromytis et al. 2002). The set of hosts

H = V − R is partitioned into the set of legitimate users and the set of attackers. A leaf node

denoted by S represents the victim server. Consider for example the network topology shown in

Figure 3.1. It consists of 20 nodes, these are, the victim server denoted by S, 13 routers denoted

by Rs and R2−R13 and six end hosts denoted by H1−H6, which are traffic sources towards

the server.

A legitimate user sends packets towards the victim server S at a rate rl, and an attacker at a

rate ra. We assume that the attacker’s rate is significantly higher than that of a legitimate user, that

is, ra >> rl (recall that dropping traffic based on source addresses can be harmful because, as

mentioned, hosts cannot be trusted). This assumption is based on the rationale that if an attacker

sends at a similar rate to a legitimate user, then the attacker must recruit a considerably larger

number of agent hosts (zombies) in order to launch an attack with a similar effect (Yau et al.

2005). A server S is assumed to be working normally if its load rs is below a specified upper

boundary Us, that is, rs ≤ Us (this includes cases of weak or ineffective DDoS attacks). The rate

rl of a legitimate user is significantly lower than the upper boundary i.e. rl << Us where Us can

be determined by observing how users normally access the server.

3.2 Multiagent Router Throttling
In this chapter we propose Multiagent Router Throttling, a novel throttling approach where mul-

tiple reinforcement learning agents learn to rate-limit or throttle traffic towards a victim server.

One of the novel characteristics of Multiagent Router Throttling is its decentralised architecture
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and response to the DDoS threat.

The original throttling approach (Baseline and AIMD techniques) by Yau et al. (2005) (de-

scribed in Section 2.3.5.2) is victim-initiated, that is, the victim controls and sends the throttle

signals to the upstream routers. However, it is based on the assumption that either the victim

remains operational during a DDoS attack or that a helper machine is introduced to deal with the

throttle signalling (Yau et al. 2001). The first assumption can be violated in a real-world scenario.

As far as the second assumption is concerned, the helper machine can also become a target of the

attack.

In essence, the problem may arise because the existing throttling approach is victim-initiated

i.e. it has a single point of control. In other words, although it offers a distributed response,

it is still a centralised approach. Our proposed approach consists of multiple independent rein-

forcement learning agents that learn to rate-limit or throttle traffic towards the victim server, thus

providing a decentralised response to DDoS attacks. The architecture and design of our proposed

approach is described below.

3.2.1 Agent Selection

We adopt the selection method used by Yau et al. (2005). Reinforcement learning agents are

installed on locations that are determined by a positive integer k, and are given by R(k) ⊆ R.

R(k) is defined as the set of routers that are either k hops away from the server, or less than k

hops away but are directly attached to a host. The effectiveness of throttling increases with an

increasing value of k, provided that routers inR(k) belong to the same administrative domain e.g.

an Internet Service Provider (ISP) or collaborative domains. Consider for example the network

topology shown in Figure 3.1. Learning agents are installed on the set R(5), which consists of

routers R6, R7 and R10. Router R6 is included in the set R(5), although it is only four hops

away from the server, because it is directly attached to the host H1.

3.2.2 State Space

The aggregate is defined as the traffic that is directed towards a specific destination address i.e.

the victim (Mahajan et al. 2002). Each agent’s state space consists of a single state feature, which

is its aggregate load. The aggregate load is defined as the aggregate traffic that has arrived at the

router over the last T seconds, which is called the monitoring window. The monitoring window

should be set to be about the maximum round trip time between the server S and a router inR(k)

(Yau et al. 2005). The time step of the learning algorithm is set to be the same as the monitoring

window size.

3.2.3 Action Space

Each router applies throttling via probabilistic packet dropping. For example, action 0.4 means

that the router will drop (approximately) 40% of its aggregate traffic towards the victim server,

thus setting a throttle or allowing only 60% of it to reach the server. Each action is applied
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Algorithm 5 Global (G) Reward Function

if loadRouterserver > Us then
// Punishment
r = −1

else
// Reward in [0, 1]
r = legitimateLoadserver/legitimateLoadtotal

end if

throughout the time step. Completely filtering or shutting off the aggregate traffic destined to the

server is prohibited, that is, the action 1.0 (which corresponds to 100% drop probability) is not

included in the action space of any of the routers. The reason is that the incoming traffic likely

contains some legitimate traffic as well, and therefore filtering the incoming traffic facilitates the

task of the attacker, which is to deny all legitimate users access to the server (Mahajan et al.

2002).

3.2.4 Global Reward

Each agent has the same reward function and therefore receives the same reward or punishment.

The system has two important goals, which are directly encoded in the reward function. The

first goal is to keep the server operational, that is, to keep its load below the upper boundary Us.

When this is not the case, the system receives a punishment of −1.

The second goal of the system is to allow as much legitimate traffic as possible to reach the

server during a period of congestion. In this case, the system receives a reward of L ∈ [0, 1],

where L denotes the proportion of the legitimate traffic that reached the server during a time step.

We consider that legitimate users are all of equal importance, therefore there is no prioritisation

between them. The global (G) reward function is shown in Algorithm 5.

At this point we discuss the availability ofL. In the case of offline learning, which is the focus

of this chapter, the victim can keep track of and identify the legitimate traffic. This is because the

defensive system can be trained in simulation, or in any other controlled environment (e.g. wide-

area testbed, small-scale lab) where legitimate traffic is known a priori, and then deployed in a

realistic network, where such knowledge is not available. In the case of online learning i.e. when

the system is trained directly in a realistic network, L can only be estimated. Online learning is

the focus of Chapter 5.

Lastly, since this chapter (and the next one) deals with offline learning, a separate training

process is needed for each potential victim (which has made an agreement with its ISP to protect

it in case of a DDoS attack). This is relaxed in Chapter 5 which deals with online learning.

3.2.5 Agent Learning

Due to our agent, state/action space and reward function selection, the network/throttling domain

only needs to utilise immediate rewards. Furthermore, due to the nature of the network domain,
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a current network state has not necessarily been entirely affected by the actions taken by the

agents at the previous time step. This is because the domain is highly probabilistic and exhibits

unpredictable behaviour for example, at any time a DDoS attack can be initiated or stopped, more

attackers can join or withdraw during an attack, attackers can alter their strategy which may be

known or unknown to the network operator, legitimate users can start or quit using the victim’s

service, legitimate users can also alter their behaviour, routers can fail, network paths can change

etc.

For these reasons we are only interested in immediate rewards, therefore we have set the

discount factor to γ = 0. Note that for a complex delayed-reward function a different value for

γ may be required. We use the popular SARSA (Sutton & Barto 1998) reinforcement learning

algorithm and each agent uses the following update formula:

Q(s, a)← Q(s, a) + α [r −Q(s, a)] (3.1)

3.3 Experimental Setup

Our experimental setup is based on work done by Yau et al. (2005). As a convention, bandwidth

and traffic rates are measured in Mbit/s. The bottleneck link S − Rs has a limited bandwidth

of Us, which constitutes the upper boundary for the server load. The rest of the links have an

infinite bandwidth. Legitimate users and attackers are evenly distributed, specifically each host is

independently chosen to be a legitimate user with probability p and an attacker with probability

q = 1 − p. Parameters p and q are set to be 0.6 and 0.4 respectively. Legitimate users and

attackers are chosen to send fixed size (1000 bytes) UDP traffic at constant rates, randomly and

uniformly drawn from the range [0, 1] and [2.5, 6] Mbit/s respectively. We refer to an episode,

as an instance of the network model just described.

Our goal in this chapter is to investigate the design of our novel approach and evaluate its

performance and potential deployability. For this reason, not all of the model parameters have

been optimised. These model parameters, despite not being optimised, are set to reasonable

values based on the reinforcement learning literature (Sutton & Barto 1998). Parameter tuning is

performed in a later chapter.

Reinforcement learning agents use a linearly decreasing ε-greedy exploration strategy with

an initial ε = 0.4 and the learning rate is set to α = 0.1. We discretise the continuous action

space into ten actions: 0.0, 0.1, ..., 0.9 which correspond to 0%, 10%..., 90% traffic drop probab-

ilities (recall from Section 3.2.3 that action 1.0 is prohibited). We use function approximation,

specifically Tile Coding (Sutton & Barto 1998), for the representation of the continuous state

space. The state feature (router load) of a router that sees traffic from one, two and three hosts is

split into 6, 12 and 18 tiles per tiling respectively. In all three cases, the number of tilings is 8.

Q-values are initialised to zero.
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We evaluate our proposed approach against the Baseline and the popular AIMD throttling

techniques from the network security literature (described in Section 2.3.5.2). Their control

parameters are configured based on values or range of values recommended by their authors

(Yau et al. 2005).

3.4 Simulation Experiments
We have extensively discussed the evaluation issues of network defensive systems in Section 2.2.5.

Taking everything into consideration we have decided to conduct experiments in simulation en-

vironments.

Experiments performed in this section were conducted using the popular ns-2 network simu-

lator. ns-2 is an advanced, open-source and free network simulator that offers abstraction, scen-

ario generation and extensibility (Breslau et al. 2000). Abstraction refers to the simulation at

different levels of granularity (network, transport, application). Scenario generation refers to the

creation of complex traffic patterns, topologies and dynamic events. Extensibility allows users to

add new functionality to the simulator. The last point is crucial since it enables us to incorporate

our RL functionality. Furthermore, there is an active research community1.

In this chapter, we are interested in offline learning. Notice the two different phases of each

experiment, namely, offline training and evaluation. During the training of our system the victim

keeps track of and distinguish between legitimate and attack traffic (requirement for the reward

function). However, we particularly emphasise that this is not the case during the evaluation of

our system. The rationale behind this is that the defensive system can be trained in simulation, or

in any other controlled environment (e.g. wide-area testbed, small-scale lab), where legitimate

and attack traffic is known a priori, and then deployed in a realistic network, where such know-

ledge is not available. Offline learning experiments aim at learning a universal policy, that is, the

“best” response for all the model instances the network might be found in. For evaluation, each

agent’s policy is initialised to its universal policy learnt during offline training.

Offline Learning and Universal Policy
Before moving to the description of our experiments we will present a simple example of what

a universal policy might mean. A universal policy represents the “best” response for all possible

situations the network might be found in. Consider the network topology in Figure 3.1 with

Us = 8, and the two situations or network instances A and B shown in Tables 3.1a and 3.1b

respectively. For example, in situation A hosts H1, H2 and H3 send at a rate of 1, 1 and 5

respectively and router R6 observes an aggregate load of 7.

The attackers in situation A are the hosts H3 and H6, while in situation B is the host H3. If we

take situation A individually, the best actions (i.e. dropping probabilities) for the reinforcement

1To the best of our knowledge, at the time of writing there is a book (Issariyakul & Hossain 2011) on ns-2, several
online tutorials, a forum and two Facebook groups.
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H1 H2 H3 H4 H5 H6

1 1 5 1 1 5

R6 R7 R10

7 1 6

(a) Instance A

H1 H2 H3 H4 H5 H6

1 1 5 1 1 1

R6 R7 R10

7 1 2

(b) Instance B

Table 3.1: Examples of Network Instances

learning agents installed on R6, R7, and R10 are 0.1, 0.0 and 0.9 respectively. This brings the

victim load to 7.9 (below Us) and allows 2.9 (out of 4) of legitimate traffic to reach the server.

If situation B is considered individually, the best actions are 0.3, 0.0 and 0.0 respectively. This

brings the victim load to 7.9 (below Us) and allows 4.4 (out of 5) of legitimate traffic to reach the

server. The first thing to notice is that even if the best actions are executed different rewards can

be yielded for example 4.4/5 is higher than 2.9/4.

An example of a universal policy for each agent that does well in both instances is when

agents perform the actions 0.3, 0.0 and 0.7 respectively. In network instance A, this will bring

the victim load to 7.7 (below Us) and allow 2.7 (out of 4) of legitimate traffic to reach the server.

In instance B, this will bring the victim load to 6.5 (below Us) and allow 3 (out of 5) of legitimate

traffic. The second thing to notice is that a universal policy (“best” for all) is likely to be worse

that an individual best policy i.e. 2.7/4 < 2.9/4 (for instance A) and 3/5 < 4.4/5 (for instance

B).

3.4.1 Attack Rate Dynamics

The majority of DDoS attacks use a constant-rate mechanism where agent machines generate

traffic at a steady rate (Mirkovic & Reiher 2004). The DDoS impact is rapid but the large and

continuous flood can be easily detected. It is also the most cost-effective method for the attacker.

The attacker can also deploy a variable rate mechanism to delay or avoid detection and response.

These series of experiments aim at investigating how Multiagent Router Throttling behaves

in scenarios with different patterns of attack rate dynamics with different sophistication levels.

We emphasise that these patterns have not been previously experienced by our system during

the offline training period. The patterns of attack rate dynamics used for our experiments are
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Figure 3.2: Constant-rate Attack

(a) Increasing-rate Attack (b) Pulse Attack

Figure 3.3: Variable-rate Attack Dynamics

described below (Mirkovic & Reiher 2004):

• Constant-rate attack: The maximum rate is achieved immediately when the attack is

started. This is illustrated in Figure 3.2.

• Increasing-rate attack: The maximum rate is achieved gradually over the attack period.

We choose the attack rate to gradually increase and reach its maximum halfway through

the attack period. This is illustrated in Figure 3.3a.

• Pulse attack: The attack rate oscillates between the maximum rate and zero. The duration

of the active and inactive period is the same and represented by T . We create two different

attacks namely the high and low pulse attacks which have a period of T = 5 and T = 2

time steps respectively. This is illustrated in Figure 3.3b.

• Group attack: Attackers are split into two groups and each group performs simultan-

eously a different attack pattern. We choose the first group to perform a constant-rate

attack and the second to perform a low pulse attack.

3.4.1.1 Topology with 8 Nodes and 2 RLs

The network topology used for this experiment is shown in Figure 3.4. The bottleneck link

S −RS has a limited bandwidth of Us = 6 and all links have a delay of 10ms. Defensive agents

are installed on the set R(2), i.e. routers R2 and R3.

The system is trained for 62500 episodes. At the start of each episode a new network instance

is generated i.e. we re-choose the legitimate users, attackers and their rates according to the
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Figure 3.4: Network Topology with 8 Nodes and 2 RLs

network model. Attackers use the constant-rate attack pattern. Exploration is stopped after the

50000th episode. Each episode runs for 60s and both legitimate and DDoS traffic starts at 0. The

monitoring window or time step of an agent is set to 2s. As discussed earlier, the system training

attempts to learn a universal policy for all episodes i.e. network instances; we emphasise that the

learning environment is highly dynamic.

We plot the global reward at the last time step of each episode, averaged over 20 repetitions

(i.e. over 20 universal policies). Training results are presented in Figure 3.5 and it is clear that

the system learns and improves over time until it converges. Because of the probabilistic nature

of the environment, different rewards will be yielded in each different episode (as demonstrated

by the small example in Section 3.4) and hence the shape of the graph.

For evaluation we randomly sample 50 episodes each of a duration of 120s. Legitimate

traffic is started at t = 0s and stopped at t = 120s. Attack traffic lasts for 100s; it is started at

t = 5s and stopped at t = 110s. Each reinforcement learning agent uses its policy learnt during

offline training. We evaluate our approach against the Baseline and the popular AIMD throttling

techniques (Yau et al. 2005) which were described in Section 2.3.5.2. These approaches use a

lower boundary of Ls = 4 and the same upper boundary of Us = 6 as our approach.

Evaluation is performed using the different patterns of attack rate dynamics described earlier.

Notice that these patterns have not been previously seen by our system during the training period.

Performance is measured as the percentage of legitimate traffic that reached the server; the higher

the value on the graph the better. Figures 3.6a - 3.6d show the average performance over the 50

episodes for the 20 policies learnt during the system training, for each of the attack rate dynamics

respectively; error bars show the standard error around the mean. We refer to our proposed

approach as MARL. Experimental results reveal the following:

1. In all scenarios, MARL significantly outperforms the Baseline throttling approach. Simil-
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Figure 3.5: Training Results for 2 RLs

(a) Constant-rate (b) Increasing-rate

(c) High Pulse (d) Low Pulse

Figure 3.6: Evaluation Results for 2 RLs
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Figure 3.7: Training Results for 3 RLs

arly, AIMD outperforms the Baseline approach in all scenarios.

2. The MARL approach has the same performance as the AIMD approach in the scenarios

involving the constant-rate and high pulse attacks. The AIMD approach performs slightly

better in the scenario with the increasing-rate attack.

3. MARL significantly outperforms the AIMD approach in the scenario involving the low

pulse attack.

3.4.1.2 Topology with 20 Nodes and 3 RLs

To further investigate how our proposed approach deals with the different attack rate dynamics

we repeat the same experiment using a larger and more realistic network topology. The network

topology used for this experiment is shown in Figure 3.1. The bottleneck link S − RS has a

limited bandwidth of Us = 8 and all links have a delay of 10ms. Defensive agents are installed

on the set R(5), i.e. routers R6, R7 and R10.

As in the previous experiment, we plot the global reward averaged over 20 repetitions (i.e.

over 20 universal policies). Training results are presented in Figure 3.7 and it is clear that the

system learns and improves over time until it converges.

As previously, for evaluation we randomly sample 50 episodes and we compare our proposed

approach against the Baseline and the popular AIMD throttling (Yau et al. 2005) approaches.

These approaches use a lower boundary Ls = 6 and the same upper boundary Us = 8 as our

approach.

Performance is measured as the percentage of legitimate traffic that reached the server. Fig-

ures 3.8a - 3.8e show the average performance over the 50 episodes for the 20 policies learnt

during the system training, for each of the attack rate dynamics respectively; error bars show the
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(a) Constant-rate (b) Increasing-rate

(c) High Pulse (d) Low Pulse

(e) Group

Figure 3.8: Evaluation Results for 3 RLs
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standard error around the mean. Notice that for the group attack we retook a random sample

of 50 episodes such that in each episode there are at least two attackers, one for each group.

Experimental results reveal the following:

1. In all scenarios, MARL significantly outperforms the Baseline throttling approach. Simil-

arly, AIMD outperforms the Baseline approach in all scenarios.

2. The MARL approach has the same performance as the AIMD approach in the scenarios

involving the constant rate, increasing rate and high pulse attacks.

3. MARL significantly outperforms the AIMD approach in the scenarios involving the low

pulse and group attacks.

Therefore, results show that our proposed approach significantly outperforms the Baseline,

and either outperforms (in highly dynamic scenarios) or has the same performance as the AIMD

approach. Furthermore, results show that Multiagent Router Throttling can cope with different

patterns of attack rate dynamics that were not previously experienced in training.

3.4.2 Legitimate Traffic Distribution

This series of experiments aims at investigating how Multiagent Router Throttling behaves when

legitimate traffic is not sent at constant rates. It has been shown that heavy-tail (or power-law)

distributions can model local-area and wide-area network traffic (Park et al. 1996). A distribution

is heavy-tail if:

P [X = x] ∼ x−α as x→∞ (3.2)

where 0 < α < 2. One of the most commonly used heavy-tail distributions is the Pareto

distribution, where its probability density function is given by:

p(x) = ακαx−α−1 (3.3)

where α, κ > 0, x ≥ κ.

Specifically, the superposition of many Pareto traffic sources can be used to describe network

traffic. The Pareto ON/OFF model (Park et al. 1996) has been proposed, where constant size

packets are sent at fixed rates during ON periods, no packets are sent during OFF periods and the

duration of both ON and OFF periods follows a Pareto distribution.

This series of experiments is based on the previous one i.e. the one discussed in Sec-

tion 3.4.1.2. We use the topology with the three learning agents (Figure 3.1) and the agents

use their universal policies learnt during offline training (Figure 3.7).

During evaluation the inter-arrival packet times of the legitimate users are described by the

Pareto ON/OFF model described earlier. Notice that this was not the case during offline training.

The average duration time for both ON and OFF periods are set to 500ms respectively. The
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(a) Constant-rate (b) Increasing-rate

(c) High Pulse (d) Low Pulse

(e) Group

Figure 3.9: Evaluation Results Using the Pareto ON/OFF Model
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shape parameter of the Pareto distributions is set to α = 1.5. These are the ns-2 default values.

Recall from Section 3.3 that the fixed rate of a legitimate user is randomly and uniformly drawn

from the range [0, 1]Mbit/s, and also that the packet size for all legitimate users is 1000 bytes.

Figures 3.9a - 3.9e depict the average performance over the sample of 50 episodes for the

20 policies learnt during offline training, for the constant-rate, increasing-rate, high pulse, low

pulse and group attacks respectively. Results show that Multiagent Router Throttling can cope

with realistic legitimate rate distributions. We obtain similar results to experiments from Sec-

tion 3.4.1.2 and reach to the same conclusion i.e. the MARL approach significantly outperforms

the Baseline, and either outperforms or has the same performance as the AIMD approach.

3.5 Emulation Experiments
The major limitation of ns-2 is that is is very slow and therefore fails to scale-up. Another

limitation is that modelling is complex and time consuming. As we move on, experiments will

grow both in topology and size and number of learning agents.

For these reasons we have implemented a network emulator in C++ which serves as a testbed

for demonstrating the effectiveness of our proposed approach. The emulator has been intro-

duced in order to allow us to study our learning-based approach in large-scale scenarios. This is

achieved by moving to a higher level of abstraction and omitting details that do not comprom-

ise a realistic evaluation. Specifically, the emulator treats the internal model of a network as a

black box and mimics the observable behaviour of the network by only considering inputs and

outputs of the model. It’s important to note that this is adequate to demonstrate the functionality

of throttling approaches.

3.5.1 Emulator Versus Simulator

In this series of experiments we repeat the experiments from section 3.4.1.2 using the abstract

network emulator in order to examine whether previously obtained results still hold.

We plot the global reward at the last time step of each episode, averaged over 20 repetitions

(i.e. over 20 universal policies). Training results are presented in Figure 3.10 and it is clear that

the system learns and improves over time until it converges.

Figures 3.11a - 3.11e depict the average performance over the sample of 50 episodes for

the 20 policies learnt during offline training, for the constant-rate, increasing-rate, high pulse,

low pulse and group attacks respectively. We obtain similar results to experiments from Sec-

tion 3.4.1.2 and reach to the same conclusion i.e. the MARL approach significantly outperforms

the Baseline, and either outperforms or has the same performance as the AIMD approach.

3.6 Summary
The original throttling approach (Baseline and AIMD) by Yau et al. (2005) is victim-initiated,

that is, the victim controls and sends the throttle signals to the upstream routers. However, it
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Figure 3.10: Training Results Using Emulation

is based on the assumption that either the victim remains operational during a DDoS attack or

that a helper machine is introduced to deal with the throttle signalling (Yau et al. 2001). The

first assumption can be violated in a real-world scenario. As far as the second assumption is

concerned, the helper machine can also become a target of the attack.

In essence, the problem may arise because the existing throttling approach is victim-initiated

i.e. it has a single point of control. In other words, although it offers a distributed response, it is

still a centralised approach. Our proposed approach has a decentralised architecture as it consists

of multiple reinforcement learning agents that learn to rate-limit or throttle traffic towards the

victim server. It provides a decentralised coordinated response to the DDoS problem, thus being

resilient to the attacks themselves.

We have demonstrated that Multiagent Router Throttling significantly outperforms the Baseline,

and either outperforms or performs the same as the AIMD approach in a series of increasingly

sophisticated attack rate dynamics involving constant-rate, increasing-rate, pulse attacks and a

combination of the aforementioned. The next chapter investigates these findings further and

explains the observed behaviour.

Experiments conducted in this chapter involve small-scale topologies. Recall from the literat-

ure review that the basic form of multiagent reinforcement learning fails to scale-up to large and

complex real-world domains. Further investigation is required to examine how the advantages

of Multiagent Router Throttling can apply to realistic large-scale topologies. Scalability is the

primary focus of the next chapter.

Finally, training our system in an offline manner requires to have a reasonable knowledge

of the network model and topology. The same applies to the non-learning techniques (Baseline

and AIMD) which require parameter tuning based on this knowledge. However, if these are

inaccurate (i.e. they do not reflect the actual ones) or change in due course our approach would
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(a) Constant-rate (b) Increasing-rate

(c) High Pulse (d) Low Pulse

(e) Group

Figure 3.11: Evaluation Results Using Emulation
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require re-training, and the non-learning approaches would require parameter re-tuning. Online

learning is the focus of Chapter 5.



CHAPTER 4

Coordinated Team Learning for Scalability

In Chapter 3 we have introduced Multiagent Router Throttling, a novel approach to defend

against DDoS attacks, where multiple reinforcement learning agents are installed on a set of

routers and learn to rate-limit or throttle traffic towards a victim server. Multiagent Router Throt-

tling provides a decentralised coordinated response to the DDoS threat. It has been demonstrated

to perform well against DDoS attacks in small-scale network topologies but suffers from the

“curse of dimensionality” when scaling-up to large topologies. The focus of this chapter is to

tackle the scalability challenge.

Scalability is one of the most important aspects of a defence system since a non-scalable sys-

tem will never be adopted for wide deployment by a company or organisation. In this chapter we

propose Coordinated Team Learning (CTL) that resolves this challenge. CTL is a novel design to

the original Multiagent Router Throttling approach based on the divide-and-conquer paradigm.

CTL incorporates several mechanisms, namely, hierarchical team-based communication, task de-

composition and team rewards and its scalability is successfully demonstrated in large scenarios.

The proposed CTL approach provides an automated and effective response against the highly

complex and multi-dimensional DDoS threat. We evaluate CTL in a series of scenarios with

increasingly sophisticated attack rate dynamics and show that it outperforms both a baseline and

a popular state-of-the-art throttling technique. Furthermore, the network environment is highly

dynamic and our approach is highly responsive to the attackers’ dynamics thus providing flexible

behaviours over frequent environmental changes.
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4.1 Hierarchical Communication (Comm)
This chapter heavily extends the original design of Multiagent Router Throttling that was de-

scribed in full detail in Section 3.2, and from now on we will refer to it as MARL. The focus of

this chapter is also on offline learning.

As it is later demonstrated the basic MARL approach suffers from the “curse of dimension-

ality” and fails to scale-up in large scenarios. To scale-up we propose a number of mechanisms

based on the divide-and-conquer paradigm. Generally, the divide-and-conquer paradigm breaks

down a large problem into a number of sub-problems which are easier to be solved. The in-

dividual solutions to the sub-problems are then combined to provide a solution to the original

problem.

The first step towards scalability is to form teams of agents as shown in Figure 4.1. Dashed

lines do not necessarily represent nodes with a direct connection. The structure of a team is

shown in Figure 4.2. Each team consists of its leader, an inner layer of intermediate routers, and

the throttling routers which are k hops away from the server. Notice that the proposed defensive

architecture constitutes an overlay network i.e. atop of the underlying network topology. Recall

that the participating routers belong to the same administrative domain e.g. an ISP. In case of

collaborative domains, each team can belong to a different administrative domain. Note that only

the throttling routers are reinforcement learning agents. The rest of the routers are non-learning

agents and we will explain their role shortly. The number of teams and their structure depend on

the underlying topology and network model.

The second step towards scalability involves communication. Direct communication is defined

as a purely communicative act in order to transmit information (i.e. a speech act) (Matarić 1998).

Indirect communication is concerned with the observation of other agents’ behaviour and its ef-

fects on the environment. Specifically, communication tackles the partial observability problem,

where distributed agents cannot sense all of the relevant information necessary to complete a

cooperative task.

The domain does not permit reliance on a complex communication scheme. Firstly, as the

communicated information increases, the defensive system can introduce a higher delay in re-

sponding to the DDoS problem. Secondly, a designer would aim for minimal communication as

different components of the defensive system may belong to different network administrative do-

mains. Lastly, mechanisms to ensure a reliable and secure communication need to be introduced

and these add an extra layer of complexity and can further increase the communication latency.

We propose a hierarchical uni-directional communication scheme. The victim’s router sig-

nals its local load reading to the team leaders. The team leaders signal both their local load

reading and the received reading from the victim’s router to their intermediate routers. Simil-

arly, the intermediate routers signal their local load reading and the two received readings to

their throttling routers. This is depicted in Figures 4.1 and 4.2 by the uni-directional arrows.
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Figure 4.1: Team Formation

Figure 4.2: Team Structure

We should note that this constitutes an indirect communication scheme because the local load

readings of the signallers, are essentially the effects of the throttling agents’ actions. The state

space of each reinforcement learning agent now consists of four features. Consider for example

the router Rs and the routers R1, R2, R3 in Figure 4.1 and 4.2 respectively. Assuming their local

instantaneous traffic rates are rs, r1, r2 and r3 respectively, the state features of router R3 are

< rs, r1, r2, r3 >. The hierarchical communication method uses the same global reward function

as the basic approach which is described in section 3.2.

4.2 Independent and Coordinated Team Learning (ITL & CTL)
The final step towards scalability is the use of task decomposition and team rewards. For task

decomposition, it is now assumed that instead of having a big DDoS problem at the victim, there
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Algorithm 6 Independent Team (IT) Reward Function

if (loadRouterleader > (Us/#teams)) then
// Punishment
r = −1

else
// Reward in [0, 1]
r = legitimateLoadleader/legitimateLoadteam

end if

Algorithm 7 Coordinated Team (CT) Reward Function

if (loadRouterleader > (Us/#teams)) AND (loadRouterserver > Us) then
// Punishment
r = −1

else
// Reward in [0, 1]
r = legitimateLoadleader/legitimateLoadteam

end if

are several smaller DDoS problems where the hypothetical victims are the team leaders1. The

hypothetical upper boundary of each leader depends on its traffic sources (i.e. the amount of host

machines). Assuming a defence system of homogeneous teams, with respect to their sources, the

hypothetical upper boundary for each team leader is given by Us/#teams.

Moreover, agents are now provided with rewards at the team level rather than the global level,

that is, agents belonging to the same team receive the same reward or punishment. In this section

we propose the independent team learning and coordinated team learning approaches. Their re-

ward functions are as follows:

Independent Team Reward: An agent within a team receives a punishment of −1 if the team’s

load exceeds its hypothetical upper boundary. It receives a reward of L ∈ [0, 1], where L denotes

the proportion of the legitimate traffic that reached the team leader (with respect to the total legit-

imate of the team). The independent team reward function of each reinforcement learning agent

is shown in Algorithm 6.

Coordinated Team Reward: This approach involves coordination between the teams of agents

by allowing a team’s load to exceed its hypothetical upper boundary as long as the victim’s router

load remains below the global upper boundary. The coordinated team reward function of each

reinforcement learning agent is shown in Algorithm 7.

Lastly, as it is later demonstrated the hierarchical communication functionality is beneficial

1An ISP backbone or core router, like a team leader or an intermediate router, is able to handle large amounts of traffic
therefore it is unlikely to become a victim itself.
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to the system, therefore both of the approaches include it.

4.3 Experimental Setup

Experiments are conducted using the network emulator we have developed. Experiments are

conducted using the network emulator we have developed. Our experimental setup is based on

work done by Yau et al. (2005). As a convention, bandwidth and traffic rates are measured

in Mbit/s. The bottleneck link S − Rs has a limited bandwidth of Us, which constitutes the

upper boundary for the server load. The rest of the links have an infinite bandwidth. Legitimate

users and attackers are evenly distributed, specifically each host is independently chosen to be a

legitimate user with probability p and an attacker with probability q = 1 − p. Parameters p and

q are set to be 0.6 and 0.4 respectively. Legitimate users and attackers are chosen to send UDP

traffic at constant rates, randomly and uniformly drawn from the range [0, 1] and [2.5, 6] Mbit/s

respectively. We refer to an episode, as an instance of the network model just described.

Reinforcement learning agents are installed on throttling routers. We discretise the continu-

ous action space into ten actions: 0.0, 0.1, ..., 0.9 which correspond to 0%, 10%..., 90% traffic

drop probabilities (recall from Section 3.2.3 that action 1.0 is prohibited). We use function ap-

proximation, specifically Tile Coding (Sutton & Barto 1998), for the representation of the con-

tinuous state space. Recall from Section 4.1 that the state space of each agent consists of four

features; its local router load and three communicated router loads from downstream routers.

The local router load of a router that sees a low, medium and high amount of traffic is split into

6, 12 and 18 tiles respectively; as a note, in practise, the network administrator is aware of the

nodes that typically experience a substantial amount of traffic. In all cases, each of the three

communicated router loads is split into 6 tiles. The number of tilings is 8 in all cases.

For the purposes of our experiments we use tree network topologies consisting of homo-

geneous teams of agents. Notice that our proposed approach is not restricted to tree network

topologies; the proposed defensive architecture constitutes an overlay network i.e. atop of the

underlying network topology. Therefore, parent-child relationships can still be obtained even if

the underlying topology is not tree-structured.

Each team of agents contains two intermediate routers and six throttling routers (i.e. six rein-

forcement learning agents, three for each intermediate router). There are also 12 host machines

corresponding to each team. A throttling router can have behind it a different number of host ma-

chines; we have varied this to be from 1 to 3. The upper boundary depends on the topology size

and is set to be equal to Us = #Hosts+ 2. For example, for the network topology consisting of

2 teams the upper boundary is given by Us = 24 + 2 = 26.

Finally, the control parameters for the Baseline and AIMD throttling techniques are con-

figured based on values or range of values recommended by their authors (Yau et al. 2005).
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4.4 Offline Learning Experiments
Notice the two different phases for offline learning, namely, training and evaluation. During the

offline training of our system we can keep track of and distinguish the legitimate traffic. However,

we particularly emphasise that this is not the case during the evaluation of our system. Recall

that the rationale behind this is that the defensive system can be trained in simulation, or in any

other controlled environment (e.g. wide-area testbed, small-scale lab), where legitimate traffic is

known a priori, and then deployed in a realistic network.

4.4.1 Performance

The first experiment of this section aims at learning a universal policy, that is, the “best” response

for all possible instances of the network model using the topology consisting of 30 learning agents

(5 teams). The system is trained for 100000 episodes; since this chapter investigates scalability

and the number of agents will be increased, we leave the system to train for more episodes

compared to the number of training episodes in the previous chapter. At the start of each episode

a new network instance is generated i.e. we re-choose the legitimate users, attackers and their

rates according to the model (described earlier in section 4.3). Attackers use the constant-rate

attack pattern.

Our approach uses a linearly decreasing ε-greedy exploration strategy with an initial ε = 0.3,

and the learning rate is set to α = 0.05; since the number of training episodes was increased to

100000, we use slightly lower values for both ε and α than those in the previous chapter. These

parameters, despite not being optimised, are set in accordance to the reinforcement learning

literature (Sutton & Barto 1998). As in the previous chapter, our goal is to investigate the new

proposed CTL design and evaluate its performance and potential deployability. Parameter tuning

is performed in Chapter 5 which deals with online learning.

Exploration is stopped after the 80000th episode. Each episode runs for 1000 time steps and

both legitimate and DDoS traffic starts at 0. The system training attempts to learn a universal

policy for all network instances. MARL, Comm, ITL+Comm and CTL+Comm refer to the

basic approach (described in section 3.2), hierarchical communication (described in section 4.1),

independent and coordinated team learning (described in section 4.2) approaches respectively.

We plot the global reward at the last time step of each episode, averaged over ten repetitions

(i.e. over ten universal policies). Training results for the four reinforcement learning-based ap-

proaches are presented in Figures 4.3a - 4.3d. It is clear that the system learns and improves over

time until it finally converges. Because of the probabilistic nature of the environment, different

rewards will be yielded in each different episode and hence the shape of the graphs.

We evaluate our approach against the Baseline and the popular AIMD router throttling (Yau

et al. 2005) approaches. Each reinforcement learning agent uses its policy learnt during the

system training. For evaluation we randomly sample 100 episodes each of a duration of 60 time
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(a) MARL (b) Comm

(c) ITL+Comm (d) CTL+Comm

Figure 4.3: Offline Learning for 30 RLs

steps. Legitimate traffic is started at t = 0 and stopped at t = 60. Attack traffic lasts for 50 time

steps; it is started at t = 5 and stopped at t = 55. All approaches use an upper boundary for the

victim of Us = 62 and the Baseline and AIMD also use a lower boundary of Ls = 56.

Evaluation is performed using the following five different patterns of attack dynamics of

different sophistication levels. We emphasise that these patterns have not been previously seen

by our system during the training period. The attack dynamics are described below (Mirkovic &

Reiher 2004):

• Constant-rate attack: The maximum rate is achieved immediately when the attack is

started.

• Increasing-rate attack: The maximum rate is achieved gradually over 25 time steps.

• Pulse attack: The attack rate oscillates between the maximum rate and zero. The duration

of the active and inactive period is the same and represented by D. We create two different

attacks namely the high and low pulse attacks which have a period of D = 5 and D = 2

time steps respectively.
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Figure 4.4: Performance for Constant-rate Attack

• Group attack: Attackers are split into two groups and each group performs simultan-

eously a different attack pattern. We choose the first group to perform a constant-rate and

the second to perform a low pulse attack.

Figures 4.4 - 4.8 show the average performance over the 100 episodes for the 10 policies

learnt during the system training, for the five types of attack rate dynamics respectively; error

bars show the standard error around the mean. Performance is measured as the percentage of the

legitimate traffic that reached the victim throughout an episode; the higher the value on the graph

the better. For completeness, the figures also show the percentage of the DDoS traffic (note that

the problem is caused by the attack volume and not the traffic content).

As expected, the AIMD approach outperforms the Baseline approach in all five scenarios.

Furthermore, the basic MARL approach fails to perform well in this large-scale domain. The

Comm approach offers great benefit to the system’s performance over the basic MARL approach.

Recall that the goal of an agent in offline learning is to obtain a universal policy, that is, the “best”

response for all possible situations the network might be found in. Hierarchical communication

helps each agent to distinguish between the different situations and therefore to learn a better

policy for similar ones.

ITL+Comm and CTL+Comm further improve the system performance as they use task de-

composition and team rewards. As expected, CTL+Comm performs better since it allows a team
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Figure 4.5: Performance for Increasing-rate Attack

Figure 4.6: Performance for High Pulse Attack
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Figure 4.7: Performance for Low Pulse attack

Figure 4.8: Performance for Group Attack
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Figure 4.9: Scalability of MARL

leader’s load to exceed its hypothetical boundary as long as the victim router’s load is below its

limit.

Most importantly, CTL+Comm outperforms the Baseline, AIMD and all other learning-based

approaches in all scenarios. Specifically, it outperforms the Baseline and AIMD approaches

about 24-33% and 5-17% respectively. The AIMD approach suffers the most in the highly dy-

namic scenarios of high pulse, low pulse and group attacks.

CTL+Comm outperforms AIMD for the following two reasons. Firstly because CTL+Comm

learns a better behaviour during the training phase, and secondly because our proposed approach

is more adaptable and responsive to the attackers’ dynamics. These are examined in section 4.4.3.

4.4.2 Scalability

This series of experiments aims at examining the scalability of each individual learning-based

approach. Experiments are conducted for the constant-rate attack scenario for up to 30 rein-

forcement learning agents. As previously explained, each agent is first trained offline to obtain a

universal policy that it will later use for evaluation.

Figures 4.9 - 4.12 show the scalability results for the MARL, Comm, ITL+Comm and CTL+Comm

approaches respectively. It is shown that the performance of MARL remains unaffected for up

to 18 agents but severely declines in the case of 30 learning agents. The performance of Comm

improves from 6 to 12 agents but then it starts declining when moving to the cases of 18 and 30

agents, although the performance drop is not as severe as in the case of MARL.

Lastly, it is demonstrated that the performance of both ITL+Comm and CTL+Comm remains

unaffected by the addition of new teams of learning agents. This is a strong result suggesting that
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Figure 4.10: Scalability of Comm

Figure 4.11: Scalability of ITL+Comm

the two approaches are capable of scaling to large network topologies.

4.4.3 Aggregate Load Convergence

This series of experiments aims at shedding light on the previous experimental results from Sec-

tion 4.4.1 by investigating how the aggregate load behaves during a DDoS attack. Recall from

Section 2.3.5.2 that the original Router Throttling approach (Baseline, AIMD (Yau et al. 2005))

requires the aggregate load to converge within the lower and upper boundaries i.e. rs ∈ [Ls, Us].



Section 4.4 Offline Learning Experiments 95

Figure 4.12: Scalability of CTL+Comm

Also, recall from Section 3.1 that Multiagent Router Throttling is required to bring the aggregate

load below the upper boundary i.e. rs ≤ Us. To better examine this we consider the scenarios of

constant-rate, increasing-rate and high pulse attacks. At this point we are only interested in the

CTL+Comm approach since it can better scale-up (Section 4.4.2) and significantly outperforms

the other reinforcement learning-based approaches (Section 4.4.1).

Figure 4.13a shows how the aggregate load varies for the constant-rate attack scenario when

the Baseline, AIMD and CTL+Comm approaches are used. There exist 30 reinforcement learn-

ing agents that use their universal policies learnt during offline training in section 4.4.1, and

values are averaged over the same 100 episodes used earlier for evaluation purposes in Sec-

tion 4.4.1. The upper boundary for the victim is Us = 62; the Baseline and AIMD approaches

also use a lower boundary of Ls = 56. All three approaches do what they are intended to do,

that is, to bring down the aggregate load to acceptable levels i.e. rs ≤ 62 and rs ∈ [56, 62] for

the CTL+Comm and the non-learning approaches respectively.

Figure 4.13b shows how the legitimate load varies for the constant-rate attack scenario. This

is averaged over the 100 episodes and error bars are plotted which show the standard error around

the mean; the higher the value on the graph the better. The plots verify the previous results from

Section 4.4.1 i.e. that CTL+Comm outperforms AIMD.

These results shed light on why this occurs. Our proposed approach outperforms the ex-

isting throttling approach for two reasons. Firstly, the system behaviour learnt during offline

training is better than the hard-wired AIMD algorithm. Secondly, the existing non-learning ap-

proaches require a number of oscillations to bring the victim load to desirable levels; this will

become more apparent as we continue to more dynamic attack scenarios. In contrast, our pro-
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(a) Aggregate Load

(b) Legitimate Load

Figure 4.13: Load for Constant-rate Attack

posed CTL+Comm is highly responsive to the attackers’ dynamics since the system learns the

router throttles during offline training and as a result it does not require any system oscillations.

We repeat the same experiments with the increasing-rate DDoS attack scenario where similar

results are obtained. Figures 4.14a and 4.14b show how the aggregate and legitimate load varies

respectively for the increasing-rate attack scenario when the Baseline, AIMD and CTL+Comm

approaches are used, averaged over the 100 episodes. Results show that all three approaches
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(a) Aggregate Load

(b) Legitimate Load

Figure 4.14: Load for Increasing-rate Attack

bring down the victim router’s load to acceptable levels but our proposed approach outperforms

the existing throttling approaches. As previously, this occurs because CTL+Comm has learnt a

better behaviour during offline learning and also because it is highly responsive to environmental

changes.

Lastly, we repeat the experiments with the highly dynamic scenario of high pulse DDoS at-

tack. Figures 4.15a and 4.15b show how the aggregate and legitimate load respectively varies for
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(a) Aggregate Load

(b) Legitimate Load

Figure 4.15: Load for High Pulse Attack

the high pulse attack scenario when the Baseline, AIMD and CTL+Comm approaches are used,

averaged over the 100 episodes. It is evident that the AIMD approach requires considerably more

time to bring the aggregate load within the desired boundaries, while the other two approaches

do so much quicker. Also, our reinforcement learning-based approach allows more legitimate

traffic than the existing approaches.
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4.5 Summary
We have shown that our proposed CTL+Comm approach can significantly scale-up to large net-

work topologies. Specifically, it has been demonstrated that its performance remains unaffected

by the addition of new teams of learning agents. This is demonstrated for offline learning in topo-

logies involving up to 30 reinforcement agents (Section 4.4.2). Note that the proposed approach

can be useful in other related multiagent domains for example congestion problems such as air

and road traffic management.

The CTL+Comm approach significantly outperforms both the Baseline and AIMD throt-

tling approaches in a series of increasingly sophisticated attack dynamics involving constant-rate,

increasing-rate, pulse attacks and a combination of the aforementioned as demonstrated in Sec-

tion 4.4.1. The learnt decentralised behaviour performs better than the AIMD’s centralised and

hard-wired behaviour allowing more legitimate traffic to reach the victim server during a DDoS

attack.

The original throttling approach (Baseline, AIMD) can suffer from stability problems because

of system oscillations in order to settle the aggregate load to a desired level within the lower

Ls and upper Us boundaries. Performing throttling becomes challenging as the range [Ls, Us]

becomes smaller. Even if the system does not suffer from stability problems, it still requires a

number of oscillations which can cause an increase in the time required for the aggregate load

to settle within the desired range. In contrast, our proposed CTL+Comm is highly responsive to

the attackers’ dynamics since the system learns the router throttles during offline training and as

a result it does not require any system oscillations as demonstrated in Section 4.4.3.

Finally, training our system in an offline manner requires us to have a reasonable knowledge

of the network model and topology. The same applies to the non-learning approaches (Baseline

and AIMD) approaches which require parameter tuning based on this knowledge. However, if

these are inaccurate (i.e. they do not reflect the actual ones) or change in due course our approach

would require re-training, and the non-learning approaches would require parameter re-tuning.

Online learning is the main focus of the next chapter.



CHAPTER 5

Incorporating Difference Rewards for Online Learning

In Chapter 4 we have proposed the Coordinated Team Learning (CTL) approach and demon-

strated its scalability in offline learning experiments. The focus of this chapter is on online

learning. Unlike non-learning approaches, one of the core advantages of reinforcement learning

is its capability for online learning. Online learning relaxes the assumption of prior knowledge

availability required for offline learning, and also allows a system to adapt to new situations.

The contribution of this chapter is the incorporation of a form of reward shaping called dif-

ference rewards to enable online learning. We show that the learning speed of our system is

significantly improved and we further demonstrate its scalability in experiments involving up to

1000 reinforcement learning agents. The significant improvements on learning speed and scalab-

ility lay the foundations for a potential real-world deployment.

Furthermore, we show that the incorporation of difference rewards not only improves the

learning speed and scalability, but the system performance is also significantly improved. We

compare our approach against a baseline and a popular state-of-the-art router throttling tech-

niques from the network security literature, and we show that our proposed approach outperforms

them.

Moreover, we demonstrate that the proposed system meets the real-world requirements of

robustness to agent failures and measurement noise.

Lastly, to bridge the gap between offline and online learning we demonstrate how behaviours

learnt during offline learning can be ”injected” into our system in order to facilitate the online

learning process.
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5.1 Motivation for Online Learning
Let us first discuss the importance of online learning. Firstly, training our system in an offline

manner requires the defender to have a reasonable knowledge of the network model and topology.

The same applies to the non-learning approaches (e.g. Baseline and AIMD) approaches which

require parameter tuning based on this knowledge. However, if these are inaccurate (i.e. they

do not reflect the actual ones) or change in due course our approach would require re-training,

and the non-learning approaches would require parameter re-tuning. Therefore, online learning

relaxes the assumption of prior knowledge availability required for offline learning.

Secondly, learning a universal policy i.e. a policy that does well in every possible situation

that the network might be found in, is time consuming. For example, in the experiments conduc-

ted in Chapter 4 which involved 30 reinforcement learning agents, the system was trained offline

for 100000 episodes in order for each agent to be able to learn a universal policy.

Thirdly, learning a universal policy hinders scalability. Responding to DDoS attacks involves

the coordination of throttling agents. Achieving such a coordination for every possible situation

that the network might be found is already difficult even in small-scale scenarios. The goal

of online learning is to learn the best response for only the particular situation the network is

currently found in. For this reason, it is expected that scalability will be further improved.

Lastly, online learning can create an adaptive response to the DDoS problem as not only do

attackers change their strategy, but legitimate users can also change their behaviour. Furthermore,

an adaptive approach can create a robust throttling mechanism that enable agents in the system

to recover from unpredictable situations such as router failures.

5.2 Difference Rewards
Difference rewards (Wolpert & Tumer 2000) were introduced to tackle the multiagent credit

assignment problem encountered in reinforcement learning. Typically, in a multiagent system

an agent is provided with a reward at the global level. This reward signal is noisy due to the

other agents acting in the environment. This is because an agent may be rewarded for taking

a bad action, or punished for taking a good action. The reward signal should reward an agent

depending on its individual contribution to the system objective. The difference rewards method

was previously known under the term “collective intelligence” or COIN.

Difference rewards1 Di is a shaped reward signal that helps an agent i learn the consequences

of its actions on the system objective by removing a large amount of the noise created by the

actions of other agents active in the system (Wolpert & Tumer 2000). It is defined as:

Di(z) = R(z)−R(z−i) (5.1)

1The method “difference rewards” is also known under different names, for instance, when used with evolutionary
computation approaches it is referred to as “difference evaluation functions”.
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where z is a general term representative of either states or state-action pairs depending on the

application,R(z) is the reward function used, andR(z−i) isR(z) for a theoretical system without

the contribution of agent i.

As mentioned, in a multiagent system the reward is typically provided at the global level.

Therefore, in this case the difference rewards signal Di is given by:

Di(z) = G(z)−G(z−i) (5.2)

where G(z) is the global system performance, and G(z−i) is G(z) for a theoretical system

without the contribution of agent i.

Difference rewards exhibit the following two properties. Firstly, any action taken that in-

creases Di simultaneously increases G. Secondly, since difference rewards only depend on the

actions of agent i, Di provides a cleaner signal with reduced noise that is created by the other

agents acting in the system. These properties allow for the difference rewards to significantly

boost learning speed and performance in a multiagent system. For these reasons the method has

been successfully demonstrated (Tumer & Agogino 2007; Colby & Tumer 2013) to be capable

of online learning.

The challenge for deriving the difference rewards signal is obviously how to calculate the

second term of the equation G(z−i) which is called the counterfactual2. From the literature,

there are typically three ways to calculate the counterfactual.

In particular domains, the counterfactual G(z−i) is possible to be directly calculated. In

other cases, difference rewards can be calculated by introducing the term ci, which represents a

constant action of agent i, which is (theoretically) executed in order to eliminate the contribution

of agent i and evaluate the system performance without it. The difference rewards Di signal is

then given by:

Di(z) = G(z)−G(z−i + ci) (5.3)

Alternatively, in cases where this is not possible, it has been demonstrated that difference

rewards can be estimated. One way to do that is by using the Expected Difference Rewards

(Colby & Tumer 2013):

EDi(z) = G(z)− Ei(a)[Gz] (5.4)

where Ei(a)[Gz] is the expected value of the global reward over all actions that agent imay take.

For a discrete action space it is given by:

EDi(z) = G(z)−
∑
a∈A

Pi(a)Gi(za) (5.5)

where Pi(a) is the probability of executing action a by agent i, and Gi(za) is the global reward

2Oxford Dictionaries define the counterfactual as “relating to or expressing what has not happened or is not the case”.
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Algorithm 8 Global (G) Reward Function

if loadRouterserver > Us then
// Punishment in [−1,−0.5)
if loadRouterserver < 2Us then
r = −(loadRouterserver/2Us)

else
r = −1

end if
else

// Reward in [0, 1]
r = legitimateLoadserver/legitimateLoadtotal

end if

when action a is executed by agent i.

Difference rewards have been applied in different domains such as air traffic management

(Tumer & Agogino 2007) and distributed sensor networks (HolmesParker et al. 2013; Colby &

Tumer 2013).

5.3 Incorporating Difference Rewards

5.3.1 Basic Design (D MARL)

Recall from Section 3.2 that one of the goals of our system, which is encoded in the global

reward function, is to keep the victim server operational during a DDoS attack. Specifically,

when the server load is above the upper boundary the agents were receiving a punishment of

r = −1. Difference rewards however have been empirically demonstrated to work better if the

original reward function has a gradient throughout (Agogino & Tumer 2004). For this reason, in

this chapter, punishment is provided “smoothly” within the range [−1, 0). The new Global (G)

reward function is given in Algorithm 8. We will later show how the approach behaves when it

uses the reward function with and without the gradient throughout.

Let us now discuss the availability of L in the online learning setting i.e. when the system is

trained directly in a realistic network. If the detection mechanism is accurate enough to derive

attack signatures then the problem can be simply solved by filtering the attack traffic. However,

we are interested in cases where the detection mechanism cannot precisely characterise the attack

traffic i.e. when attack signatures cannot be derived. Inevitably, in such cases L can only be

estimated.

There are different ways to measure legitimate traffic, for example by observing the behaviour

or habits of customers and regular users or visitors of the victim’s services and detect deviations.

Another example is by observing the IP addresses that have been seen before; work conducted

by Jung et al. (2002) reveals that during a DDoS attack to a website most sent requests were

generated by IP addresses that did not appear before. For example for the CodeRed worm (Moore



104 Incorporating Difference Rewards for Online Learning Chapter 5

et al. 2002) only 0.6-14% of the IP addresses appeared before. Another way is by observing

whether IP packets have appeared before or after the DDoS impact, as the latter suggests that

they are likely illegitimate (Hussain et al. 2003).

The difference rewards signal Di for any agent i requires the calculation of the global G re-

ward without the contribution of agent i. To calculate the difference rewards we need to introduce

the term ci, which represents a constant action of agent i which is taken to eliminate its contri-

bution to the system. The constant action ci is later determined from the experimental results.

Difference rewards are then calculated using the equation 5.3. We will refer to the combination

of MARL with difference rewards as D MARL.

5.3.2 Coordinated Team Learning (D CTL)

At this point recall that the focus of previous chapters was on offline learning. The goal of an

agent in offline learning is to learn a universal policy, that is, the “best” response for all pos-

sible situations the network might be found in. For this reason we have proposed in Section 4.1

the Hierarchical Communication (Comm) approach in order to help each agent to distinguish

between the different situations and therefore to learn a better policy for similar ones.

However, the focus of this chapter is on online learning where the goal of an agent is to

learn the best response for the particular situation the network is currently found in. Further

considering that the goal of incorporating difference rewards is to provide a cleaner reward signal

to the learning agents, it is expected that the benefit of hierarchical communication will not be

as great as it was in the offline learning setting. Indeed, this is later verified by the experimental

results.

Therefore, in this chapter we remove the hierarchical communication functionality and the

new simplified architecture of our defensive system is described as follows. Teams of agents

are formed as shown in Figure 5.1. Dashed lines do not necessarily represent nodes with a

direct connection. In other words, the proposed defensive architecture constitutes an overlay

hierarchy i.e. atop of the underlying network topology. Teams can either be homogeneous or

heterogeneous. The structure of the team is shown in Figure 5.2. Each team consists of its leader

and the throttling routers which are k hops away from the server. Participating routers belong

to the same administrative domain e.g. an ISP. In case of collaborative domains, each team can

belong to a different administrative domain. The number of teams and their structure depend on

the underlying topology and network model.

The proposed architecture has the following advantages over the previous one. The system

now requires a fewer number of routers to participate in the defence, as the intermediate routers

(Section 4.1) are no longer part of it. Furthermore, the system has now simplified responsibilities

as signalling agents are no longer installed on participating routers. The learning process is also

facilitated as the state space of a reinforcement learning agent is now reduced from four state

features to one i.e. containing only the local router load.
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Figure 5.1: Team Formation

Figure 5.2: Team Structure

For scalability we use task decomposition and team rewards. The modified Coordinated

Team (CT) reward function providing “smooth” rewards is given in Algorithm 9. The difference

rewards Dji signal for any agent i belonging to team j requires the calculation of the team CTj

reward without the contribution of agent i. To calculate the counterfactual we use the same ci as

defined earlier. Difference rewards can now be calculated using the formula below. We will refer

to the combination of CTL with difference rewards as D CTL.

Dji(z) = CTj(z)− CTj(z−i + ci) (5.6)

We assume that each learning agent calculates its own difference rewards signal. To achieve

that, the victim and team leaders need to communicate to the learning agents the relevant in-



106 Incorporating Difference Rewards for Online Learning Chapter 5

Algorithm 9 Coordinated Team (CT) Reward Function

if (loadRouterleader > (Us/#teams)) AND (loadRouterserver > Us) then
// Punishment in [−1,−0.5)
if (loadRouterserver < 2Us) then
r = −(loadRouterserver/2Us)

else
r = −1

end if
else

// Reward in [0, 1]
r = legitimateLoadleader/legitimateLoadteam

end if

formation at each time step; from Algorithm 9 this information is the victim’s aggregate load

(loadRouterserver), leader’s aggregate load (loadRouterleader) and leader’s estimate of legit-

imate load (legitimateLoadleader) - see Section 5.7.1 for a walkthrough example. It is emphas-

ised that communication is performed in a hierarchical team-based fashion and no information

exchange between the learning agents takes place (i.e. decentralised coordination). This consti-

tutes a simple and minimal communication scheme and the introduced overhead is not restrictive

for a real-world deployment. To eliminate the communication overhead completely, an approx-

imation of difference rewards may be possible, but this is subject to future work.

Lastly, the throttling agents start learning i.e. responding to an attack only when an attack is

detected, that is, when the victim experiences congestion/overloading. In practise, it is expected

that the victim will send an activation or “wake-up” signal to the defensive system, informing

it about the need for protection. This reduces the computational complexity of our approach

since the amount of information stored at a throttling router is linear in the number of servers

under attack (as opposed to offline learning where all potential victims should be considered and

thus being infeasible). Section 5.6 provides a discussion on the computational complexity and

communication overhead of our proposed approach.

5.4 Parameter Tuning

Our experimental setup is based on the one used described in Section 4.3. In this section we

present some preliminary results, and then describe a series of experiments on parameter tun-

ing. Contrary to the offline learning setting where the quality of the learnt behaviour is the main

objective, for online learning the learning speed is equally critical. We first examine the reward

functions with gradient throughout. We then investigate different default actions for calculating

the counterfactual. Then, we examine the effects of hierarchical communication and of explora-

tion strategy on online learning.
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5.4.1 Preliminary Results Without Parameter Tuning

The first experiment aims at investigating how the MARL, Comm, ITL+Comm and CTL+Comm

approaches used for offline learning in Chapter 4, behave in the online learning setting prior any

parameter tuning. We also compare them against the baseline and the popular AIMD throttling

approaches (Yau et al. 2005). Figure 5.3a shows how all approaches compare to each other in

terms of the percentage of legitimate traffic that reaches the server, in the topology involving 30

learning agents (5 teams) for the constant-rate attack scenario.

The error bars are very small and therefore hardly visible on the graph. For this reason, we

present a close-up look of the same figure in Figure 5.3b to show the presence of error bars.

Therefore, when looking back to Figure 5.3a, the presence of error bars is shown by the thin

black “borders” on top and bottom of each of the plots. From now on, this applies to all plots

which include error bars.

Reinforcement learning agents use an initial ε = 0.2 and a decrease rate δ = 0.00002.

We initialise ε with a lower value than the initial values used for learning universal policies

in the previous chapters because as mentioned, the goal of online learning is to learn the best

response for only the particular situation the network is currently found in. Therefore, we suspect

that a lower exploration rate may facilitate this task. The effect of exploration is examined in

Section 5.4.5.

All approaches use an upper boundary for the victim of Us = 62 and the Baseline and AIMD

also use a lower boundary of Ls = 56. Each episode runs for 10000 time steps. At the start of

each episode a new network instance is generated i.e. we re-chooce the legitimate users, attackers

and their rates according to the model (described in Section 4.3). The values are averaged over

500 episodes and error bars showing the standard error around the mean are plotted; a higher

value indicates a better performance.

Hierarchical communication is again shown to be beneficial to the system performance. Note-

worthy is the fact that Comm requires a considerably larger amount of time (about 5000 time

steps) to overcome MARL. It is also worth mentioning that although it performs better than

MARL, this improvement is not as great as it used be in the offline learning setting. We will

revisit the effect of hierarchical communication at a later experiment.

The AIMD approach outperforms the Baseline approach as expected. Similarly to the offline

learning experimental results, our proposed CTL+Comm is shown to perform very well in the

online learning scenario too. Specifically, CTL+Comm outperforms the Baseline, AIMD and all

other learning-based approaches. However, it requires about 6000 time steps to overcome AIMD.

Contrary to the offline learning setting where the quality of the learnt behaviour is the main

objective, for online learning the learning speed is equally critical. The following experiments in

this section investigate ways to improve the learning speed.



108 Incorporating Difference Rewards for Online Learning Chapter 5

(a) Full View

(b) Close-up View

Figure 5.3: Preliminary Results Without Parameter Tuning

5.4.2 Reward Functions with a Gradient Throughout

Recall that difference rewards have been empirically demonstrated to work better if the original

reward function has a gradient throughout (Agogino & Tumer 2004). This series of experiments

examines how the reward functions with gradient throughout affect the approaches that do not

use difference rewards.

Figure 5.4 shows how the reward functions with gradient throughout affect the basic MARL
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Figure 5.4: Reward Functions with a Gradient Throughout

and CTL+Comm approaches. It is shown that the basic MARL approach that uses the global G

reward function with gradient throughout (Algorithm 8) performs better. This is attributed to the

fact that agents using the global G reward function without gradient throughout are discouraged

to take certain actions due to the big punishment of −1. The CTL+Comm approach has the

same performance irrespective of whether the coordinated team CT reward function with gradient

throughout (Algorithm 9) is used or not. From now on we use the reward functions with gradient

throughout.

5.4.3 Default Action for Difference Rewards

The counterfactual G(z−i) can be calculated by introducing the term ci, which represents a

constant action of agent i, which is (theoretically) executed in order to eliminate the contribution

of agent i from the system. This experiment aims at determining which action is suitable for ci.

Figure 5.5 shows how the performance of D MARL varies with different dropping probab-

ilities of the constant action ci. The topology contains 30 reinforcement learning agents and the

values are averaged over 500 episodes.

Clearly, the best result is when ci = 0.0; in other words, an agent (theoretically) executes

action 0.0 or drops 0% of its aggregate traffic in order to eliminate its contribution from the

system. Difference rewards can then simply be calculated using:

Di(z) = G(z)−G(z−i + ci) (5.7)



110 Incorporating Difference Rewards for Online Learning Chapter 5

Figure 5.5: Default Action for Difference Rewards

5.4.4 Effect of Hierarchical Communication

This experiment aims at investigating whether hierarchical communication is beneficial in the

online learning setting. Figures 5.6a - 5.6d demonstrate the effect of hierarchical communication

for the MARL, CTL, D MARL and D CTL approaches respectively. The topology contains 30

reinforcement learning agents. The values are averaged over 500 episodes and error bars showing

the standard error around the mean are plotted.

We observe from Figure 5.6a that Comm requires a considerably larger amount of time to

overcome MARL. This is expected as in Comm each learning agent has four state features,

as opposed to an agent using MARL that has one state feature. It is also worth mentioning

that although it performs better than MARL, this improvement is not as great as it used be in

the offline learning setting. Recall that the goal of offline learning is for an agent to learn a

universal policy, that is, the “best” response for all possible situations the network might be found

in. Therefore, the observation makes sense since in the offline learning scenario hierarchical

communication helps each agent to distinguish between the different situations and therefore to

learn a better policy for similar ones. On the contrary the goal of online learning is to find the

best response for the particular situation the network is currently found in.

As we move to more sophisticated approaches, the benefit of hierarchical communication

disappears. For example, in Figure 5.6b the added benefit is very small while in Figure 5.6d it

hinders the learning speed and offers no benefit to the final performance. In fact, in Figure 5.6c

hierarchical communication works to the detriment of the system performance. Again, this makes

sense since the incorporation of difference rewards is to provide a cleaner reward signal to the

learning agents.
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(a) MARL (b) CTL

(c) D MARL (d) D CTL

Figure 5.6: Effect of Hierarchical Communication

5.4.5 Effect of Exploration Strategy

This series of experiments aims at investigating the effect of the exploration strategies on the

learning speed. Two exploration strategies are investigated, namely, linearly decreasing and ex-

ponentially decreasing ε-greedy. For each strategy parameter tuning is performed for the de-

crease/decay rate δ and the initial value of ε. Experiments include 30 reinforcement learning

agents.

Figures 5.7a and 5.7b show that the best system performance for MARL is obtained when

δ = 0.00003 and ε = 0.2 for the linearly decreasing ε-greedy. The same is observed for the CTL

approach in Figures 5.8a and 5.8b. The same experiment is repeated for the D MARL approach.

Figures 5.9a and 5.9b show that the best system performance is obtained when δ = 0.0001 and

ε = 0.2.

The effect of exponentially decreasing ε-greedy strategy is also investigated for D MARL

approach. Figures 5.10a and 5.10b show that the best system performance is obtained when

δ = 0.9999 and ε = 0.05. Figure 5.11 shows how the linearly and exponentially decreasing

ε-greedy strategies compare to each other after parameter tuning. Clearly, the linearly decreasing
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(a) Decrease Rate δ (b) Initial Value of ε

Figure 5.7: Linearly Decreasing ε-greedy for MARL

(a) Decrease Rate δ (b) Initial Value of ε

Figure 5.8: Linearly Decreasing ε-greedy for CTL

(a) Decrease Rate δ (b) Initial Value of ε

Figure 5.9: Linearly Decreasing ε-greedy for D MARL
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(a) Decrease Rate δ (b) Initial Value of ε

Figure 5.10: Exponentially Decreasing ε-greedy for D MARL

Figure 5.11: Linearly VS Exponentially Decreasing ε-greedy (D MARL)

(a) Decrease Rate δ (b) Initial Value of ε

Figure 5.12: Linearly Decreasing ε-greedy for D CTL
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Approach Decrease Rate δ Initial ε

MARL 0.00003 0.2
CTL 0.00003 0.2

D MARL 0.0001 0.2
D CTL 0.0001 0.2

Table 5.1: Parameter Tuning for Linearly Decreasing ε-greedy

strategy performs better.

Lastly, Figures 5.12a and 5.12b show that the best system performance for D CTL is obtained

when δ = 0.0001 and ε = 0.2 for the linearly decreasing ε-greedy. We summarise our findings

in Table 5.1 and from now on we use these settings.

5.5 Online Learning Experiments

5.5.1 Scalability

This series of experiments aims at investigating the scalability of our proposed approaches. Fig-

ure 5.13 shows the performance of MARL when applied to topologies including up to 102 re-

inforcement learning agents. The values are averaged over 500 episodes and error bars showing

the standard error around the mean are plotted. As expected, the basic design MARL fails to

scale-up; its performance declines as the number of learning agents increases. Specifically, its

performance declines by 26% when the number of learning agents is increased from 12 to 102.

Figure 5.14 shows the performance of CTL when applied to topologies including up to 1002

reinforcement learning agents. A very strong result is obtained from this experiment. Our pro-

posed approach is shown to be scalable since its performance remains unaffected by the addition

of new teams of learning agents. Strictly speaking, although not visible in the graph, there is

0.7% difference in legitimate traffic reaching the victim between the highest performance (102

RLs) and the lowest performance (1002 RLs).

Figure 5.15 shows the behaviour of D MARL when applied to topologies including up to

1002 reinforcement learning agents. The D MARL approach is also shown to be scalable as

its performance remains unaffected by the addition of new learning agents. Strictly speaking,

although not visible in the graph, there is 1.2% difference in legitimate traffic reaching the victim

between the highest performance (1002 RLs) and the lowest performance (30 RLs).

Lastly, Figure 5.16 shows the behaviour of our proposed approach D CTL when applied to

topologies including up to 1002 reinforcement learning agents. The D CTL approach is highly

scalable as well as its performance remains unaffected by the addition of new learning agents.

Strictly speaking, although not visible in the graph, there is 1.9% difference in legitimate traffic

reaching the victim between the highest performance (102 RLs) and the lowest performance (30

RLs).
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Figure 5.13: Scalability of MARL

Figure 5.14: Scalability of CTL

Noteworthy are the two small “valleys” that are observed in the case of 504 and 1002 agents.

This is attributed to the fact that the exploration parameter ε becomes zero at the start point

of the “valley”. This is often experienced in multiagent learning domains where the system

performance starts declining when exploration hits zero. However, after a while the performance

is again improved until it finally converges as learning continues even without exploration.

To further investigate how the individual approaches compare to each other the following ex-

periments are conducted. Figures 5.17a -5.17c show how the approaches MARL, CTL, D MARL
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Figure 5.15: Scalability of D MARL

Figure 5.16: Scalability of D CTL

and D CTL compare to each other for the topologies involving 30, 54 and 102 reinforcement

learning agents respectively. The values are averaged over 500 episodes and error bars showing

the standard error around the mean are plotted.

Specifically, for the 102 RLs case (Figure 5.17c) it is demonstrated that the basic MARL

approach achieves a performance of 46%. Our proposed CTL achieves 81% thus outperforming

MARL by 35%. D MARL is shown to perform even better; it achieves 88% and outperforms

MARL by 42%. Our proposed D CTL combines the benefits of both CTL and D MARL and
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(a) 30 RLs

(b) 54 RLs

(c) 102 RLs

Figure 5.17: Online Learning for 30 - 102 RLs
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(a) Online Learning (b) Ramp-up Behaviour

Figure 5.18: Online Learning for 504 RLs

(a) Online Learning (b) Ramp-up Behaviour

Figure 5.19: Online Learning for 1002 RLs

is shown to achieve 90% thus outperforming the basic MARL by 44%, but more importantly it

learns faster than D MARL.

We further investigate how the approaches D MARL and D CTL compare to each other in

very large scenarios. This time, to avoid getting the “valleys” (shown earlier in Figure 5.16) we

stop decreasing the exploration parameter ε for D CTL in order to reach a value close to zero,

but not zero.

Figure 5.18a shows how the two approaches compare to each other in the topology of 504

learning agents. Figure 5.18b shows the same graph but we “zoom” in to observe the ramp-up

behaviour i.e. to examine the learning speed. The same experiment is repeated for 1002 learning

agents as shown in Figures 5.19a and 5.19b.

As far as the system performance is concerned, D CTL performs better than D MARL in

both the scenarios with 504 and 1002 agents (although to a lesser extent for the latter). However,

we are particularly interested in the learning speed. As mentioned, contrary to offline learning

where the quality of the learnt behaviour is the main objective, for online learning the learning
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speed is equally critical.

This is particularly the case for a real-world application like DDoS defence. Beyond the fin-

ancial loss caused by DDoS attacks, victims also suffer loss to their reputation which results to

customer or user dissatisfaction and loss of trust. It is demonstrated that our proposed approach

D CTL learns faster than D MARL. For instance, from Figures 5.18b and 5.19b, D CTL reaches

80% performance in about 500 time steps, while D MARL requires about 1000.

How Scalable Does the Defensive System Need to Be?
In a study conducted by Spring et al. (2002), the authors consider 10 ISPs and estimate that the

number of core (non-customer) routers in an ISP is between 11 and 1018. The former refers to a

small ISP in India while the latter refers to a large corporate ISP in the US. It is observed that the

difference is 100 times larger than the smallest networks. The study is now more than a decade

old but can still provide us with a reasonable estimate.

To provide an estimate of the number of defensive routers consider a tree-structured network

topology with a branching factor of two i.e. a binary tree. The root of the tree is the customer

or victim router. A binary tree of depth four has a total number of core (i.e. excluding the root)

routers #R4 = 14. Assuming the throttling routers are found in depth four (i.e. three hops away

form the root) this gives a total number of defensive routers #R4(3) = 8. Similarly for a binary

tree of depth 10 this gives #R10 = 1022 and #R10(9) = 512. Notice that the all the figures

mentioned constitute estimates.

In fact, in practice it is expected that this number would be less than 512. This is because it is

unlikely that an ISP would universally support the proposed functionality. Instead, it is expected

that the proposed functionality will be supported on routers which see a substantial amount of

network traffic. This holds true for the AIMD approach as well. As long as the majority of the

DDoS traffic passes through these points our proposed approach would still be effective.

The empirical results in this section suggest that our proposed approach is scalable enough to

be potentially deployed even in a large ISP network.

5.5.2 Performance

At this point we concentrate on CTL and D CTL since they can better scale-up than MARL

and D MARL respectively. This experiment aims at investigating how the CTL and D CTL ap-

proaches compare against the baseline and the popular AIMD throttling approaches (Yau et al.

2005). It further investigates their learning speed and examines the extent to which our ap-

proaches are deployable.

Figure 5.20a shows how the four approaches perform in the topology involving 102 learning

agents for the constant-rate attack scenario. All approaches use an upper boundary for the victim

of Us = 206 and the Baseline and AIMD also use a lower boundary of Ls = 184. The values

are averaged over 500 episodes and error bars showing the standard error around the mean are
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(a) % Legitimate Traffic

(b) Aggregate Load

Figure 5.20: Performance for 102 RLs

plotted.

The AIMD approach outperforms the Baseline as expected. D CTL, CTL and AIMD achieve

a performance of 90%, 82% and 76% respectively. In other words, CTL and D CTL outperform

AIMD by 6% and 14% respectively. The CTL requires about 3000 time steps to equalise the

performance of AIMD, and about 7000 to reach its maximum performance. The D CTL requires

about 200 time steps to equalise the performance of AIMD, and about 2000 to reach its maximum
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performance. In Section 5.7.2 we present a small case study that examines the final performance

of AIMD, CTL and D CTL by observing the exact rate-limits learnt and how they differ from

AIMD’s throttles.

For the same experiment, we show in Figure 5.20b how the aggregate load at the victim be-

haves for the four approaches. Recall from Section 3.1 that the server is assumed to be operating

normally if its load is below the upper boundary i.e. rs ≤ Us. All three approaches do what they

are intended to do, that is, to bring down the aggregate load to acceptable levels i.e. rs <= Us

and rs ∈ [Ls, Us] for the learning and non-learning approaches respectively. Specifically, the

AIMD, CTL and D CTL require 12, 13 and 19 time steps respectively to bring down the aggreg-

ate load to acceptable levels.

Learning Speed and Deployability
The question now is what all these figures mean in practice about the learning speed. Since we

use a network emulator and also due to the lack of an actual ISP topology we can only provide

an estimate of the learning speed. Recall from Section 3.2 that the monitoring window or time

step of the throttling algorithms should be about the maximum round trip time between the victim

server S and a router inR(k). Assuming a maximum round trip time of 100−200msmeans that

the AIMD approach would require a few seconds to bring the aggregate load to acceptable levels

(Figure 5.20b) and the same time to reach its maximum value (Figure 5.20a); this is consistent

with experiments in (Yau et al. 2005).

The CTL and D CTL approaches would require a few more seconds to bring the aggregate

load below the upper boundary (Figure 5.20b). However, CTL would require about 5-10 minutes

to equalise the performance of AIMD and 12-23 minutes to reach its maximum performance

(Figure 5.20a).

On the contrary, D CTL would require less than a minute to overcome the performance of

AIMD and it will reach its maximum performance in 3− 7 minutes (Figure 5.20a). We state that

the figures just mentioned constitute estimates in order to provide an indication of the learning

speed.

Taking into consideration that 88% of DDoS attacks last for less than an hour (Anstee et al.

2013), this powerful result suggests that our proposed D CTL approach can potentially be de-

ployed in a realistic ISP network. We will now focus on the D CTL approach and run more

experiments to stress test our reinforcement learning-based approach.

5.5.3 Performance with Agent Failures

In real-world deployment router failures do and will occur therefore a defensive system must be

robust to these failures. A router fails when it drops all of its incoming traffic (i.e. it executes

action 1.0), thus not forwarding any traffic at all to the victim server. Figures 5.21a - 5.21d

show how the system performance for 102 reinforcement learning agents (17 teams) is affected
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(a) 1 Team (≈ 6% Agents) (b) 2 Teams (≈ 12% Agents)

(c) 3 Teams (≈ 18% Agents) (d) 4 Teams (≈ 24% Agents)

Figure 5.21: Agent Failures

when 1, 2, 3 and 4 teams of agents fail after the 3000 time step. This corresponds approximately

to 6%, 12%, 18% and 24% of the total number of defensive agents. At time step 3000 the

exploration parameter is reset3 to ε = 0.1 and the defensive system re-trains for 1000 episodes

to make up for the loss. The values are averaged over 500 episodes and error bars showing the

standard error around the mean are plotted. All three approaches are affected and show signs

of performance degradation when the failures occur. However, it is demonstrated that agents in

D CTL are capable of adapting and can recover to make up for the loss. In all scenarios, D CTL

outperforms AIMD by 11-14%. Interestingly, the system even with almost a quarter of agents

failing, it achieves a performance of 75%, which is very similar to AIMD’s performance without

failures (76%).

3In practice, it is expected that the victim will instruct the activated system to start exploring if the victim observes
a rapid decline in its performance or a decline over a period of time. Alternatively, it is reasonable to expect that the
network administrator is aware of any router failures, therefore he can manually instruct the system to start exploring.
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5.5.4 Performance with Variable-rate Attack Dynamics

The majority of DDoS attacks use a constant-rate mechanism where agent machines generate

traffic at a steady rate (Mirkovic & Reiher 2004). The DDoS impact is rapid but the large and

continuous flood can be easily detected. It is also the most cost-effective method for the attacker.

However, the attacker can also deploy a variable rate mechanism to delay or avoid detection and

response.

Figures 5.22a -5.22c show how the approaches behave against a pulse DDoS attack for 102

learning agents. The values are averaged over 500 episodes and error bars showing the standard

error around the mean are plotted. The attack rate oscillates between the maximum rate and zero,

and the duration of the active and inactive periods is the same and set to 500 time steps, that is,

about 50-100 seconds (assuming a time step of 100-200 ms). For example, the first attack pulse

starts at time step 0 and stops at 500. The second pulse starts at time step 1000 and stops at

1500. It is shown that D CTL outperforms AIMD during the active periods of the pulse attack;

furthermore, agents in D CTL learn not to rate-limit any traffic during the inactive periods of the

attack.

5.5.5 Performance with Measurement Noise

In a realistic network, measurement noise from routers exist. This is the result for example of

traffic delays and packet losses. Noise is defined in our model as a random value added to a

measurement as shown below:

φ = rand(−2, 2) (5.8)

Noise is altered at every time step; the noisy measurement value or reading from a router at

time step t is given by:

noisy readingt = reading + φt (5.9)

We start by investigating the effect of noise on all the approaches. Figures 5.23a - 5.23b show

how the presence of noise affects the approaches MARL, CTL, D MARL and D CTL for 102

learning agents. The values are averaged over 500 episodes and error bars showing the standard

error around the mean are plotted.

MARL is once again shown to be an unsuitable approach; the measurement noise combined

with the scalability problems results to a very poor performance. CTL performs orders of mag-

nitude better than the basic MARL but is also shown to be heavily affected by the presence of

noise.

The difference rewards D MARL method is also affected but to a lesser degree. This is

expected as difference rewards have been demonstrated to be robust to measurement noise (Colby

& Tumer 2013). Our proposed approach D CTL is affected the least and is shown to be robust

to measurement noise. Initially, it has a similar performance to D MARL without the presence

of noise. Towards the end of the experiment it equalises D CTL as if no noise was present.
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(a) Baseline

(b) AIMD

(c) D CTL

Figure 5.22: Pulse Attack
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(a) MARL and CTL

(b) D MARL and D CTL

(c) Non-learning Approaches

Figure 5.23: Effect of Measurement Noise
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(a) Without failures (b) With ≈ 24% Failures

Figure 5.24: Measurement Noise

This constitutes an another example that shows the benefit of combining our proposed CTL with

difference rewards.

At this point recall from Section 5.5.2 that for the topology involving 102 agents the upper

boundary is Us = 206; as far as the non-learning approaches i.e. Baseline and AIMD are con-

cerned, their lower boundary parameter so far was set to Ls = 184. However, in this highly noisy

scenario, by keeping Ls = 184 the non-learning approaches experience stability problems as the

aggregate load oscillates and never stabilises within [Ls, Us].

One of the motivations for online learning is that non-learning and offline learning approaches

require to have a reasonable knowledge of the network model. If this knowledge is inaccurate,

parameter re-tuning and re-training is required respectively. Therefore, we have manually altered

the lower boundary parameter for the non-learning approaches to Ls = 150 to avoid the stabil-

ity issues. This is a typical example demonstrating the advantage of online learning and being

capable of adapting to the new situation.

Figure 5.23c shows how the presence of noise affects the Baseline and AIMD approaches.

Under the new setting of Ls = 150, their performance is not much affected and are shown to be

robust to measurement noise.

Figure 5.24a shows how D CTL compares against the Baseline and AIMD approaches in the

presence of noise for 102 learning agents. The D CTL approach outperforms AIMD by 17%.

Interestingly, this constitutes an improvement over the situation where noise was not present;

recall from Figure 5.20a that the difference was 14%. Lastly, Figure 5.24b shows how D CTL

compares against the Baseline and AIMD approaches in the presence of both noise and ∼ 24%

agent failures. The D CTL approach outperforms AIMD by 12%. D CTL is robust to both

measurement noise and agent failures.
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Figure 5.25: Meek Attackers

5.5.6 Performance with “Meek” Attackers

We have assumed so far that agent or zombie machines are aggressive i.e. their sending rate is

significantly higher than that of a legitimate user. Indeed, that is a realistic assumption since in

the case of “meek” attackers i.e. when a zombie machine sends at a similar rate to a legitimate

user, this would require the attacker to compromise a considerably larger number of machines in

order to launch an attack with a similar effect.

Both legitimate users and attackers send traffic at constant rates, randomly and uniformly

drawn from the range [0, 1] Mbit/s (recall from Section 4.3 that the range for aggressive attack-

ers used to be [2.5, 6]). Figure 5.25 shows the performance of Baseline, AIMD and D CTL in the

presence of “meek” attackers. The values are averaged over 500 episodes and error bars showing

the standard error around the mean are plotted. All approaches use an upper boundary for the

victim of Us = 56 and the Baseline and AIMD also use a lower boundary of Ls = 50.

It is observed that the Baseline and AIMD approaches have now a similar performance. This

is expected as their authors (Yau et al. 2005) admit that “... our approach is most useful under

the assumption that attackers are significantly more aggressive than regular users. [Otherwise]

our solution is then mainly useful in ensuring that a server under attack can remain functional

within the engineered load limits”. Although the D CTL approach is heavily affected as well, it

achieves a system performance of 69%, allowing 17% of legitimate traffic more than AIMD to

reach the victim server.

To more effectively tackle the “meek” attackers problem it would require the designer to en-

rich the state feature space, that is, to introduce more statistical features other than the router load.

This would be helpful because in the case of “meek” attackers, the system cannot differentiate
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between legitimate and attack traffic by just taking into account the traffic volume.

5.5.7 Number of Teams

This experiment aims at investigating how the system behaviour is affected by the number of

teams involved in the defence mechanism. In practice, this is typically depended on the underly-

ing network topology. Also, if the defence spans multiple collaborative network domains, then

agents in the same domain will likely form a separate team.

We assume homogeneous teams of agents. Figure 5.26a shows the performance of D CTL

with 2-18 teams in the topology involving 18 reinforcement learning agents. For example in the

case of 2 teams each team has 9 reinforcement learning agents while in the case of 18 each team

has a single learning agent. It is observed that D CTL with 2-6 teams perform the same and

better than D CTL with 9-18 teams, but they all outperform AIMD. We can deduce that the final

performance declines when a large number of teams (i.e. fewer learning agents per team) is used.

Figure 5.26b shows the same graph but focuses on the ramp-up behaviour to examine the

learning speed. It is observed that D CTL with 18 teams has the fastest learning speed respect-

ively. We can deduce that as the number of teams increase (i.e. fewer learning agents per team)

the system starts learning faster. To verify this we have included the D MARL approach and

observe that it indeed has the slowest learning speed.

These findings are attributed to the fact that in cases where the number of teams is large

i.e. fewer learning agents per team, the agents receive more localised rewards (hence the faster

learning speed), but this discourages coordination (hence the poorer performance). However, the

important point is that the performance of the proposed D CTL approach is not heavily affected

by the number of teams of learning agents in the system as it always outperforms the AIMD

approach.

5.5.8 Incremental Learning

So far we have assumed that agents learn from scratch during online learning. However, to

facilitate the online learning process and specifically to increase the learning speed, agents can

be initialised with prior, reasonably good behaviours and then continue learning as normal. We

call this incremental learning.

One way to achieve that is to initialise the Q-tables of the reinforcement learning agents

with their universal policies learnt during offline learning (Chapter 4). Recall that during offline

learning agents learn a universal policy, that is, the best behaviour over all possible situations the

network might be found in.

Before digging further into incremental learning we need to repeat some of the offline learn-

ing experiments using the new reward functions with gradient throughout. We repeat the experi-

ments from Section 4.4.1 regarding the constant-rate attack scenario. Previous results are shown

in Figure 4.4.
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(a) Performance

(b) Ramp-up Behaviour

Figure 5.26: Number of Teams

Figure 5.27 shows the new results for the CTL and CTL+Comm approaches using the reward

functions with gradient throughout, and the difference rewards-based approaches. For offline

learning the best approach remains the CTL+Comm. In other words, the incorporation of differ-

ence rewards (D CTL+Comm) slightly worsens the system performance. The second best is the

D CTL approach.

The policies learnt during offline learning for the D CTL approach are now used to initialise
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Figure 5.27: Offline Learning

the Q-tables of the agents in order to facilitate the online learning process. Incremental learning

is depicted in Figure 5.28 for 30 reinforcement learning agents. The values are averaged over

500 episodes and error bars showing the standard error around the mean are plotted. The graph

shows how behaviours learnt during offline, online and incremental compare against the AIMD

approach.

The first thing to notice is that the behaviour learnt during offline learning outperforms the

AIMD approach. This is in alignment with results from Figure 5.27. Secondly, the behaviour

learnt during online learning outperforms the universal behaviour learnt during offline learning.

This is somewhat expected as the best behaviour for a particular situation is likely to be better

than the best behaviour across all situations.

Lastly, incremental learning combines the advantages of both offline and online learning and

is shown to be beneficial to the system. D CTL with incremental learning immediately starts with

the same performance as AIMD and outperforms it throughout the experiment until it reaches its

maximum value at time step 2000 (notice that the starting point of incremental learning is lower

than offline learning’s because of exploration).
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Figure 5.28: Incremental Learning

5.6 Computational Complexity and Communication Overhead

Let us start by discussing the set of defensive routers. For the selection of upstream defensive

routers we have adopted the same method by Yau et al. (2005). However, in practise there are

hundreds of potential victims and it is unlikely that for each victim i, an ISP would support

the proposed functionality on a separate set of defensive routers Ri(ki). This holds true for the

AIMD approach as well. It is expected that in real-world deployment an ISP will support the

defensive functionality on distributed fixed locations i.e. routers which see a significant amount

of network traffic. As long as the majority of the DDoS traffic passes through these points our

proposed approach would still be effective. In other words, the set of defensive routers is fixed

irrespective of the number of victim servers.

Let us now talk about the number of victim servers that need to be protected. As discussed in

Section 5.3.2 the servers under attack can request protection on-demand (possibly by providing

a payment). The amount of information stored at a throttling router is linear in the number

of servers under attack (as opposed to offline learning where all potential victims should be

considered and thus being infeasible). Our approach is feasible because it is expected that at

most only a minor portion of the network will ask for protection as the DDoS attacks are not the

norm, but the exception (Yau et al. 2005).

We now discuss the communication overhead of our approach. As mentioned, the proposed

D CTL approach requires the victim (or the network administrator) to send signals for activating

the defensive system and for instructing the system to explore more (e.g. in cases of component

failures).
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Furthermore, as discussed in Section 5.6, we have assumed that each learning agent calculates

its own difference rewards signal. To achieve that, the victim and team leaders need to commu-

nicate to the learning agents the relevant information at each time step. It is emphasised that

communication is performed in a hierarchical team-based fashion and no information exchange

between the learning agents takes place (i.e. decentralised coordination). Although we haven’t

actually implemented our approach in a realistic network, there are many existing techniques that

have been deployed which make use of hierarchical communication (examples include Pushback

and DefCOM both described in Section 2.3.5). Therefore, we believe that the proposed com-

munication scheme is simple and minimal, and the introduced overhead is not restrictive for a

real-world deployment. To eliminate this overhead completely, an approximation of difference

rewards may be possible as in (Tumer & Agogino 2007), but this is subject to future work.

In real-world deployment we need to ensure a reliable and secure delivery of the communic-

ated information. In practise, our proposed system will require the designer to include mech-

anisms like message authentication, priority transmission and retransmission in case of losses.

Notice that this applies to other approaches as well such as the AIMD approach in order to have

a reliable and secure delivery of the throttle signals (Yau et al. 2005).

Lastly, we examine the mechanism behind rate-limiting. For the purpose of our experiments

we have used a simplistic method called preferential dropping (Mahajan et al. 2001). For in-

stance, assume that the aggregate’s arrival rate is ra (e.g. 10 Mbps) and a specified bandwidth

limit for the aggregate is rl (e.g. 7.5 Mbps). The rate-limiter will drop each arriving packet in

the aggregate with probability 1 − rl/ra (e.g. 0.25). No packet will be dropped when ra ≤ rl.

Despite the simplicity of this approach, its drawback is the fact that a random number needs to be

generated for every arriving packet in the aggregate, in order to decide whether it will be dropped

or not. This could be infeasible for large DDoS attacks.

An alternative approach is to use a virtual queue for rate-limiting (Mahajan et al. 2001). A

virtual queue is slightly more complex to implement but eliminates the aforementioned overhead.

As a consequence, our reinforcement learning design will need to be modified as well; instead of

learning dropping probabilities, agents will need to learn appropriate sizes for the virtual queue.

This is subject to future work. Lastly, when considering a realistic deployment, it is useful to

know that virtual queues are found in some commercial routers like Cisco’s (Mahajan et al.

2001).

5.7 Case Studies

5.7.1 A Walkthrough Example on Calculating the Difference Rewards

Consider the network topology depicted in Figure 5.29. A dashed line means that two routers are

not necessarily directly connected. Legitimate users H1, H2, H4 and H5 send at a rate of 1 while

attackers H3 and H6 send at a rate of 5 (shown next to the hosts in the figure). Also shown is the
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Figure 5.29: Example of a Network Topology

upper boundary for the victim server which is set to Us = 8.

Reinforcement learning agents are installed on routers A, B and C. Recall that for calculating

the counterfactual the default action of an agent to eliminate its contribution is to drop nothing i.e.

to allow everything. At time step 1 agents execute actions 0.9, 0.5 and 0.5 respectively. At time

step 2 agent C performs action 0.9 while A and B perform the same i.e. 0.9 and 0.5 respectively

(shown above the routers in the figure).

To demonstrate the application of difference rewards we use the MARL and D MARL ap-

proaches that use the global G reward function as given by Algorithm 8 (for CTL and D CTL

the difference rewards can be calculated in a very similar manner by considering the hypothetical

victims i.e. the team leaders instead of the actual victim).

Calculating the Global Reward
At this point we repeat that we are interested in cases where the detection mechanism cannot

precisely characterise the attack traffic i.e. when attack signatures cannot be derived. Inevitably,

in practice legitimate traffic can only be estimated.

Let us now calculate the global reward G1 at the first time step. The victim observes a total

traffic of 4.2 since routers A, B and C perform actions 0.9, 0.5 and 0.5 respectively. This is below

the victim’s upper boundary therefore no punishment will be given.

The victim knows that the usual total legitimate traffic it receives is 4. This was measured

(prior the attack) for example by observing the behaviour or habits of customers and regular users

or visitors of the victim’s services. Also, during the ongoing DDoS attack the victim can estimate

that it is currently receiving 1.2 of legitimate traffic. Therefore, the victim sends out the global

G1 reward shown below to the learning agents.

G1 =
1.2

4
(5.10)
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Calculating the Counterfactual
It is assumed that the difference rewards signal of an agent, is calculated by the agent itself4. This

will require extra communication from the victim to each learning agent. Specifically, the victim

needs to send out three pieces of information as follows:

< currentlegit, currentaggr, usuallegit >

where currentlegit and currentaggr are the estimated legitimate traffic and the aggregate traffic

respectively that the victim receives during an attack at a particular time step, and usuallegit is

the legitimate traffic the victim usually receives (obviously the latter does not need to be commu-

nicated at every time step).

Let us now calculate the difference rewards D1C for agent C at the first time step. This will

be given by:

D1C = G1 −G1−C
(5.11)

where G1−C
is the counterfactual i.e. the global reward G1 without the contribution of agent C.

Agent C receives from the victim < 1.2, 4.2, 4 >. Agent C can therefore calculate the first

part of the equation i.e. the global reward. Specifically, since 4.2 is less than Us then the global

reward is given by G1 = 1.2/4.

The counterfactual G1−C
is calculated as follows. If agent C was eliminated from the system

(i.e. had agentC performed action 0.0), the victim would receive a total traffic of 4.2−3+6 = 7.2

which is below Us and therefore no punishment would be given. Therefore, the counterfactual

given would be as shown below:

G1−C
=

1.2− 0.5 + 1.0

4
=

1.7

4
(5.12)

Demonstration of Difference Rewards
With the same reasoning we calculate the rewards for the rest of the agents. At time step 1

the global reward G1 and the difference rewards for each agent DA1, DB1, DC1 are calculated

as shown in Equations 5.13-5.16. For time step 2 we calculate the rewards as shown in Equa-

tions 5.17-5.20.

4An alternative implementation is the victim to calculate the difference rewards signal for each throttling agent. This
however would require the victim to be able to derive statistics on a per throttling router basis.



Section 5.7 Case Studies 135

G1 =
1.2

4
= 0.3 (5.13)

D1A = G1 −G1−A
=

1.2

4
− (−10.5

16
) = 0.96 (5.14)

D1B = G1 −G1−B
=

1.2

4
− (

1.7

4
) = −0.13 (5.15)

D1C = G1 −G1−C
=

1.2

4
− (

1.7

4
) = −0.13 (5.16)

G2 =
0.8

4
= 0.2 (5.17)

D2A =
0.8

4
− (−8.1

16
) = 0.71 (5.18)

D2B =
0.8

4
− (

1.3

4
) = −0.125 (5.19)

D2C =
0.8

4
− (

1.7

4
) = −0.225 (5.20)

Recall from section 5.2 that any action taken that increases (or decreases) Di simultaneously

increases (or decreases) G. Indeed this is what we observe here as shown in Equations 5.21-5.22.

G2 −G1 = (−)ve (5.21)

D2C −D1C = (−)ve (5.22)

5.7.2 Comparison Between (D )CTL and AIMD throttles

We consider a particular instance of the topology involving 12 RL agents and 24 host machines

with a lower and upper boundaries of Ls = 20 and Us = 26 respectively. This is shown by

columns D − F in Table 5.2. For example, throttling router R1 (column D) receives 1.55 and

5.30 Mbit/s of legitimate and DDoS traffic respectively (column F ), thus making a total of 6.85

(column E). The bottom part (last couple of rows) of the table provides some statistics. For

example, the total legitimate traffic is 6.50 and the aggregate traffic is 47.35 which is way above

the upper boundary.

After running the AIMD algorithm for some time, it settles at a throttle of 2.24 and sends it

to the upstream throttling routers. This is depicted in the remaining columns A−C of Table 5.2.

For example, in order for routerR1 to bring its load down from 6.85 (column E) to 2.24 (column

B) it has to execute action 1 − 2.24/6.85 = 0.67 (column C) or drop about 67% of the traffic.

Therefore, 0.51 legitimate and 1.73 DDoS traffic (column A) will reach the victim server. Let

us now consider router R4; since its incoming load (0.75) is below the throttle (2.24) then it
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does not drop any traffic. Again, the bottom part of the table shows some statistics. After AIMD

throttling, the aggregate load is brought to 21.25 which is in the desired range, and allows about

70% of the legitimate traffic to reach the victim during the DDoS attack.

Table 5.3 shows the same example for our proposed CTL approach. We can now observe that

after the learnt dropping probabilities are performed, the defensive system allows about 80% of

the legitimate traffic to reach the victim server during the attack i.e. about 10% more than the

AIMD approach.

Similarly, Table 5.4 shows the same example for D CTL approach where the defensive sys-

tem allows about 90% of the legitimate traffic to reach the victim server during the attack i.e.

about 20% and 10% more than the AIMD and CTL respectively.

Some examples on why this is case are the following. In the case of router R10 the AIMD,

CTL and D CTL drop 46%, 10% and 0% respectively; D CTL allows more legitimate traffic to

pass through than the other approaches. In the case of router R2 the AIMD, CTL and D CTL

drop 57%, 80% and 90% respectively; D CTL allows less DDoS traffic to reach the victim.

For the record, the optimal policy performs about 94% and occurs when the routers drop 0%,

90%, 10%, 0%, 90%, 0%, 40%, 0%, 0%, 0%, 90% and 90% of their aggregate traffic respectively.
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5.8 Summary
In this chapter we have combined a form of reward shaping called difference rewards (D) with

our Coordinated Team Learning (CTL) approach to enable online learning. The difference re-

wards mechanism rewards an agent based on its contribution to the system’s (or the team’s) task

by removing a large amount of the noise created by the actions of the other agents in the system

(or the team). The proposed D CTL approach has been stress tested in experiments simulat-

ing realistic conditions; experimental scenarios were large-scale and involved constant-rate and

variable-rate attack dynamics, router failures, measurement noise and “meek” attackers. D CTL

has been shown to learn really fast and be highly scalable. It has been shown to be effective

against DDoS attacks, and adaptive and robust to the aforementioned conditions.

It has been demonstrated that D CTL achieves a high performance, consistently outperform-

ing the popular AIMD approach. For instance, in the topology involving about 100 learning

agents, D CTL achieves a system performance of 90%, outperforming AIMD by 14%. We

further examined the case of a more sophisticated attack strategy with variable rate dynamics,

specifically a pulse attack, where similar results are obtained. Moreover, although our approach

and AIMD are more useful under aggressive attackers, D CTL achieves a 69% performance,

outperforming AIMD by 17%.

We have further demonstrated that our proposed approach learns remarkably fast. It is es-

timated that had the proposed system been deployed, it would require a few seconds to bring

the victim load below the upper boundary, less than a minute to equalise the performance of the

AIMD approach and 3-7 minutes to reach its maximum value.

We have successfully demonstrated the scalability of our approach in experiments involving

up to 1000 reinforcement learning agents. A very strong result is obtained as it is empirically

shown that the system performance remains unaffected by the addition of new teams of learning

agents. The significant improvements on learning speed and scalability lay the foundations for a

potential real-world deployment.

The adaptability of our approach was demonstrated in a DDoS pulse attack scenario. The

system not only learns to effectively respond to the attack, but also learns not to drop any traffic

during the inactive periods of the DDoS pulses. The advantage of being adaptable has also be-

come apparent in the scenarios involving measurement noise where the non-learning approaches

required re-tuning in order to avoid stability issues.

The proposed system meets the real-world requirements of robustness to agent failures and

measurement noise. Router failures do and will occur. We have shown that the proposed ap-

proach is robust to agent failures in scenarios involving up to 24% failures. The reinforcement

learning agents adapt and recover to make up for the loss. Measurement noise is always present

in a realistic network. The system has been shown to be robust to measurement noise; in this

case, D CTL outperforms AIMD by 17%. Robustness to both noise and agent failures has also
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been demonstrated.

To bridge the gap between offline and online learning we have used incremental learning,

that is, when agents are initialised with prior, reasonably good behaviours and then continue

the online learning process as normal. The policies learnt during offline learning in Chapter 4

were used to initialise the Q-tables of the online learning agents. It was shown that incremental

learning is beneficial to the system as the learning speed is significantly improved.



CHAPTER 6

Conclusion

The final chapter presents on overview of this study and revisits the research hypothesis. It

summarises the major contributions made, the deployment issues of our proposed approach and

provides directions for future work on how to resolve these issues and extend our proposed ap-

proach.

6.1 Overview
Router Throttling (Yau et al. 2005) is a popular approach to defend against DDoS attacks, where

the victim server sends throttle signals to a set of upstream routers to rate-limit traffic towards it.

Similar techniques to throttling are implemented by network operators (Douligeris & Mitrokotsa

2004).

We revisit the central research direction or hypothesis of this study:

Distributed reinforcement learning will create an automated and adaptive response,

thus producing dynamic and robust behaviours to effectively mitigate the impact of

DDoS attacks and improve recovery rates over existing state-of-the-art rate-limiting

approaches.

To investigate the hypothesis we have proposed in Chapter 3 Multiagent Router Throttling, a

novel approach to defend against DDoS attacks where multiple individual reinforcement learning

agents are installed on a set of upstream routers and learn to rate-limit or throttle traffic towards

a victim server. This constitutes the basic design of Multiagent Router Throttling. A novel char-

acteristic of our approach is that it has a decentralised architecture and provides a decentralised

coordinated response to the DDoS threat.

142
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In Chapter 4 we have proposed Coordinated Team Learning (CTL), an extension of the basic

design, to tackle the scalability challenge. CTL is based on the divide-and-conquer paradigm;

it forms teams of agents and proposes the use of task decomposition and coordinated team re-

wards. For effective offline learning we have also proposed hierarchical team-based communic-

ation (Comm) and combined it with our approach (CTL+Comm).

In Chapter 5 we have investigated online learning. We have considered a form of reward

shaping called difference rewards that tackles the multiagent credit assignment problem. We

have proposed its combination with our system (D MARL and D CTL) to achieve the benefits

of both worlds. Particularly, D CTL achieves a significant improvement on scalability, learning

speed and final performance.

Throughout the thesis we have compared our proposed approach against a baseline and a pop-

ular state-of-the-art throttling technique from the network security literature, namely, Baseline

and AIMD Router Throttling respectively (Yau et al. 2005).

Our extensive empirical results show promising evidence to support the research hypothesis.

We summarise our findings in the next sections.

6.2 Summary of Contributions
We present the most significant contributions made by this study in two main areas: Network

Intrusion/DDoS Response and Multiagent Reinforcement Learning.

6.2.1 Contributions in Network Intrusion/DDoS Response

The proposed D CTL approach has been stress tested in experiments simulating realistic condi-

tions; experimental scenarios were large-scale and involved constant-rate and variable-rate attack

dynamics, router failures, measurement noise and “meek” attackers. D CTL has been shown to

learn really fast and be highly scalable. It has been shown to be effective against DDoS attacks,

and adaptive and robust to the aforementioned conditions. Specifically, our proposed technology

improves over state-of-the-art DDoS intrusion response in the following ways.

Effective Response to DDoS Attacks
Effectiveness has two aspects; these are learning speed and final performance. The system per-

formance is the percentage of the legitimate traffic that reached the victim server during an attack.

The learning speed is critical for online learning. If the learning speed is slow, the defensive sys-

tem may be practically useless to the victim, even if it eventually achieves a high performance.

It was demonstrated that D CTL achieves a high performance, consistently outperforming

AIMD. For instance, in the topology involving about 100 reinforcement learning agents, D CTL

achieves a system performance of 90%, outperforming AIMD by 14%. As we will later discuss

in the presence of noise the improvement is larger.

We further examined the case of a more sophisticated attack strategy with variable rate dy-
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namics, specifically a pulse attack, where similar results are obtained. Moreover, although our

approach and AIMD are more useful under aggressive attackers, D CTL achieves a 69% per-

formance, outperforming AIMD by 17%. In addition, as far as the original AIMD approach is

concerned, performing throttling becomes very challenging as the range [Ls, Us] becomes smal-

ler.

If D CTL was deployed, we have estimated that it would require a few seconds to bring the

aggregate load below its upper boundary, thus allowing the victim to remain functional during

the DDoS attack. Furthermore, it would require less than a minute to overcome AIMD and about

3-7 minutes to reach its maximum performance. Recall that 88% of the DDoS attacks last for

less than an hour (Anstee et al. 2013). This is a powerful result; D CTL’s remarkable learning

speed and scalability (discussed below) lay the foundations for a potential real-world deployment.

Notice that this occurs when the agents learn from scratch.

We have further shown that when the agents’ policies are initialised to reasonably good be-

haviours, the online learning speed improves. We call this incremental learning. Specifically, we

have demonstrated that when the agents’ policies are initialised to their universal policies learnt

during offline learning, the proposed system starts with a similar behaviour to AIMD and online

learning improves over that.

Scalable Learning-based DDoS Response
The original AIMD throttling approach has been demonstrated to be highly scalable (Yau et al.

2005). In the previous section we have discussed about the D CTL’s effectiveness to defend

against DDoS attacks. However, if our proposed approach is not scalable, it may be practically

useless as it will never be considered, let alone adopted, by a company or organisation.

In a study conducted by Spring et al. (2002), the authors estimate that the number of core

routers in an ISP is between 11 and 1018. It is observed that the difference is 100 times larger

than the smallest ISP networks. According to these figures, we have estimated that the number of

defensive routers in an ISP is between 8 and 512. In fact, it is expected that this number would be

less than 512 since it is unlikely that an ISP would universally support the proposed functionality.

We have successfully demonstrated the scalability of D CTL in experiments involving up to

1000 reinforcement learning agents. A very strong result is obtained as it is empirically shown

that the system performance remains unaffected by the addition of new teams of learning agents.

The empirical results suggest that our proposed approach is scalable enough to be potentially

deployed even in a large ISP network.

Adaptive DDoS Response
We have demonstrated in offline learning experiments that the proposed approach is more re-

sponsive to the attackers’ dynamics than AIMD, since the system learns the router throttles dur-

ing offline training and as a result it does not require any oscillations to bring down the aggregate
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load to a desired level. Recall that for the AIMD approach, performing throttling becomes chal-

lenging as the range [Ls, Us] becomes smaller.

One of the core advantages of reinforcement learning is its capability for online learning. As

an example, we have demonstrated the adaptive nature of our proposed D CTL in a DDoS pulse

attack scenario. The system not only learns to effectively respond to the attack, but also learns

not to drop any traffic during the inactive periods of the DDoS pulses.

One of the motivations for online learning is that non-learning and offline learning approaches

require to have a reasonable knowledge of the network model and topology. If this knowledge is

inaccurate, parameter re-tuning and re-training is required respectively.

Indeed, in the experiments that examined scenarios with measurement noise, the non-learning

approaches suffered from stability problems. To overcome these issues we manually re-tuned the

approach; specifically, we have set a lower value for Ls to allow the aggregate load to stabilise

within [Ls, Us]. Online learning relaxes the assumption of prior knowledge availability required,

therefore D CTL could adapt to the new situation.

Robustness to Agent Failures and Measurement Noise
We have demonstrated that the proposed system meets the real-world requirements of robustness

to agent failures and measurement noise.

In real-world deployment network component failures do and will occur. Therefore, a de-

fensive system must be robust to these failures. This is particularly the case for our approach

and AIMD which are router-based. We have shown that our proposed D CTL approach is robust

to router failures. When routers fail, the remaining active learning agents adapt and recover to

make up for the loss. Specifically, we have demonstrated that even when almost a quarter of the

defending routers fail, the remaining active learning agents recover and achieve an impressive

system performance of 75%, 11% more than AIMD.

Noise is always present in a realistic network. The proposed system has been demonstrated

to be robust to measurement noise; in this case, D CTL outperforms AIMD by 17%. Robustness

to both measurement noise and agent failures has also been achieved.

Resiliency to DDoS Attacks
The original AIMD throttling approach is victim-initiated, that is, the victim controls and sends

the throttle signals to the upstream routers. However, it is based on the assumption that either the

victim remains operational during a DDoS attack or that a helper machine is introduced to deal

with the throttle signalling (Yau et al. 2001). The first assumption can be violated in a real-world

scenario. As far as the second assumption is concerned, the helper machine can also become a

target of the attack.

In essence, the problem may arise because the existing throttling approach is victim-initiated

i.e. it has a single point of control. In other words, although it offers a distributed response, it is
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still a centralised approach. Our proposed approach has a decentralised architecture as it consists

of multiple reinforcement learning agents that learn to rate-limit or throttle traffic towards the

victim server. It provides a decentralised coordinated response to the DDoS problem, thus being

resilient to the attacks themselves.

6.2.2 Contributions in Multiagent Reinforcement Learning

Coordinated Team Learning (CTL) for Scalability and Agent Coordination

Despite the elegant theory behind temporal difference learning, multiagent reinforcement learn-

ing experiences difficulties when applied to real-world problems. There have only been a limited

number of successful large-scale applications.

In this study, we have shown that our proposed CTL approach that uses task decomposition

and coordinated team rewards, can significantly scale up to large scenarios. The system perform-

ance is demonstrated to remain unaffected by the addition of new teams of learning agents in

experiments involving up to 1000 reinforcement learning agents.

The combination of the proposed CTL with difference rewards has been shown to be benefi-

cial as it can better scale-up than the use of difference rewards or CTL on their own. It has also

been demonstrated that their combination is much more robust to scenarios with measurement

noise. Dealing with noisy environments is important since noise is always present in real-world

applications.

Communication between learning agents is not always desirable. For example, it is often the

case that agents in a multiagent system have different designers or owners. Furthermore, there

exist domains where communication between agents is not possible at all. For instance, it is

often the case where a learning agent is not aware of the other agents’ existence. Furthermore

communication signals can be costly, noisy, corrupted, dropped or received out of order, and

mechanisms to ensure a reliable delivery are necessary. In addition to all these, communication

poses a security risk and mechanisms to ensure security are needed. Decentralised coordination

is a major challenge in multiagent learning and CTL provides a solution to the problem.

In this study we have viewed the DDoS problem as a resource congestion problem. Although

no strong claims can be made yet, we believe that our proposed CTL approach can be used in

other related multiagent domains such as congestion problems. Such examples include air and

road traffic management where the goal is to reduce congestion in sectors (airspace which handles

10-40 flights on a given day) and intersections respectively.

Real-world Application of Multiagent Reinforcement Learning
As discussed earlier, mainly because of scalability issues there have only been a limited number

of successful real-world applications such as playing backgammon (Tesauro 1994) and robotic

soccer (Stone et al. 2005), and more recently air traffic management (Tumer & Agogino 2007)

and distributed sensor networks (HolmesParker et al. 2013; Colby & Tumer 2013).
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The work conducted in the thesis applies multiagent reinforcement learning to the area of net-

work intrusion response, specifically DDoS response. DDoS attacks constitute a rapidly evolving

threat and one of the most serious in the current Internet. While there is an extensive literature

regarding the application of machine learning to network intrusion detection, to the best of our

knowledge this is the first time multiagent learning is applied to intrusion response. It is worth

mentioning that this is also the first time the difference rewards method is applied to a problem

in the area of network security.

6.3 Limitations and Future Work
Despite promising empirical results and the contributions made, there are some deployment is-

sues that need to be resolved in order for our approach to be applied in practice. These are outside

the scope of the thesis and are discussed below. The discussion also proposes ways to resolve

these issues and extend our approach.

6.3.1 Secure and Reliable Communication

All of our proposed approaches require minimum levels of communication; although note that

since we are particularly interested in decentralised coordination, no communication between

the learning agents exists. For example, in the MARL approach the victim communicates the

global reward to the learning agents. This is encountered in almost every application of a rein-

forcement learning-based solution. Another example is the D MARL approach. As discussed in

Section 5.7.1, the difference rewards signal of any agent i is calculated by the agent i itself. In

order for agent i to be able to do that, the victim sends to agent i all the necessary information

required for the calculation of difference rewards.

In real-world deployment we need to ensure a reliable and secure delivery of the communic-

ated information. In practice, our proposed system will require the designer to include mech-

anisms like message authentication, priority transmission and retransmission in case of losses.

Notice that this also applies to the case of the AIMD approach in order to have a reliable and

secure delivery of the throttle signals (Yau et al. 2001).

6.3.2 Enrichment of the State Space

Our approach is mostly useful under aggressive, rather than “meek” (non-aggressive) attackers.

A “meek” attacker sends at a similar rate to a legitimate user, therefore, the system cannot differ-

entiate between legitimate and attack traffic by taking into consideration only the traffic volume.

Future work should investigate the enrichment of the state space of the reinforcement learning

agents as this will enable a better response to the “meek” attackers case.

The enrichment of the state space does not imply homogeneity of the sensors. Each throttling

router in practice may have a different number and type of sensors. In other words, reinforcement
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learning agents will have a different set of state features. Taking everything into account, the need

for a decentralised coordination between sensors and response units becomes more apparent in

real-world deployment. In this thesis we have shown that our proposed approach is a strong

candidate to address this requirement.

6.3.3 Theoretical Model

Our work in this thesis is entirely empirical. An important future direction would be to derive

a theoretical throttling model to be optimised. This might shed light on what the optimal policy

or the optimal DDoS response is in a truly large-scale scenario. In addition, as it is empirically

demonstrated in Chapter 5, the performance of the CTL (and D CTL) approach remains almost

unaffected by the addition of new learning agents in the system. It is therefore worth examining

whether any theoretical properties or guarantees can explain this behaviour.

6.3.4 Model-based Reinforcement Learning

We have argued that if the detection mechanism is accurate enough to derive attack signatures

then the DDoS problem can be simply solved by filtering the attack traffic. We have focussed

in cases where the detection mechanism cannot precisely characterise the attack traffic i.e. when

attacks signatures cannot be derived. Throughout the thesis we have applied model-free or direct

reinforcement learning i.e. our goal was to learn a response against DDoS attacks involving

scenarios with constant-rate and variable-rate attack dynamics such as pulse attacks.

Future work should investigate the application of model-based reinforcement learning i.e.

algorithms that attempt to also learn a model of the environment apart from the optimal policy.

An agent can use such a model to predict how the environment will respond to its actions i.e.

given a state and an action, a model can produce a prediction of the next state and reward. This

would require the integration of planning and learning. Model-based reinforcement learning

constitutes a promising future direction as it might reveal new attack rate patterns and might help

the human expert to better understand the problem and ultimately facilitate his task on deriving

new attack signatures.

6.3.5 Human Intervention

Kantchelian et al. (2013) argue that in order for a machine learning-based security system to be of

practical interest, it must engage with the human operator beyond its engineering. For instance,

as discussed in Section 2.2.5, for an intrusion detection system the human should be integrated

beyond feature selection and training data labelling.

There is a growing body of work integrating human advice into reinforcement learning agents

to improve their learning speed (Knox & Stone 2009). The advice can be given in a variety of

forms, for example, by providing action suggestions to the learning agents or by guiding them via

online reinforcement. A real-life analogy is the game of soccer where players are given advice by

their coach. Considering the human advice requires the integration of the human in the learning
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loop.

For the intrusion response domain, we argue that the human expert must be able to intervene

at any time and for any reason he deems it necessary. For example, the human operator can

suggest to the defensive system an action ha perhaps after a telephone conversation with the

victim under attack. Another simple example could be the following. If the human operator has

any reason to believe that the environmental reward r is no longer useful, for instance if one

of the detection criteria is no longer accurate, he must be able to intervene and provide human

reinforcement hr so learning agents use hr, rather than r, as a reward signal. Future work should

also investigate more complicated cases such as ways to take into consideration both r and hr.

Moreover, it should investigate how the human intervenes with the CTL approach where the

defensive system needs to deal with ha and hr on a per team basis.

The adaptive nature of our approach could rapidly address the needs of the new situation. We

believe integrating human advice into our system is so important that we deem it necessary for

its real-world deployment.
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