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Abstract

We establish existence of positive non-decreasing radial solutions for a nonlocal nonlinear Neumann

problem both in the ball and in the annulus. The nonlinearity that we consider is rather general, allowing

for supercritical growth (in the sense of Sobolev embedding). The consequent lack of compactness can be

overcome, by working in the cone of non-negative and non-decreasing radial functions. Within this cone,

we establish some a priori estimates which allow, via a truncation argument, to use variational methods

for proving existence of solutions. As a side result, we prove a strong maximum principle for nonlocal

Neumann problems, which is of independent interest.
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1. Introduction

For s > 1/2, we consider the following nonlocal Neumann problem











(−1)su+ u= f (u) in �,

u≥ 0 in �,

Nsu= 0 in R
n \�.

(1.1)

Here � is a radial domain of R
n, it is either a ball

�= BR := {x ∈ R
n : |x|<R}, R > 0, (1.2)

or an annulus

�=AR0,R := {x ∈ R
n : R0 < |x|<R}, 0<R0 <R. (1.3)

Furthermore, n≥ 1, (−1)s denotes the fractional Laplacian

(−1)su(x) := cn,s PV

∫

Rn

u(x)− u(y)

|x − y|n+2s
dy, (1.4)

and Ns is the following nonlocal normal derivative

Nsu(x) := cn,s

∫

�

u(x)− u(y)

|x − y|n+2s
dy for all x ∈ R

n \� (1.5)

first introduced in [11], and cn,s is a normalization constant. It is a well known fact that the frac-

tional Laplacian (−1)s is the infinitesimal generator of a Lévy process. The notion of nonlocal

normal derivative Ns has also a particular probabilistic interpretation; we will comment on it

later on in Section 2. We stress here that, with this definition of nonlocal Neumann boundary

conditions, problem (1.1) has a variational structure.

In this paper, we study the existence of non-constant solutions of (1.1) for a superlinear non-

linearity f , which can possibly be supercritical in the sense of Sobolev embeddings.

In order to state our main result, we introduce the hypotheses on f . We assume that f ∈

C1,γ ([0,∞)), for some γ > 0, satisfies the following conditions:

(f1) f
′(0)= limt→0+

f (t)
t

∈ (−∞,1);

(f2) lim inft→∞
f (t)
t
> 1;

(f3) there exists a constant u0 > 0 such that f (u0)= u0 and f ′(u0) > λ
+,r
2 + 1,

where λ
+,r
2 > 0 is the second radial increasing eigenvalue of the fractional Laplacian with (non-

local) Neumann boundary conditions.

Clearly, as a consequence of (f1), we know that f (0)= 0 and f is below the line t in a right

neighborhood of 0. The results of the paper continue to hold if we weaken (f1) as follows
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(f ′
1) f (0)= 0, f ′(0) ∈ (−∞,1] and f (t) < t in (0, t̄) for some t̄ > 0.

A prototype nonlinearity satisfying (f1) and (f2) is given by

f (t) := tq−1 − t r−1, with 2 ≤ r < q.

For q large enough, the above function satisfies condition (f3) as well.

We observe that (f1) and (f2) are enough to prove the existence of a mountain pass-type

solution. The additional hypothesis (f3) is needed to prove that such a solution is non-constant.

In particular, the existence of a fixed point u0 of f is a consequence of (f1), (f2), and the

regularity of f ; moreover, in view of
∫

�
(−1)sudx = 0 (cf. (2.3) below), the fact that f (t)− t

must change sign at least once is a natural compatibility condition for the existence of solutions.

Our main result can be stated as follows.

Theorem 1.1. Let s > 1/2 and f ∈ C1,γ ([0,∞)), for some γ > 0, satisfy assumptions (f1)–(f3).

Then there exists a non-constant, radial, radially non-decreasing solution of (1.1) which is of

class C2 and positive almost everywhere in �. In addition, if u0,1, . . . , u0,N are N different

positive constants satisfying (f3), then (1.1) admits N different non-constant, radial, radially

non-decreasing, a.e. positive solutions.

If �= AR0,R , the same existence and multiplicity result holds also for non-constant, radial,

radially non-increasing, a.e. positive C2 solutions of (1.1).

We stress here that the situation with Neumann boundary conditions is completely different

from the case with Dirichlet boundary conditions. Indeed, as for the local case s = 1, a Pohožaev-

type identity implies nonexistence of solutions under Dirichlet boundary conditions for critical

or supercritical nonlinearities, cf. [13, Corollary 1.3], while here, under Neumann boundary con-

ditions, we can find solutions even in the supercritical regime. Moreover, the supercritical nature

of the problem prevents a priori the use of variational methods to attack the problem. Indeed, the

energy functional associated to (1.1) is not even well-defined in the natural space where we look

for solutions, i.e., H s
�,0 (cf. Section 3). To overcome this issue, we follow essentially the strategy

used in [4,8]. Our starting point is to work in the cone of non-negative, radial, non-decreasing

functions

C+(�) :=

{

u ∈H s
�,0 :

u is radial and u≥ 0 in R
n,

u(r)≤ u(s) for all R0 ≤ r ≤ s ≤R

}

, (1.6)

where with abuse of notation we write u(|x|) := u(x) and in order to treat simultaneously the

two cases � = BR and � = AR0,R , we assimilate BR into the limit case A0,R . This cone was

introduced for the local case (s = 1) by Serra and Tilli in [14], it is convex and closed in the

H s -topology. The idea of working with radial functions, suggested by the symmetry of the prob-

lem, is dictated by the necessity of gaining compactness. Indeed, restricting the problem to the

space of radial H s functions (H s
rad) allows somehow to work in a 1-dimensional domain, where

we have better embeddings than in higher dimension. Nevertheless, in the case of the ball, the

energy functional is not well defined even in H s
rad, since the sole radial symmetry is not enough

to prevent the existence of sequences of solutions exploding at the origin. This is the reason for

the increasing monotonicity request in the cone C+, cf. [9] for similar arguments in more general
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domains. Indeed, we can prove that all solutions of (1.1) belonging to C+ are a priori bounded in

H s
�,0 and in L∞(�). When the domain does not contain the origin, i.e. in the case of the annulus

R0 > 0, the monotonicity request can be avoided and it is possible to work directly in the space

H s
rad. Nonetheless, working in H s

rad would allow to prove the existence of just one radial weak

solution of the equation in (1.1) under Neumann boundary conditions, whose sign and mono-

tonicity are not known. Therefore, also in the case of the annulus, even if we do not need to gain

compactness, we will work in C+(AR0,R) to find a non-decreasing solution, and in

C−(AR0,R) :=

{

u ∈H s
AR0,R

,0 :
u is radial and u≥ 0 in R

n,

u(r)≥ u(s) for all R0 ≤ r ≤ s ≤R

}

, (1.7)

to find a non-increasing solution.

For simplicity of notation, in the rest of the paper we will simply denote by C both C+(�) and

C−(AR0,R), when the reasoning will be independent of the particular cone.

In both cases, thanks to the a priori estimates, we can modify f at infinity in such a way to

obtain a subcritical nonlinearity f̃ . This leads us to study a new subcritical problem, with the

property that all solutions of the new problem belonging to C solve also the original problem

(1.1). The energy functional associated to the new problem is clearly well-defined in the whole

H s
�,0. To get a solution of the new problem belonging to C, we prove that a mountain pass-

type theorem holds inside the cone C. The main difficulty here is that we need to find a critical

point of the energy, belonging to a set (C) which is strictly smaller than the domain (H s
�,0) of

the energy functional itself. To overcome this difficulty we build a deformation η for the Defor-

mation Lemma 4.8 which preserves the cone, cf. also Lemma 4.6. Once the minimax solution

is found, we need to prove that it is non-constant. We further restrict our cone, working in a

subset of C in which the only constant solution of (1.1) is the constant u0 defined in (f3). In

this set, we are able to distinguish the mountain pass solution from the constant using an energy

estimate.

The multiplicity part of Theorem 1.1 can be easily obtained by repeating the same arguments

around each constant solution u0: in case we have more than one u0 satisfying (f3), for each

u0,i , we work in a subset of C made of functions u whose image is contained in a neighborhood

of u0,i . This allows us to localize each mountain pass solution and to prove that to each u0,i

corresponds a different solution of the problem.

The paper is organized as follows:

• In Section 2, we recall some basic properties of our nonlocal Neumann problem. In particu-

lar, we describe its variational structure and we establish a strong maximum principle;

• In Section 3, we prove the a priori bounds, both in L∞ and in the right energy space, which

will be crucial for our existence result;

• Section 4 contains the Mountain Pass-type Theorem (Theorem 4.12) which establishes exis-

tence of a radial, non-negative, non-decreasing solution and whose main ingredient relies on

a Deformation Lemma inside the cone C (see Lemma 4.8);

• Finally, in Section 5, we prove that the solution, found via Mountain Pass argument, is not

constant.
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2. The notion of nonlocal normal derivative and the variational structure of the problem

In this section, we comment on the notion of nonlocal normal derivative Ns and we describe

some structural properties of the nonlocal Neumann problem under consideration, with particular

emphasis on its variational structure.

As mentioned in the Introduction, we use the following notion of nonlocal normal derivative:

Nsu(x) := cn,s

∫

�

u(x)− u(y)

|x − y|n+2s
dy, x ∈ R

n \�. (2.1)

As well explained in [11], with this notion of normal derivative, problem (1.1) has a varia-

tional structure. We emphasize that the operator (−1)s that we consider is the standard fractional

Laplacian on R
n (notice that the integration in (1.4) is taken on the whole R

n) and not the

regional one (where the integration is done only on �). This choice will be reflected in the

associated energy functional (see e.g. (2.12)). We note in passing that, in [1], it is shown that

the fractional Laplacian (−1)su under homogeneous nonlocal Neumann boundary conditions

(Nsu = 0 in R
n \ �) can be expressed as a regional operator with a kernel having logarith-

mic behavior at the boundary. There are other possible notions of “Neumann conditions” for

problems involving fractional powers of the Laplacian (depending on which type of operator

one considers), which all recover the classical Neumann condition in the limit case s ↑ 1. See

Setion 7 in [11] and reference therein, for a more precise discussion on possible different defini-

tions.

The choice of the standard fractional Laplacian (−1)s and of the corresponding normal

derivative Ns has also a specific probabilistic interpretation, that is well described in Section

2 of [11]. The idea is the following. Let us a consider a particle that moves randomly in R
n

according to the following law: if the particle is located at a point x ∈ R
n, it can jump at any

other point y ∈ R
n with a probability that is proportional to |x − y|−n−2s . It is well known that

the probability density u(x, t) that the particle is situated at the point x at time t , solves the frac-

tional heat equation ut + (−1)su = 0. If now we replace the whole space R
n with a bounded

domain �, we need to specify what are the “boundary conditions”, that is what happens when

the particle exits �. The choice of the Neumann condition Nsu= 0 corresponds to the following

situation: when the particle reaches a point x ∈ R
n \ �, it may jump back at any point y ∈ �

with a probability density that, again, is proportional to |x − y|−n−2s . Just as a comparison, if

in place of Neumann boundary conditions, one considers the more standard Dirichlet boundary

conditions (that in this nonlocal setting, reads u≡ 0 in R
n \�), this would correspond to killing

the particle when it exits �.

We pass now to describe some variational properties of our nonlocal Neumann problem. Let

us start with an integration by part formula that justify the choice of Nsu. In what follows �c

will denote the complement of � in R
n.

Lemma 2.1 (Lemma 3.3 in [11]). Let u and v be bounded C2 functions defined on R
n. Then, the

following formula holds
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cn,s

2

∫∫

R2n\(�c)2

(u(x)− u(y))(v(x)− v(y))

|x − y|n+2s
dx dy

=

∫

�

v (−1)sudx +

∫

�c

vNsudx.

(2.2)

Remark 2.2. As a consequence of Lemma 2.1, if u ∈ C2(Rn) solves (1.1), taking v ≡ 1 in (2.2),

we get

∫

�

(−1)sudx = 0. (2.3)

We now introduce the functional space where the problem is set. Let u, v : R
n → R be mea-

surable functions, we set

[u]H s
�,0

:=







cn,s

2

∫∫

R2n\(�c)2

|u(x)− u(y)|2

|x − y|n+2s
dx dy







1/2

(2.4)

and we define the space

H s
�,0 := {u : R

n → R, u ∈ L2(�) : [u]H s
�,0
<+∞}

equipped with the scalar product

(u, v)H s
�,0

:=

∫

�

uvdx +
cn,s

2

∫∫

R2n\(�c)2

(u(x)− u(y))(v(x)− v(y))

|x − y|n+2s
dx dy,

and with the induced norm

‖u‖H s
�,0

:= ‖u‖L2(�) + [u]H s
�,0
. (2.5)

By [11, Proposition 3.1], we know that (H s
�,0, (·, ·)H s

�,0
) is a Hilbert space.

In this paper we will mainly work with the notion of weak solutions for problem (1.1), which

naturally belong to the energy space H s
�,0 but, at some point (more precisely, when we will

apply a strong maximum principle – see Proposition 2.6) we will need to consider also classical

solutions. For this reason, let us recall under which condition the fractional Laplacian given by

the expression (1.4) is well defined. Let Ls denote the following set of functions:

Ls :=







u : R
n → R :

∫

Rn

|u(x)|

1 + |x|n+2s
dx <∞







. (2.6)
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Let � be a bounded set in R
n, s > 1/2, and let u ∈ Ls be a C1,2s+ε−1 function in � for

some ε > 0. Then (−1)su is continuous on � and its value is given by the integral in (1.4) (see

Proposition 2.4 in [16]).

In particular, the condition u ∈ Ls ensures integrability at infinity for the integral in (1.4).

Moreover, if u belongs to the energy space H s
�,0, then automatically it is in Ls , according to the

following result.

Lemma 2.3. Let � be a bounded set in R
n. Then

H s
�,0 ⊂ Ls .

Proof. We prove that if u ∈H s
�,0, then it satisfies the integrability condition

∫

Rn

|u(x)|2

1 + |x|n+2s
dx <∞, (2.7)

which, in particular, implies that u ∈ Ls , by using Hölder inequality and observing that (1 +

|x|n+2s)−1 ∈ L1(Rn).

Throughout this proof we denote by C many different positive constants whose precise value

is not important for the goal of the proof and may change from time to time. Let �′ be a compact

set contained in �. We have

∞>

∫

�

∫

Rn

|u(x)− u(y)|2

|x − y|n+2s
dx dy

≥

∫

�

∫

�

|u(x)− u(y)|2

|x − y|n+2s
dx dy +

∫

�′

∫

Rn\�

|u(x)− u(y)|2

|x − y|n+2s
dx dy

≥

∫

�

∫

�

|u(x)− u(y)|2

|x − y|n+2s
dx dy

+
1

2

∫

�′

∫

Rn\�

|u(x)|2

|x − y|n+2s
dx dy −

∫

�′

∫

Rn\�

|u(y)|2

|x − y|n+2s
dx dy,

(2.8)

where, in the last estimate we have used that |a − b|2 ≥ 1
2a

2 − b2 by Young inequality.

Since u ∈H s
�,0, clearly the first term on the r.h.s is finite. Moreover, using that for x ∈ R

n \�

and y ∈�′ one has that |x−y| ≥ ω, for some ω > 0, and the integrability of the kernel at infinity,

we have for every y ∈�′

∫

Rn\�

1

|x − y|n+2s
dx ≤ C

∞
∫

ω

τn−1−(n+2s)dτ =
C

ω2s
,

where C is independent of y ∈�′. Hence,
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∫

�′

∫

Rn\�

|u(y)|2

|x − y|n+2s
dx dy ≤

∫

�′

|u(y)|2







∫

Rn\�

1

|x − y|n+2s
dx






dy

≤
C

ω2s

∫

�′

|u(y)|2dy <∞.

(2.9)

Therefore, combining (2.8) with (2.9), we deduce that

∫

�′

∫

Rn\�

|u(x)|2

|x − y|n+2s
dx dy <∞.

Finally, since� (and thus�′) is bounded, we have that there exists some number d depending

only on � such that |x − y| ≤ d + |x| for every x ∈ R
n \� and y ∈�′, which implies that

∫

�′

∫

Rn\�

|u(x)|2

|x − y|n+2s
dx dy ≥ |�′|

∫

Rn\�

|u(x)|2

(d + |x|)n+2s
dx.

This last inequality, together with the fact that

∫

�

|u(x)|2

(d + |x|)n+2s
dx <∞,

(since u ∈ L2(�)) concludes the proof. ✷

Since it will be useful later on, we introduce also some standard notation for fractional Sobolev

spaces. We set

[u]H s (�) :=







cn,s

2

∫∫

�2

|u(x)− u(y)|2

|x − y|n+2s
dx dy







1
2

. (2.10)

We denote by H s(�) the space

H s(�) :=
{

u ∈ L2(�) : [u]H s (�) <∞
}

,

equipped with the norm

‖u‖H s(�) = ‖u‖L2(�) + [u]H s (�).

Notice that in the definition [u]H s (�) the double integral is taken over �×�, which differs

from the seminorm defined in (2.4) related to the energy functional of our problem.

Since the following obvious inequality holds between the usual H s -seminorm and the semi-

norm [ · ]H s
�,0

defined in (2.4):
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[u]H s
�,0

≥ [u]H s (�)

as an easy consequence of the fractional compact embedding H s(�) →֒→֒ Lq(�) (see for ex-

ample Section 7 in [2] and remind that H s(�)=W s,2(�)), we have the following.

Proposition 2.4. The space H s
�,0 is compactly embedded in Lq(�) for every q ∈ [1,2∗

s ), where

2∗
s :=

{

2n
n−2s if 2s < n,

+∞ otherwise

is the fractional Sobolev critical exponent.

Given h ∈ L2(�), we consider now the following linear problem

{

(−1)su+ u= h in �,

Nsu= 0 in R
n \�.

(2.11)

Definition 2.5. We say that a function u ∈H s
�,0 is a weak solution of problem (2.11) if

cn,s

2

∫∫

R2n\(�c)2

(u(x)− u(y))(v(x)− v(y))

|x − y|n+2s
dx dy +

∫

�

uv dx =

∫

�

hv.

With this definition one can easily see that weak solutions of problem (2.11) can be found as

critical points of the following energy functional defined on the space H s
�,0, cf. [11, Proposition

3.7]:

E(u) :=
cn,s

4

∫∫

R2n\(�c)2

|u(x)− u(y)|2

|x − y|n+2s
dx dy +

1

2

∫

�

u2 dx −

∫

�

hudx. (2.12)

We state now a strong maximum principle for the fractional Laplacian with nonlocal Neumann

conditions.

Theorem 2.6. Let u ∈ C1,2s+ε−1(�)∩Ls (for some ε > 0) satisfy











(−1)su≥ 0 in �,

u≥ 0 in �,

Nsu≥ 0 in R
n \�.

Then, either u > 0 or u≡ 0 a.e. in �.

Proof. Assume that u is not a.e. identically zero and let us show that u > 0 a.e. in �. We argue

by contradiction: suppose that the set in � on which u vanishes has positive Lebesgue measure,

and let call it Z, i.e.
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Z := {x ∈� |u(x)= 0}, and |Z|> 0.

Let now x̄ ∈Z. Since u satisfies (−1)su≥ 0 in�, using the definition of fractional Laplacian,

we have that

∫

Rn\�

u(x̄)− u(y)

|x̄ − y|n+2s
dy ≥ −

∫

�

u(x̄)− u(y)

|x̄ − y|n+2s
dy

=

∫

�

u(y)

|x̄ − y|n+2s
dy > 0,

where the last strict inequality comes from the fact that we are assuming that u is strictly positive

on a subset of � of positive Lebesgue measure (otherwise it would be u≡ 0 a.e. in �).

Integrating the above inequality on the set Z and using that |Z|> 0, we deduce that

∫

Z

∫

Rn\�

u(x̄)− u(y)

|x̄ − y|n+2s
dy dx̄ > 0. (2.13)

On the other hand, using that u≥ 0 in �, we have

cn,s

∫

Z

∫

Rn\�

u(x̄)− u(y)

|x̄ − y|n+2s
dy dx̄ ≤ cn,s

∫

�

∫

Rn\�

u(x)− u(y)

|x − y|n+2s
dy dx

= −cn,s

∫

Rn\�

∫

�

u(y)− u(x)

|x − y|n+2s
dx dy

= −

∫

Rn\�

Nsu(y)dy ≤ 0.

(2.14)

This contradicts (2.13) and concludes the proof. ✷

Remark 2.7. Arguing in the same way, it is easy to see that the above strong maximum principle

holds true when adding a zero order term in the equation satisfied in � (that is considering

solutions of (−1)su(x)+ c(x)u(x)≥ 0 in �).

We conclude this Section with two results of [11]. The first one gives a further justification of

calling Ns a “nonlocal normal derivative”.

Proposition 2.8 (Proposition 5.1 of [11]). Let � be any bounded Lipschitz domain of R
n and let

u and v be C2 functions with compact support in R
n.

Then,

lim
s→1

∫

Rn\�

Nsuv dx =

∫

∂�

∂νuv dx,

where ∂ν denotes the external normal derivative to ∂�.
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The last result that we recall from [11], describes the spectrum of the fractional Laplacian

with zero Neumann boundary conditions.

Theorem 2.9 (Theorem 3.11 in [11]). There exists a diverging sequence of non-negative values

0 = λ1 < λ2 ≤ λ3 ≤ . . . ,

and a sequence of functions ui : R
n → R such that

{

(−1)sui(x)= λiui(x) for any x ∈�

Nsui(x)= 0 for any x ∈ R
n \�.

Moreover, the functions ui (restricted to �) provide a complete orthogonal system in L2(�).

3. A priori bounds for monotone radial solutions

Without loss of generality, from now on we suppose that f satisfies the further assumption

(f0) f (t)≥ 0 and f ′(t)≥ 0 for every t ∈ [0,∞).

If this is not the case, it is always possible to reduce problem (1.1) to an equivalent one having a

non-negative and non-decreasing nonlinearity, cf. [8, Lemma 2.1].

We look for solutions to (1.1) in the cone C defined in (1.6) and (1.7).

It is easy to prove that C is a closed convex cone in H s
�,0, i.e., the following properties hold

for all u, v ∈ C and λ≥ 0:

(i) λu ∈ C;

(ii) u+ v ∈ C;

(iii) if also −u ∈ C, then u≡ 0;

(iv) C is closed in the H s -topology.

We will use the above properties of C in Lemma 4.8.

We state now an embedding result for radial functions belonging to fractional Sobolev spaces,

which can be found in [15] (see also [6]).

Lemma 3.1. If s > 1/2 and 0< R̄ < R, there exists a positive constant CR̄ = CR̄(R̄, n, s) such

that

‖u‖L∞(BR\BR̄)
≤ CR̄‖u‖H s

BR\B
R̄
,0

(3.1)

for all u radial in H s
BR\BR̄,0

.

Proof. The proof is the same as in [6, Lemma 4.3], we report it here for the sake of completeness.

Let R̄ < ρ < R. Using that u is radial, s > 1/2, and the trace inequality for H s(Bρ \ BR̄) (see

e.g. [17, Section 3.3.3]), we have for every x ∈ ∂Bρ
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|u(x)|2 =
ρ1−n

nωn

∫

∂Bρ

u2dHn−1

≤ C
ρ1−n

nωn
ρ2s−1

{

[u]2
H s (Bρ\BR̄)

+
1

ρ2s
‖u‖2

L2(Bρ\BR̄)

}

,

where ωn is the volume of the unit sphere in R
n and dHn−1 denotes the (n − 1)-dimensional

Hausdorff measure. We immediately deduce that for every x ∈ ∂Bρ

|u(x)| ≤











C|x|−
n−2s

2 ‖u‖H s(Bρ\BR̄)
if ρ = |x| ≥ 1,

C
|x|

− n−2s
2

ρs
‖u‖H s(Bρ\BR̄)

if ρ = |x|< 1

≤ C|x|−
n−2s

2

(

1 +
1

ρs

)

‖u‖H s(Bρ\BR̄)

≤ CR̄− n−2s
2 (1 + R̄−s)‖u‖H s(BR\BR̄)

Hence, we conclude that

‖u‖L∞(BR\BR̄)
≤ CR̄− n−2s

2 (1 + R̄−s)‖u‖H s(BR\BR̄)

≤ CR̄− n−2s
2 (1 + R̄−s)‖u‖H s

BR\B
R̄
,0
,

which proves the statement, with CR̄ := CR̄− n−2s
2 (1 + R̄−s). ✷

As mentioned above, working in the cones C of non-negative, radial and monotone functions

has the advantage to have an a priori L∞ bound, according to the following lemma. In particular,

from the proof of the next lemma it will be clear the role of the non-decreasing monotonicity in

the case of the ball.

Lemma 3.2. Let s > 1/2 and � be the ball BR or the annulus AR0,R as in (1.2), (1.3). There

exists a constant C = C(R,R0, n, s) > 0 such that

‖u‖L∞(�) ≤ C‖u‖H s
�,0

for all u ∈ C.

Proof. Case �= BR . In this case, C = C+(BR). Since u is radial and non-decreasing, we have

that ‖u‖L∞(�) = ‖u‖L∞(BR\BR/2). Hence, the conclusion follows by (3.1), observing that here

R̄ =R/2> 0.

Case � = AR0,R . In the annulus, the same proof as before works both for u ∈ C+ and for

u ∈ C−. We observe that in this case the constant C depends on R0 (and not on R). ✷

Thanks to the previous lemma, it would be enough to restrict the energy functional to C to

get C-constrained critical points; this is the approach in [14]. Nonetheless, as well explained in

[14], the cone C has empty interior in the H s -topology, as a consequence it does not contain

enough test functions to guarantee that constrained critical points are indeed free critical points.



ARTICLE IN PRESS

U
N

C
O

R
R

E
C

T
E
D

 P
R

O
O

F

Please cite this article in press as: E. Cinti, F. Colasuonno, A nonlocal supercritical Neumann problem, J. Differential

Equations (2019), https://doi.org/10.1016/j.jde.2019.09.014

JID:YJDEQ AID:9984 /FLA [m1+; v1.304; Prn:16/09/2019; 7:15] P.13 (1-34)

E. Cinti, F. Colasuonno / J. Differential Equations ••• (••••) •••–••• 13

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

In [14], the authors prove a posteriori that the constrained critical point that they find is a weak

solution of the problem. In the present paper, we follow a different strategy proposed in [4],

which, moreover, allows to cover a wider class of nonlinearities. The technique used relies on

the truncation method and, for it, we need to prove a priori estimates for the solutions of (1.1)

belonging to C. We start with introducing some more useful notation.

Fix δ, M > 0 such that

f (t)≥ (1 + δ)t for all t ≥M. (3.2)

The existence of δ, M > 0 follows by (f2). We introduce the following set of functions

FM,δ := {g ∈ C([0,∞)) : g ≥ 0, g(t)≥ (1 + δ)t for all t ≥M} . (3.3)

We remark that FM,δ depends on f only through δ and M . In the remaining part of this section,

we shall derive some a priori estimates which are uniform in FM,δ and hence depend only on M

and δ, and not on the specific function g belonging to FM,δ . This will be useful in the rest of the

paper, since we will deal with a truncated function.

We give now the definition of weak solution for a general nonlinear Neumann problem of the

form











(−1)su+ u= g(u) in �

u≥ 0 in �

Nsu= 0 in R
n \�.

(3.4)

Definition 3.3. We say that a non-negative function u ∈H s
�,0 is a weak solution of problem (3.4)

if for every v ∈H s
�,0

cn,s

2

∫∫

R2n\(�c)2

(u(x)− u(y))(v(x)− v(y))

|x − y|n+2s
dx dy +

∫

�

uv dx =

∫

�

g(u)v.

The following Lemma gives an L1 bound for solutions to (3.4) with g belonging to the class

FM,δ .

Lemma 3.4. Let g be any function in FM,δ . Then, there exists a constantK1 =K1(R,n,M, δ) > 0

such that any weak solution u ∈ C of (3.4) satisfies

‖u‖L1(�) ≤K1.

Proof. Testing the notion of weak solution with v ≡ 1 and using that g ∈ FM,δ , we get

∫

�

udx =

∫

{u<M}

g(u)dx +

∫

{u≥M}

g(u)dx ≥ (1 + δ)

∫

{u≥M}

udx.

Hence,
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M|�| ≥

∫

{u<M}

udx ≥ δ

∫

{u≥M}

udx

and so

∫

�

udx =

∫

{u<M}

udx +

∫

{u≥M}

udx ≤M|�|

(

1 +
1

δ

)

=:K1. ✷

The following lemma gives a uniform a priori bound in L∞ for solutions belonging to the

cone C of problems (3.4), with g ∈ FM,δ .

Lemma 3.5. There exist two positive constants K∞ = K∞(R0,R,n, s,M, δ) and K2 =

K2(R0,R,n, s,M, δ), such that for any u ∈ C weak solution of problem (3.4), the following

estimates hold:

‖u‖L∞(�) ≤K∞ and ‖u‖H s
�,0

≤K2.

Proof. Choosing again v ≡ 1 in the definition of weak solution, we have

∫

�

udx =

∫

�

g(u)dx. (3.5)

On the other hand, testing the equation with u itself and using Lemma 3.2, we deduce

‖u‖2
L∞(�) ≤ C

2







∫∫

R2n\(�c)2

|u(x)− u(y)|2

|x − y|n+2s
dx dy +

∫

�

u2 dx







= C2

∫

�

g(u)udx ≤ C2‖u‖L∞(�)

∫

�

g(u)dx.

(3.6)

Combining (3.5) with the previous estimate, we conclude that

‖u‖L∞(�) ≤ C
2‖u‖L1(�) ≤ C

2K1 =:K∞,

where the last estimate comes from Lemma 3.4. Finally, this bound on ‖u‖L∞(�) combined with

inequality (3.6) above, gives the following uniform bound on ‖u‖H s
�,0

:

‖u‖2
H s
�,0

≤ ‖u‖L∞(�)

∫

�

g(u)dx = ‖u‖L∞(�)‖u‖L1(�) ≤ C
2K2

1 =:K2
2 . ✷

We now prove a regularity result for weak solutions of (1.1) belonging to the cone C.

Lemma 3.6. Let u ∈ C be a weak solution of (1.1). Then u ∈ C2(Rn).



ARTICLE IN PRESS

U
N

C
O

R
R

E
C

T
E
D

 P
R

O
O

F

Please cite this article in press as: E. Cinti, F. Colasuonno, A nonlocal supercritical Neumann problem, J. Differential

Equations (2019), https://doi.org/10.1016/j.jde.2019.09.014

JID:YJDEQ AID:9984 /FLA [m1+; v1.304; Prn:16/09/2019; 7:15] P.15 (1-34)

E. Cinti, F. Colasuonno / J. Differential Equations ••• (••••) •••–••• 15

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

Proof. By Lemma 3.5 we know that u ∈ L∞(�). Furthermore, by the nonlocal Neumann bound-

ary conditions, we have that

u(x)=

∫

�

u(y)

|x − y|n+2s
dy

∫

�

1

|x − y|n+2s
dy

for every x ∈ R
n \�.

Thus, for any ε > 0 we get for every x ∈ R
n \�ε := {x ∈ R

n : dist(x,�)≥ ε}

u(x)=

∫

�

u(y)

|x − y|n+2s
dy

∫

�

1

|x − y|n+2s
dy

≤ ‖u‖L∞(�)

∫

�

1

|x − y|n+2s
dy

∫

�

1

|x − y|n+2s
dy

= ‖u‖L∞(�).

Therefore, being this estimate uniform in ε, we get |u(x)| ≤ ‖u‖L∞(�) for every x ∈ R
n \ �.

Hence, u ∈ L∞(Rn) and so, using [16, Proposition 2.9] withw = f (u)−u ∈ L∞(Rn), we obtain

u ∈ C1,α(Rn) for every α ∈ (0,2s − 1). Then, recalling that f ∈ C1,γ , we can use a bootstrap

argument, and apply [16, Proposition 2.8] to conclude the proof. ✷

4. Existence of a mountain pass radial solution

In this section we prove the existence of a radial solution of (1.1) via a Mountain Pass-type

Theorem. We are now ready to start the truncation method described in the Introduction: we will

modify f in (K∞,+∞), whereK∞ is the L∞ bound given in Lemma 3.5, in such a way to have

a subcritical nonlinearity f̃ .

Lemma 4.1. For every ℓ ∈ (2,2∗
s ), there exists f̃ ∈ FM,δ ∩C1([0,∞)), satisfying (f0)–(f3),

lim
t→∞

f̃ (t)

tℓ−1
= 1, (4.1)

and with the property that if u ∈ C solves











(−1)su+ u= f̃ (u) in �,

u > 0 in �,

Nsu= 0 in R
n \�,

(4.2)

then u solves (1.1).

For the proof of the above lemma, we refer the reader to [4, Lemma 4.3].

As a consequence of the previous lemma, condition (f1), and the regularity of f , there exists

C > 0 for which
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f̃ (t)≤ C(1 + tℓ−1) for all t ≥ 0, (4.3)

where ℓ ∈ (2,2∗
s ).

From now on in the paper, we consider the trivial extension of f̃ , still denoted with the same

symbol

f̃ =

{

f̃ in [0,+∞),

0 in (−∞,0).

Recalling the Definition 3.3 of weak solution (applied here with g = f̃ ) one can easily see that

weak solutions of problem (4.2) can be found as critical points of the following energy functional

defined on the space H s
�,0:

E(u) :=
cn,s

4

∫∫

R2n\(�c)2

|u(x)− u(y)|2

|x − y|n+2s
dx dy +

1

2

∫

�

u2 dx −

∫

�

F̃ (u) dx, (4.4)

where F̃ (t) :=
∫ t

0 f̃ (τ )dτ . The proof of this fact follows from the argument in the proof of

Proposition 3.7 in [11], with the obvious modifications due the presence of the nonlinearity f̃ .

Because of (4.1) and the Sobolev embedding, the functional E is well defined and of class C2,

being s > 1/2.

Lemma 4.2 (Palais-Smale condition). The functional E satisfies the Palais-Smale condition, i.e.

every (PS)-sequence (uk)⊂H s
�,0, namely a sequence satisfying

(E(uk)) is bounded and E
′(uk)→ 0 in (H s

�,0)
∗,

admits a convergent subsequence.

Proof. Reasoning as in [8, Lemma 3.3], as a consequence of (4.1), there exist µ ∈ (2, ℓ] and

T0 > 0 such that

f̃ (t)t ≥ µF̃ (t) for all t ≥ T0. (4.5)

Now, let (uk)⊂H s
�,0 be a (PS)-sequence for E as in the statement. We estimate

E(uk)−
1

µ
E ′(uk)[uk] ≥

cn,s

2

(

1

2
−

1

µ

)

‖uk‖
2
H s
�,0

+

∫

{uk≤T0}

(

1

µ
f̃ (uk)uk − F̃ (uk)

)

dx

and, being (uk) a (PS)-sequence,

E(uk)−
1

µ
E

′(uk)[uk] ≤ |E(uk)| +
1

µ
‖E ′(uk)‖∗‖uk‖H s

�,0
≤ C(1 + ‖uk‖H s

�,0
)
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for some C > 0, where we have denoted by ‖ · ‖∗ the norm of the dual space of H s
�,0. Since we

know that
∫

{uk≤T0}

(

1
µ
f̃ (uk)uk − F̃ (uk)

)

dx is uniformly bounded in k, we get

(

1

2
−

1

µ

)

‖uk‖
2
H s
�,0

≤ C(1 + ‖uk‖H s
�,0
).

Therefore, (uk) is bounded in H s
�,0 and so there exists u ∈ H s

�,0 such that uk ⇀ u in H s
�,0,

up to a subsequence. By compact embedding (Proposition 2.4), uk → u in Lℓ(�) and, up to a

subsequence, uk → u a.e. in �. Again, since (uk) is a (PS)-sequence

|E ′(uk)[uk − u]| ≤ ‖E ′(uk)‖∗‖uk − u‖H s
�,0

→ 0 as k→ ∞. (4.6)

On the other hand, by Hölder’s inequality and (4.3),

∫

�

f̃ (uk)(uk − u)dx ≤ C

∫

�

(1 + uℓ−1
k )(uk − u)dx

≤ C‖1 + uk‖
ℓ−1
Lℓ(�)

‖uk − u‖Lℓ(�) → 0 as k→ ∞

(4.7)

and

∫

�

uk(uk − u)dx =

∫

�

(uk − u)2 dx +

∫

�

u(uk − u)dx → 0 as k→ ∞. (4.8)

Recalling that

E
′(uk)[uk − u]

=
cn,s

2

∫∫

R2n\(�c)2

(uk(x)− uk(y))[(uk − u)(x)− (uk − u)(y)]

|x − y|n+2s
dx dy

+

∫

�

uk(uk − u)dx −

∫

�

f̃ (uk)(uk − u)dx,

by (4.6), we have in view of (4.7) and (4.8)

lim
k→∞

∫∫

R2n\(�c)2

(uk(x)− uk(y))[(uk − u)(x)− (uk − u)(y)]

|x − y|n+2s
dx dy = 0. (4.9)

We claim that (4.9) implies the following

lim
k→∞

∫∫

R2n\(�c)2

|uk(x)− uk(y)|
2

|x − y|n+2s
dx dy =

∫∫

R2n\(�c)2

|u(x)− u(y)|2

|x − y|n+2s
dx dy. (4.10)
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Indeed, by weak lower semicontinuity

∫∫

R2n\(�c)2

|u(x)− u(y)|2

|x − y|n+2s
dx dy ≤ lim inf

k→∞

∫∫

R2n\(�c)2

|uk(x)− uk(y)|
2

|x − y|n+2s
dx dy. (4.11)

Moreover, setting

a := u(x)− u(y) and b := uk(x)− uk(y),

using the easy inequality a2 + 2b(b− a)≥ b2, we deduce

∫∫

R2n\(�c)2

|u(x)− u(y)|2

|x − y|n+2s
dx dy

+ 2

∫∫

R2n\(�c)2

(uk(x)− uk(y))(uk(x)− uk(y)− u(x)+ u(y))

|x − y|n+2s
dx dy

≥

∫∫

R2n\(�c)2

|uk(x)− uk(y)|
2

|x − y|n+2s
dx dy.

Thus, by (4.9), we obtain

∫∫

R2n\(�c)2

|u(x)− u(y)|2

|x − y|n+2s
dx dy ≥ lim sup

k→∞

∫∫

R2n\(�c)2

|uk(x)− uk(y)|
2

|x − y|n+2s
dx dy,

which, together with (4.11), proves the claim. Combining (4.10) with the convergence of L2

norms ‖uk‖
2
L2(�)

→ ‖u‖2
L2(�)

, we get

‖uk‖H s
�,0

→ ‖u‖H s
�,0
.

Finally, since we also have weak convergence uk ⇀ u in H s
�,0, we conclude that uk → u in

H s
�,0. ✷

Remark 4.3. We observe that, as already noticed in [4, Remark 4.13], the truncation method

(cf. Lemma 4.1) and the preliminary a priori estimate (cf. Lemma 3.5) are needed to get the

subcritical growth of the nonlinearity (4.3) and the Ambrosetti-Rabinowitz condition (4.5). If

the original nonlinearity f of problem (1.1) satisfies those further assumptions, it is possible to

skip the first part concerning a priori estimates and truncation, and to prove directly the existence

of both a non-decreasing and a non-increasing (also for the ball) solutions, just starting from

Lemma 4.2 with f̃ = f .
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We define

u− := sup{t ∈ [0, u0) : f̃ (t)= t},

u+ := inf{t ∈ (u0,+∞) : f̃ (t)= t}.
(4.12)

Since f̃ is a truncation of f , using Lemma 4.1 and the properties satisfied by f , we have that

f̃ (u0)= u0 and f̃ ′(u0) > 0, so that u0 is an isolated zero of the function f̃ (t)− t . Hence,

u− 6= u0 and u+ 6= u0. (4.13)

We point out that u+ = +∞ is possible. Next, in order to localize the solutions, as already

explained in the Introduction, we define the restricted cones

C+,∗ := {u ∈ C+ : u− ≤ u≤ u+ in �},

C−,∗ := {u ∈ C− : u− ≤ u≤ u+ in AR0,R}.

As for C, when it will not be relevant to distinguish between the two cones C+,∗ and C−,∗, we

will simply denote by C∗ either of them

C∗ := {u ∈ C : u− ≤ u≤ u+ in �}. (4.14)

Clearly, C∗ is closed and convex.

Corollary 4.4. Let c ∈ R be such that E ′(u) 6= 0 for all u ∈ C∗ with E(u)= c. Then, there exist

two positive constants ε̄ and δ̄ such that the following inequality holds

‖E ′(u)‖∗ ≥ δ̄ for all u ∈ C∗ with |E(u)− c| ≤ 2ε̄.

Proof. The proof follows by Lemma 4.2. Indeed, suppose by contradiction that the thesis does

not hold, then we can find a sequence (uk)⊂ C∗ such that ‖E ′(uk)‖∗ <
1
k

and c− 1
k

≤ E(uk)≤

c + 1
k

for all k. Hence, (uk) is a Palais-Smale sequence, and since E satisfies the Palais-Smale

condition, up to a subsequence, uk → u in H s
�,0. Since (uk) ⊂ C∗ and C∗ is closed, u ∈ C∗.

The fact that E is of class C1 then gives E(uk) → c = E(u) and E ′(uk) → 0 = E ′(u), which

contradicts the hypothesis. ✷

We define the operator T : (H s
�,0)

∗ →H s
�,0 as

T (h)= v, where v solves (Ph)

{

(−1)sv+ v = h in �,

Nsv = 0 in R \�.
(4.15)

The associated energy of (Ph), given by (2.12), is strictly convex, coercive and weakly lower

semicontinuous, hence problem (Ph) admits a unique weak solution v ∈H s
�,0, which is a mini-

mizer of the energy. Hence, the definition of T is well posed and

T ∈ C((H s
�,0)

∗;H s
�,0), (4.16)
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(see for instance the proof Theorem 3.9 in [11]).

We introduce also the operator

T̃ :H s
�,0 →H s

�,0 defined by T̃ (u)= T (f̃ (u)), (4.17)

with T given in (4.15). Being ℓ < 2∗
s , u ∈ H s

�,0 implies u ∈ Lℓ(�). Hence, by (4.3), f̃ (u) ∈

Lℓ
′
(�)⊂ (H s

�,0)
∗ and T̃ is well defined.

Proposition 4.5. The operator T̃ is compact, i.e. it maps bounded subsets of H s
�,0 into precom-

pact subsets of H s
�,0.

The proof of the previous proposition is the same as for [8, Proposition 3.2] with the obvious

changes due to the different space we are working in, so we omit it.

In the following lemma we prove that the operator T̃ preserves the cone C∗, which in turn will

be useful, in Lemma 4.8, to build a deformation that preserves the cone. As mentioned in the

Introduction, this is crucial to guarantee existence of a minimax solution in C∗.

Lemma 4.6. The operator T̃ defined in (4.17) satisfies T̃ (C∗)⊆ C∗.

Proof. We first note that u ∈ C∗ implies f̃ (u) ∈ C, by the properties of f̃ . Now, let u ∈ C∗ and

v := T̃ (u). We see that v ≥ 0 in �. Indeed, denoting by v+ the positive part of v, by an easy ob-

servation we have that |v+(x)− v+(y)| ≤ |v(x)− v(y)|, and hence E(v+)≤ E(v). Furthermore,

due to uniqueness, v is radial. For the monotonicity, we distinguish the two cases.

Case u ∈ C+,∗. In this case, we have to prove that v is non-decreasing. It is enough to show

that for every r ∈ (R0,R) one of the following cases occurs:

(a) v(t)≤ v(r) for all t ∈ (R0, r),

(b) v(t)≥ v(r) for all t ∈ (r,R).

Indeed, if v(t̄) > v(r) for some R0 < t̄ < r , by the continuity of v, there exists t ∈ (t̄ , r) for which

v(t̄) > v(t) > v(r) which violates both (a) and (b). Now, we fix r ∈ (R0,R). If f̃ (u(r))≤ v(r),

we consider the test function

ϕ+(x) :=

{

(v(|x|)− v(r))+ if R0 < |x| ≤ r,

0 otherwise.
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We have

∫∫

R2n\
(

(Br\BR0
)c

)2

(v(x)− v(y))(ϕ+(x)− ϕ+(y))

|x − y|n+2s
dx dy

+

∫

Br\BR0

v(x)ϕ+(x)dx

=

∫

Br\BR0

f̃ (u(x))ϕ+(x)dx ≤ f̃ (u(r))

∫

Br\BR0

ϕ+(x)dx

≤ v(r)

∫

Br\BR0

ϕ+(x)dx.

(4.18)

Using again the definition of ϕ+, we obtain

∫∫

R2n\
(

(Br\BR0
)c

)2

(v(x)− v(y))(ϕ+(x)− ϕ+(y))

|x − y|n+2s
dx dy

≥

∫∫

R2n\
(

(Br\BR0
)c

)2

|ϕ+(x)− ϕ+(y)|
2

|x − y|n+2s
dx dy.

(4.19)

Hence, by (4.18) and (4.19)

0 ≥

∫∫

R2n\
(

(Br\BR0
)c

)2

|ϕ+(x)− ϕ+(y)|
2

|x − y|n+2s
dx dy +

∫

Br\BR0

(v(x)− v(r))ϕ+(x)dx

=

∫∫

R2n\
(

(Br\BR0
)c

)2

|ϕ+(x)− ϕ+(y)|
2

|x − y|n+2s
dx dy +

∫

Br\BR0

|ϕ+(x)|
2dx,

which gives ϕ+ ≡ 0, i.e. (a) holds.

Analogously, if f̃ (u(r)) > v(r), we consider the test function

ϕ−(x) :=

{

0 if R0 < |x| ≤ r,

(v(|x|)− v(r))− otherwise

and we prove that (b) holds. Therefore, we have proved that v is nondecreasing.

Case u ∈ C−,∗. In this case, we know that u ∈ C−,∗ and have to prove that v is non-increasing.

The proof is the same as for C+,∗ changing the roles of ϕ+ and ϕ−.
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It remains to show that u− ≤ v ≤ u+. By the fact that f̃ (u−) = u− and that f̃ is non-

decreasing we get

(−1)s(v− u−)+ (v − u−)= f̃ (u)− f̃ (u−)≥ 0.

Multiplying the equation above by (v−u−)
−, integrating it over �, and using that for any g one

has that −|g−(x)− g−(y)|2 ≥ (g(x)− g(y))(g−(x)− g−(y)), we get

∫∫

R2n\(�c)2

|(v − u−)
−(x)− (v − u−)

−(y)|2

|x − y|n+2s
dx dy +

∫

�

(v− u−)(v − u−)
−dx ≤ 0,

that is (v − u−)
− ≡ 0 in �. In a similar way, we prove that v ≤ u+ in � (if u+ <+∞). ✷

Remark 4.7. In what follows, we will use indifferently the quantities E ′(u), ∇E(u) and u− T̃ (u).

Below, we write explicitly the relations among these three objects. Given E ′ :H s
�,0 → (H s

�,0)
∗,

the differential of E , for every u ∈H s
�,0, we denote by ∇E(u) the only function of H s

�,0 (whose

existence is guaranteed by Riesz’s Representation Theorem) such that

(∇E(u), v)H s
�,0

= E
′(u)[v] for all v ∈H s

�,0,

where (·, ·)H s
�,0

is the scalar product defined in Section 2. In particular, ‖∇E(u)‖H s
�,0

= ‖E ′(u)‖∗,

‖ · ‖∗ being the norm in the dual space (H s
�,0)

∗. Now, by the definition (4.17) of the operator T̃ ,

we know that, for every u ∈H s
�,0, T̃ (u)= v, where v ∈H s

�,0 is the unique solution of (−1)sv+

v = f̃ (u) in�, under nonlocal Neumann boundary conditions. Therefore, for every u, v ∈H s
�,0,

it results

(

u− T̃ (u), v
)

H s
�,0

=

=
cn,s

2

∫∫

R2n\(�c)2

(u(x)− u(y))(v(x)− v(y))

|x − y|n+2s
dx dy +

∫

�

uv dx

−
cn,s

2

∫∫

R2n\(�c)2

(T̃ (u(x))− T̃ (u(y)))(v(x)− v(y))

|x − y|n+2s
dx dy −

∫

�

T̃ (u)v dx

=
cn,s

2

∫∫

R2n\(�c)2

(u(x)− u(y))(v(x)− v(y))

|x − y|n+2s
dx dy +

∫

�

(u− f̃ (u))v dx

= E
′(u)[v].

In conclusion, u− T̃ (u)= ∇E(u) for every u ∈H s
�,0.

Lemma 4.8 (Deformation Lemma in C∗). Let c ∈ R be such that E ′(u) 6= 0 for all u ∈ C∗, with

E(u)= c. Then, there exists a function η : C∗ → C∗ satisfying the following properties:
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(i) η is continuous with respect to the topology of H s
�,0;

(ii) E(η(u))≤ E(u) for all u ∈ C∗;

(iii) E(η(u))≤ c− ε̄ for all u ∈ C∗ such that |E(u)− c|< ε̄;

(iv) η(u)= u for all u ∈ C∗ such that |E(u)− c|> 2ε̄,

where ε̄ is the positive constant corresponding to c given in Corollary 4.4.

Proof. The ideas of this proof are borrowed from [4, Lemma 4.5], cf. also [8, Lemma 3.8]. Let

χ1 : R → [0,1] be a smooth cut-off function such that

χ1(t)=

{

1 if |t − c|< ε̄,

0 if |t − c|> 2ε̄,

where δ̄ and ε̄ are given in Corollary 4.4. Let 8 :H s
�,0 →H s

�,0 be the map defined by

8(u) :=







χ1(E(u))
∇E(u)

‖∇E(u)‖Hs
�,0

if |E(u)− c| ≤ 2ε̄,

0 otherwise.

Note that the definition of 8 is well posed by Corollary 4.4.

For all u ∈ C∗, we consider the Cauchy problem

{

d
dt
η(t, u)= −8(η(t, u)) t ∈ (0,∞),

η(0, u)= u.
(4.20)

Being E of class C2, there exists a unique solution η(·, u) ∈ C1([0,∞);H s
�,0), cf. [10, Chapter

$1].

We shall prove that for all t > 0, η(t,C∗) ⊂ C∗. Fix t̄ > 0. For every u ∈ C∗ and k ∈ N with

k ≥ t̄/δ̄, let

{

η̄k(0, u) := u,

η̄k (ti+1, u) := η̄k (ti, u)−
t̄
k
8(η̄k (ti, u)) for all i = 0, . . . , k− 1,

with

ti := i ·
t̄

k
for all i = 0, . . . , k− 1.

Let us prove that for all i = 0, . . . , k− 1, η̄k (ti+1, u) ∈ C∗. If |E(u)− c|> 2ε̄, then η̄k (ti+1, u)=

u ∈ C∗ for every i = 0, . . . , k − 1. Otherwise, let

λ :=
t̄

k
·

χ1 (E (η̄k (ti, u)))

‖η̄k (ti, u)− T̃ (η̄k (ti, u))‖H s
�,0

.

Clearly, λ≤ 1 by Corollary 4.4, being k ≥ t̄/δ̄ and ‖u− T̃ (u)‖H s
�,0

= ‖∇E‖H s
�,0

. Therefore, we

have for every i = 0, . . . , k − 1
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η̄k (ti+1, u)= (1 − λ)η̄k (ti, u)+ λT̃ (η̄k (ti, u)) ∈ C∗

by induction on i, and by the convexity of C∗. For every i = 0, . . . , k− 1, we can now define the

line segment

η
(i)
k (t, u) :=

(

1 −
t

t̄
k + i

)

η̄k (ti, u)+

(

t

t̄
k− i

)

η̄k (ti+1, u)

for all t ∈
[

ti, ti+1

]

. We denote by ηk :=
⋃k−1
i=0 η

(i)
k the whole Euler polygonal defined in [0, t̄].

Being C∗ convex, we get immediately that for all t ∈ [0, t̄], ηk(t, u) ∈ C∗.

We claim that ηk(·, u) converges to the solution η(·, u) of the Cauchy problem (4.20) in H s
�,0.

Indeed, for all i = 0, . . . , k−1, we integrate by parts the equation of (4.20) in the interval [ti, ti+1]

and we obtain

η(ti+1, u)= η(ti, u)−
t̄

k
8(η(ti, u))+

ti+1
∫

ti

(τ − ti+1)
d

dτ
8(η(τ,u))dτ.

On the other hand, we define the error

εi := ‖η(ti, u)− ηk(ti, u)‖H s
�,0

for every i = 0, . . . , k− 1.

Hence, for every i = 0, . . . , k− 1, we get

εi+1 ≤ εi+
t̄

k
‖8(η(ti, u))−8(ηk(ti, u))‖H s

�,0

+

∥

∥

∥

∥

∥

∥

ti+1
∫

ti

(ti+1 − τ)
d

dτ
8(η(τ,u))dτ

∥

∥

∥

∥

∥

∥

H s
�,0

.

(4.21)

Now, since 8 is locally Lipschitz and η([0, t̄])⊂H s
�,0 is compact,

‖8(η(ti, u))−8(ηk(ti, u))‖H s
�,0

≤ εiL8 (4.22)

for some L8 = L8(η([0, t̄])) > 0. Furthermore,

∥

∥

∥

∥

∥

∥

ti+1
∫

ti

(ti+1 − τ)
d

dτ
8(η(τ,u))dτ

∥

∥

∥

∥

∥

∥

H s
�,0

≤

ti+1
∫

ti

(ti+1 − τ)

∥

∥

∥

∥

d

dτ
8(η(τ,u))

∥

∥

∥

∥

H s
�,0

dτ

≤
t̄

k

t̄
∫

0

‖8′(η(τ,u))‖∗‖8(η(τ,u))‖H s
�,0
dτ

≤
t̄2

k
sup
τ∈[0,t̄]

‖8′(η(τ,u))‖∗ =
t̄2

k
L8.
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Thus, combining the last inequality with (4.22) and (4.21), we have

εi+1 ≤ εi +
t̄

k
εiL8 +

t̄2

k
L8 for all i = 0, . . . , k− 1.

This implies that

εi+1 ≤
t̄2

k
L8

i
∑

j=0

(

1 +
t̄

k
L8

)j

= t̄

[

(

1 +
t̄

k
L8

)i+1

− 1

]

→ 0 as k→ ∞,

where we have used the fact that ε0 = 0. By the triangle inequality and the continuity of η(·, u)

and ηk(·, u), this yields the claim.

Hence, for all t ∈ [0, t̄], η(t, u) ∈ C∗ by the closedness of C∗.

For all u ∈ C∗ and t > 0 we can write

E(η(t, u))− E(u)=

t
∫

0

d

dτ
E(η(τ,u))dτ

= −

t
∫

0

χ1(E(η(τ,u)))

‖η(τ,u)− T̃ (η(τ,u))‖H s
�,0

E ′(η(τ,u))[η(τ,u)− T̃ (η(τ,u))]dτ

= −

t
∫

0

‖η(τ,u)− T̃ (η(τ,u))‖H s
�,0
χ1(E(η(τ,u)))dτ ≤ 0.

(4.23)

Now, let u ∈ C∗ be such that |E(u) − c| < ε̄ and let t ≥ 2ε̄/δ̄. Then, two cases arise: either

there exists τ ∈ [0, t] for which E(η(τ,u)) ≤ c − ε̄ and so, by the previous calculation we get

immediately that E(η(t, u))≤ c− ε̄, or for all τ ∈ [0, t], E(η(τ,u)) > c− ε̄. In this second case,

c− ε̄ < E(η(τ,u))≤ E(u) < c+ ε̄.

In particular, by the definition of χ1, and by Corollary 4.4, we have that for all τ ∈ [0, t]

χ1(E(η(τ,u)))= 1, ‖η(τ,u)− T̃ (η(τ,u))‖H s
�,0

≥ δ̄.

Hence, by (4.23), we obtain

E(η(t, u))≤ E(u)−

t
∫

0

δ̄dτ ≤ c+ ε̄− δ̄t ≤ c− ε̄.

Finally, if we define with abuse of notation

η(u) := η

(

2ε̄

δ̄
, u

)

,

it is immediate to verify that η satisfies (i)-(iv). ✷
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Lemma 4.9 (Mountain pass geometry). Let τ > 0 be such that τ < min{u0 − u−, u+ − u0}.

Then there exists α > 0 such that

(i) E(u)≥ E(u−)+ α for every u ∈ C∗ with ‖u− u−‖L∞(�) = τ ;

(ii) if u+ <∞, then E(u)≥ E(u+)+ α for every u ∈ C∗ with ‖u− u+‖L∞(�) = τ ;

(iii) if u+ = +∞, then there exists ū ∈ C∗ with ‖ū− u−‖L∞(�) > τ such that E(ū) < E(u−).

Proof. The proof is analogous to the one of [4, Lemma 4.6], we report it here for the sake of

completeness. Suppose by contradiction that there exists a sequence (wk)⊂ C∗ such that

‖wk‖L∞(�) =wk(R)= τ > 0 for all k (4.24)

and lim sup
k→∞

[

E(u− +wk)− E(u−)
]

≤ 0. Since

1

2

∫

�

((u− +wk)
2 − u2

−)dx =

∫

�

1
∫

0

(u− + twk)wk dtdx,

F̃ (u− +wk)− F̃ (u−)=

1
∫

0

f̃ (u− + twk)wkdt,

we get

E(u− +wk)− E(u−)

=
1

2



[wk]
2
H s
�,0

+

∫

�

[(u− +wk)
2 − u2

−]dx



 −

∫

�

(

F̃ (u− +wk)− F̃ (u−)) dx

=
1

2



[wk]
2
H s
�,0

+

∫

�

1
∫

0

(

u− + twk − f̃ (u− + twk)
)

wk dtdx



 .

Therefore, since by (f3) and the definition of u−

t − f̃ (t) > 0 for t ∈ (u−, u0), (4.25)

we conclude that [wk]H s
�,0

→ 0. We claim that (wk) converges to the constant solution w ≡ τ in

the H s
�,0 norm. Indeed, using [wk]H s

�,0
→ 0 and (4.24), we have that (wk) is bounded in H s

�,0

and so, up to a subsequence, it weakly converges to some w ∈H s
�,0. Hence,

0 = lim
k→∞

∫∫

R2n\(�c)2

[(wk −w)(x)− (wk −w)(y)](w(x)−w(y))

|x − y|n+2s
dxdy

= lim
k→∞

∫∫

R2n\(�c)2

(wk(x)−wk(y))(w(x)−w(y))

|x − y|n+2s
dxdy − [w]2

H s
�,0
.

(4.26)
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Moreover,

cn,s

2

∫∫

R2n\(�c)2

(wk(x)−wk(y))(w(x)−w(y))

|x − y|n+2s
dxdy ≤ C[wk]H s

�,0
[w]H s

�,0
. (4.27)

Combining (4.26) and (4.27), we get [w]H s
�,0

= 0, which implies that w ≡ τ . Thus, (wk) con-

verges to the constant τ in H s
�,0. By the Dominated Convergence Theorem we can conclude

that

0 ≥ lim
k→∞

∫

�

1
∫

0

(

u− + twk − f̃ (u− + twk)
)

wk dtdx

=

∫

�

1
∫

0

(

u− + tτ − f̃ (u− + tτ )
)

τ dtdx,

which contradicts (4.25). Hence there exists α1 > 0 such that (i) holds.

In a similar way, now using the fact that t − f̃ (t) < 0 for t ∈ (u0, u+), we find α2 > 0 such

that (ii) holds if u+ <∞. The claim then follows with α := min{α1, α2}.

Finally, if u+ = +∞, the existence of a point ū ∈ C∗ outside the crest centered in u− is

guaranteed by the following estimate (cf. also [7, Remarks p. 118]):

E(t · 1)= |�|





t2

2
−

t
∫

0

f̃ (s)ds





≤ |�|





t2

2
−

M
∫

0

f̃ (s)ds − (1 + δ)

t
∫

M

sds





≤
|�|

2

(

t2 − 2M min
s∈[0,M]

f̃ (s)− (1 + δ)(t2 −M2)

)

= C −
|�|δ

2
t2 → −∞ as t → ∞,

(4.28)

where we have used the fact that f̃ ∈ FM,δ . This shows (iii) and concludes the proof. ✷

Remark 4.10. We observe that, comparing (i) and (ii) in Lemma 4.9, it is apparent that, whenever

u+ <+∞, if E(u−) < E(u+), then u+ plays the role of the center inside the crest of the mountain

pass and u− plays the role of the point outside the crest with less energy, otherwise the roles of

u− and u+ have to be interchanged.
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Now, let

U− :=
{

u ∈ C∗ : E(u) < E(u−)+
α

2
, ‖u− u−‖L∞(�) < τ

}

,

U+ :=















{

u ∈ C∗ : E(u) < E(u+)+
α

2
, ‖u− u+‖L∞(�) < τ

}

, if u+ <∞,

{

u ∈ C∗ : E(u) < E(u−), ‖u− u−‖L∞(�) > τ
}

, if u+ = ∞

(4.29)

where τ and α are given by Lemma 4.9,

Ŵ := {γ ∈ C([0,1];C∗) : γ (0) ∈U−, γ (1) ∈U+} ,

and

c := inf
γ∈Ŵ

max
t∈[0,1]

E(γ (t)). (4.30)

Remark 4.11. The reason for considering two sets, U+ and U−, instead of just two points for

the starting and the ending points of the admissible curves will be clear in Lemma 5.3. Indeed,

this choice makes easier exhibiting an admissible curve along which the energy is lower than the

energy of the constant.

Proposition 4.12 (Mountain Pass Theorem). The value c defined in (4.30) is finite and there

exists a critical point u ∈ C∗ \ {u−, u+} of E with E(u)= c. In particular, u is a weak solution of

(1.1).

The proof of the above proposition is standard, once one has the mountain pass geometry

(Lemma 4.9) and the deformation Lemma (Lemma 4.8). We refer e.g. to [8, Proposition 3.10]

for a proof given in a very similar situation.

5. Non-constancy of the minimax solution

In this section we prove that the solution u ∈ C∗, whose existence has been established in the

previous section, is non-constant. Since we work in the restricted cone C∗ where the only constant

solutions are u−, u+, and u0, and since the mountain pass geometry guarantees that u 6≡ u− and

u 6≡ u+ (cf. Proposition 4.12), it is enough to prove that u 6≡ u0. To this aim, following the idea

in [4, Section 4], we first prove that on the Nehari-type set

N∗ := {u ∈ C∗ \ {0} : E ′(u)[u] = 0},

i.e., roughly speaking, on the crest of the mountain pass, the infimum of the energy is strictly less

than E(u0), cf. also [8, Remark 2]. Then, we explicitly build an admissible curve γ̄ ∈ Ŵ along

which the energy is less than E(u0). By (4.30), this ensures that the mountain pass level is less

than E(u0) and so u 6≡ u0.
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We start by introducing some useful notation. We denote by

H s
rad := {u ∈H s

�,0 : u radial },

we introduce also the space of radial, non-decreasing functions

H s
+,r := {u ∈H s

�,0 : u radial and radially non-decreasing }.

We define the second radial eigenvalue λrad
2 and the second radial increasing eigenvalue λ

+,r
2 of

the fractional Neumann Laplacian in � as follows:

λrad
2 := inf

v∈H s
rad,

∫

v=0

[v]2
H s
�,0

∫

�
v2
, λ

+,r
2 := inf

v∈H s
+,r,

∫

v=0

[v]2
H s
�,0

∫

�
v2
. (5.1)

Clearly, the following chain of inequalities holds by inclusion H s
+,r ⊂H s

rad ⊂H s
�,0

0< λ2 ≤ λrad
2 ≤ λ

+,r
2

and, by the direct method of Calculus of Variations, all these infima are achieved.

Remark 5.1. We observe that in the local case, i.e., for the Neumann Laplacian, it is known that

the second radial eigenfunction is increasing, so that the second radial eigenvalue and the second

radial increasing eigenvalue coincide. In this nonlocal setting we do not know whether the same

equality holds true. In [4], for the local case, the condition required on f ′(u0) involves the second

radial eigenvalue, and the proof of the non-constancy of the solution uses the monotonicity of the

associated eigenfunction. In this paper, we need to require an assumption involving λ
+,r
2 , which,

as explained above, might be more restrictive. On the other hand, as will be clear in Proposi-

tion 5.4, some condition on the derivative of f is needed in order to guarantee the existence of

non-constant solutions.

Lemma 5.2. Let v2 ∈ H s
+,r be the second radial increasing eigenfunction, namely the function

that realizes λ
+,r
2 . Let

ψ : R
2 → R, ψ(s, t) := E ′(t (u0 + sv2))[u0 + sv2],

then there exist ε1, ε2 > 0 and a C1 function h : (−ε1, ε1) → (1 − ε2,1 + ε2) such that for

(s, t) ∈ V := (−ε1, ε1)× (1 − ε2,1 + ε2) we have

ψ(s, t)= 0 if and only if t = h(s). (5.2)

Moreover,

(i) h(0)= 1, h′(0)= 0;

(ii) ∂
∂t
ψ(s, t) < 0 for (s, t) ∈ V ;

(iii) E(h(s)(u0 + sv2)) < E(u0) for s ∈ (−ε1, ε1), s 6= 0.
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The same result holds true replacing v2 with the second radial decreasing eigenfunction −v2

(which clearly corresponds to the same eigenvalue λ
+,r
2 ).

Proof. The proof is similar to the one of [4, Lemma 4.9], we report it here because it highlights

the importance of assumption (f3). Part (i) follows by the Implicit Function Theorem applied to

ψ . Indeed, since E is a C2 functional and ψ is of class C1 with ψ(0,1)= 0, by (f3) we get

∂

∂t

∣

∣

∣

(0,1)
ψ(s, t)= E

′′(u0)[u0, u0] = [1 − f̃ ′(u0)]

∫

B

u2
0 dx < 0, (5.3)

where we have used only that f̃ ′(u0)= f ′(u0) > 1. Furthermore, since
∫

�
v2 = 0,

∂

∂s

∣

∣

∣

(0,1)
ψ(s, t)= E

′(u0)[v2] + E
′′(u0)[u0, v2]

= [1 − f̃ ′(u0)]u0

∫

�

v2 dx = 0.
(5.4)

Thus, the Implicit Function Theorem guarantees the existence of ε1, ε2 and h, as well as property

(i). Then, part (ii) is a consequence of the regularity of ψ . We prove now (iii), here is where (f3)

plays a crucial role. By (i), we can write h(s)= 1 + o(s), for s ∈ (−ε1, ε1), s 6= 0, so that

h(s)(u0 + sv2)− u0 = sv2 + o(s)

and therefore, by Taylor expansion and (f3),

E(h(s)(u0 + sv2))− E(u0)=
1

2
E

′′(u0)[sv2 + o(s), sv2 + o(s)] + o(s2)

=
s2

2
E

′′(u0)[v2, v2] + o(s2)

=
s2

2



[v2]
2
H s
�,0

+

∫

�

[1 − f̃ ′(u0)]v
2
2 dx



 + o(s2)

<
s2

2



[v2]
2
H s
�,0

− λ
+,r
2

∫

�

v2
2 dx



 + o(s2).

Then, being

[v2]
2
H s
�,0

− λ
+,r
2

∫

�

v2
2dx = 0,

property (iii) holds taking ε1, ε2 smaller if necessary. ✷
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In the following lemma, we build a curve γτ̄ along which the energy is always less than E(u0).

The admissible curve γ̄ ∈ Ŵ with the same property will be a simple reparametrization of γτ̄ .

Lemma 5.3. Fix 0< t− < 1< t+ such that

t−u0 ∈U−, t+u0 ∈U+ and u− < t−u0 < u0 < t+u0 < u+, (5.5)

where U± are defined in (4.29). Let v2 be the second radial increasing eigenfunction as in

Lemma 5.2. For τ ≥ 0 define

γτ : [t−, t+] →H s
�,0 γτ (t) := t (u0 + τv2)

(resp. γτ (t) := t (u0 − τv2)).
(5.6)

Then there exists τ̄ > 0 such that γτ̄ (t±) ∈U±, γτ̄ (t) ∈ C+,∗ (resp. C−,∗) for t− ≤ t ≤ t+ and

max
t−≤t≤t+

E(γτ̄ (t)) < E(u0). (5.7)

As a consequence, there exists an admissible curve γ̄ ∈ Ŵ along which the energy is always lower

than E(u0).

For the proof of the previous lemma, we refer to [4, Lemma 4.10], see also [8, Lemma 4.2]. Here

the monotonicity of v2 (resp. of −v2) is essential to guarantee that γτ̄ ([t−, t+]) ⊂ C+,∗ (resp.

C−,∗). Finally, the admissible curve γ ∈ Ŵ is given in terms of γτ̄ as follows

γ̄ (t) := γτ̄ (t (t+ − t−)+ t−) for all t ∈ [0,1].

• Proof of Theorem 1.1. By Proposition 4.12, there exists a mountain pass type solution u ∈

C∗ \ {u−, u+} of (1.1) such that E(u) = c. Moreover, by Lemma 5.3 and the definition of the

minimax level c given in (4.30), we have that

c ≤ max
t∈[0,1]

E(γ̄ (t)) < E(u0),

that is u 6≡ u0, and so u is non-constant. Furthermore, u > 0 a.e. in � by the maximum principle

stated in Theorem 2.6 combined with the regularity of u given in Lemma 3.6. Actually, since u

is smooth and non-decreasing, u > 0 in � \ {0}.

The multiplicity part of the statement is proved by reasoning in the same way for each u0,i ,

with i = 1, . . . ,N . Indeed, assume without loss of generality that u0,1 < u0,2 < · · ·< u0,N . For

every i, we define u±,i and the cone of non-negative, radial, non-decreasing (or non-increasing)

functions C∗,i , corresponding to u0,i . Then

u−,1 < u+,1 ≤ u−,2 < · · · ≤ u+,N . (5.8)

Proceeding as in the present and in the previous sections, for every i, we get a non-constant

positive solution ui ∈ C∗,i . Hence, by (5.8),
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u−,1 ≤
6≡
u1 ≤

6≡
u+,1 ≤

6≡
u−,2 ≤

6≡
u2 ≤

6≡
u+,2 ≤

6≡
. . .≤

6≡
uN ≤

6≡
u+,N ,

which proves in particular that the N solutions are distinct. ✷

The following proposition gives a sufficient condition on f under which problem (1.1) admits

only constant solutions. We recall that K∞ denotes the uniform bound on the L∞ norm of u

given in Lemma 3.5.

Proposition 5.4. Let δ ∈ (0, λrad
2 ) and M > 0. Suppose that f ∈ FM,δ satisfies (f1) and (f2). If

f ′(t) < λrad
2 +1 for every t ∈ [0,K∞], then problem (1.1) admits only constant solutions inH s

rad.

Proof. We first observe that, if M <K∞, condition f ′ < λrad
2 + 1 in [0,K∞] is compatible with

the consequence (3.2) of (f2), when δ < λrad
2 . Let u ∈H s

rad be a weak solution of (1.1). We can

write u= v+µ for some µ ∈ R and v ∈H s
rad with

∫

�

v dx = 0 and

λrad
2

∫

�

v2 dx ≤
cn,s

2

∫∫

R2n\(�c)2

|v(x)− v(y)|2

|x − y|n+2s
dx dy +

∫

�

v2 dx.

Using the definition of weak solution for u= v+µ and testing with v, we get

(λrad
2 + 1)

∫

�

v2 dx ≤
cn,s

2

∫∫

R2n\(�c)2

|v(x)− v(y)|2

|x − y|n+2s
dx dy +

∫

�

v2 dx

=

∫

�

f (v +µ)v dx =

∫

�

[f (v +µ)− f (µ)]v dx =

∫

�

f ′(µ+ωv)v2 dx,

where ω = ω(x) satisfies 0 ≤ ω ≤ 1 in �. Using that ‖u‖L∞(�) ≤ K∞, we deduce that ‖µ +

ωv‖L∞(�) ≤ K∞. Therefore, since by assumption f ′(µ+ ωv) < λrad
2 + 1, we conclude that it

must be v = 0 and thus u identically constant. ✷

Remark 5.5. Some further comments on the condition (f3) and its variants are now in order. In

the local setting, it was first conjectured in [4] and then proved in [3,12,5] that if f ′(u0) satisfies

f ′(u0) > 1 + λrad
k+1(R) for some k ≥ 1, (5.9)

where λrad
k+1(R) is the (k + 1)-st radial eigenvalue of the Neumann Laplacian in BR , then the

Neumann problem −1u + u = f (u) in BR admits a radial positive solution having exactly k

intersections with the constant u0. It would be interesting to prove a similar result also in this

fractional setting. It is worth stressing that the solution u that we find in the present paper is

morally the one with one intersection with u0. This is due to the monotonicity of u ∈ C∗, the

identity holding for solutions of (1.1)
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∫

�

udx =

∫

�

f (u)dx, (5.10)

and the fact that f (t) < t for t ∈ (u−, u0) and f (t) > t in (u0, u+), cf. (4.13) and (4.14).

We conclude this remark observing that, since λrad
k (R)→ 0 as R → ∞, condition (5.9) can

be also read as a condition on the size of the domain BR .
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