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ABSTRACT
Natural language development and learning begins with a few
terms, often related to concepts associated to perception, in gen-
eral neither too general nor too specific, gradually specializing and
extending to abstract concepts. A linguistic middle-level can be con-
sidered as a lexical base on which a language oriented towards more
complex communications develops in adulthood. Learning can ex-
tend from generic to specific terms (usually a child learns first the
term "dog", then the term "dachshund"), or from specific to generic
("dog" → "mammal"). Thus, a middle-level includes all those terms
that are halfway, in the taxonomic sense, between generic and spe-
cific concepts. In this paper we propose a computational approach
to identify a middle-level relying on Wikipedia as input corpus and
WordNet as lexical-semantic resource. An experimentation based
on graded readings shows favourable results. The impact of this
work could touch different fields, e.g., the automatic evaluation of
the complexity of a text by computational approaches, rather than
psychological and linguistic studies related to the language use.
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1 INTRODUCTION
Psycholinguistics (or psychology of language) can be defined as
the study of psychological and neurobiological factors underlying
acquisition, understanding and use of language in human beings.

In this context, in 1958, Professor Roger Brown published a
paper on language development [1] based on a basic consideration:
when we refer to a thing (which could be a concrete or abstract
concept) we tend to use different names depending on contextual
factors. Mr. Smith’s dog is not only a "dog", but also a "boxer", a
"quadruped", an "animal", and maybe it even has a proper name,
like "Prince". Which of these words would a child use to identify
him? Sometimes he would call him "dog", other times "Prince", less
often he would call him "animal" or "boxer" and almost never would
call him "quadruped".

So one wonders: what determines the name that a child uses
to identify a certain thing? Or better yet, why does one prefer
one name over another? One might think that short words are
preferred due to the fact that children generally find it difficult to
pronounce longer and more complex words. In this regard, it has
been shown that the length of a word (in syllables) is inversely
proportional to its frequency in the language. This principle based
on the frequency-length of words works for the choice of the word
"dog" to identify Mr. Smith’s dog, but it is not valid in general.
In fact, sometimes, following this criterion, it happens that the
prediction of the chosen word is wrong. For example, the object
called "geranium" can also be identified with the term "flower". In
general, in the language, the word "flower" comes used much more
frequently than the word "geranium" (and is also shorter), but if we
consider a context in which we talk about geraniums, we can say
that the word "geranium" is likely to be chosen more frequently
compared to the word "flower" to refer to that concept. A short
excerpt of the original Brown’s paper is given.

Word counts of general usage are very roughly applica-
ble to the prediction of what will be said when something
is named. What we need is referent-name counts. We
do not have them, but if we had them it is easy to see
that they would improve our predictions.

From the words of Professor R. Brown it emerges that the mere
frequency of words in language is not indicative of how often a
term is used to refer to a certain concept. It is simply an indication
of how important that term is in the data collection. What we need
to know is the frequency of referent-names, or the frequency of
words associated with the concept to which one refers. Linking
to the previous example, the referent-name would be the pair <
дeranium, f lower > and the frequencywould represent the number
of times theword "flower" is used to refer to the geranium object (the
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referent). If one had knowledge of this type of frequency, concludes
R. Brown, it would be possible to improve the prediction of the
choice of the word used to express a certain concept.

The idea of this work arose precisely from this last point. In par-
ticular, we want to propose a computational solution that tries to
identify a linguistic middle-level. By middle-level we mean a subset
of the global lexicon of a language that identifies, roughly, a basic
level of language. In fact, it is known that natural language learning
starts from a few terms, often related to perceptual concepts, in
general neither too general nor too specific, gradually specializing
and extending to abstract concepts. The middle-level can be consid-
ered as the language of children, that is the basic linguistic base on
which a language oriented towards more complex communications
develops in adulthood. It can also be considered as a basic and
simplified language for non-native speakers. Or still, that set of
terms that allow us to describe every concept.

Learning can extend from a generic to a more specific term
(usually a child learns first the term "knife", then the term "cleaver"),
or from a more specific term to a more generic one (e.g., "cutter").
The middle-level therefore includes all those terms that are halfway,
in the taxonomic sense, (hence the name middle-level) between the
more generic concepts and the more specific concepts.

One of the most used resources in the world today is Wikipedia.
Wikipedia is a well-known online encyclopedia with collaborative,
multilingual and free content, born in 2001, supported and hosted
by the Wikimedia Foundation, a non-profit US organization. Being
an encyclopedia, by its nature, it contains words that are used to
describe things. Specifically, such "things" approximately corre-
spond to all words of a language. Making a simplification, it is as if
Wikipedia were a tangible representation of all possible concepts
expressed in language. Precisely because of this feature of complete-
ness of the content, having available the texts that describe "all"
the expressible concepts, if we calculate the frequency of the terms
expressed, we obtain an aggregation of the referent-name frequen-
cies. Taking up the previous example, calculating the frequency of
the word "flower" is simultaneously calculating how often the word
"flower" is used to describe all possible concepts (hence the sum of
the frequencies of all possible pairs < [referent],flower >). This is
the idea behind the search for middle-level concepts.

2 TRAJECTORIES AND PEAKS
As mentioned in the introduction, the middle-level does not cor-
respond simply to the set of the most used terms of a language,
but rather to those terms expressing all possible concepts through,
again, that language.

Thus, it is necessary to think about the relationships of hyper-
nymy and hyponymy between the concepts expressed by the terms,
introducing the notions of semantic trajectory and trajectory peak.
A semantic trajectory is simply a leaf-root path in a conceptual tax-
onomy (e.g., the WordNet taxonomy). A trajectory peak is a point
in a semantic trajectory corresponding to a concept that presents
a more frequent use than its direct hyponym and hypernym. This
generally means that a term corresponding to a peak is a preferred
term for describing a local range of a semantic trajectory.

According to these criteria, and by means of some basic NLP
(Natural Language Processing) techniques, an algorithm has been

studied and implemented to identify the set of peaks (within all
semantic trajectories in WordNet) from the senses extracted over
the 500 million terms (nouns and verbs) in Wikipedia.

3 DATA AND TOOLS
Before starting to illustrate the details of the proposed method,
there are two important premises to make. The first premise is
that the linguistic base on which the whole idea was developed is
English. In particular, a Wikipedia dump in English (text content
only, updated in November 2014) was used as input body. The
Wikipedia pages have been indexed by Apache Lucene, an open
source software designed for full-text indexing and searching. The
reasons for choosing Wikipedia have been previously clarified. The
second premise is that in the search for the middle-level the terms
that correspond to names and verbs were the only considered.

The reasons for this choice are related to the nature of the gram-
mar. Determiners, prepositions, conjunctions and pronouns repre-
sent types of words which are certainly very common in a language
and are obviously indispensable to formulate sentences with a
complete meaning. However, unlike nouns and verbs, they are not
associated with concepts and therefore are not suitable to be in-
cluded in a middle-level. On the other hand, adverbs and adjectives
represent an exception which can in some way be associated with
more or less abstract concepts. In spite of this, they are often sec-
ondary parts in terms of expressed meaning. In this paper, it was
therefore decided not to take them into consideration.

The proposed approach can be viewed as a whole in two macro
phases:

• the first phase consists of the analysis of the entire textual
content of Wikipedia, from which we extract the relevant
terms (nouns and verbs). At this stage, various Natural Lan-
guage Processing techniques are used. Furthermore, the dis-
ambiguation of terms is particularly important in this con-
text.

• the second phase consists of the search of the middle-level: a
specific algorithm is applied based on the overall frequency
of the terms in Wikipedia and on the above-mentioned con-
cept of trajectory peak. This algorithm will be explained in
detail in the next section.

For the Natural Language Processing pipeline, we made use
of Stanford Core NLP (version 3.9.1), a java library offering an
extensive list of functionalities such as Part-of-Speech Tagging.
As an interface to WordNet, we used JWI (version 2.4.0), a library
written in Java.

In the next section, the most relevant technical issues and aspects
of the proposal will therefore be analyzed and discussed.

4 PROPOSED METHOD
The basic idea behind the search for middle-level terms is based on
two key factors: semantic trajectories and trajectory peaks, previ-
ously described.

Consider any word that is a noun or a verb inWikipedia. Depend-
ing on the context, it will have a corresponding synset in WordNet.
This, in turn, will have hyponyms and hyperonyms, that is, it will be
part of a certain part of the WordNet taxonomy. It is therefore easy
to imagine WordNet as a huge set of leaf-root branches where the
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leaves are the most specific synsets (i.e., those synsets that do not
have hyponyms) and the roots are the most generic ones (i.e., those
that do not have hyperonyms). Each of these leaf-root branches is
as if it were an overall representation of a certain semantic sector,
a sort of global semantic trajectory.

For example, consider the synset corresponding to the word
"book": "a written work or composition that has been published". This
has a long list of hyponyms, including e.g., "songbook". In fact, "song-
book" is a specification of book ("a book containing a collection of
songs"). The latter, in turn, has a hyponym sense: "hymnal, hymn-
book, hymnary". In fact, hymnal is a type of songbook, and even
more generally it is a type of book ("a songbook containing a col-
lection of hymns"). Finally, hymnal has no hyponyms in its turn,
so it consists of the leaf of the book-songbook-hymnal trajectory,
and more generally consists of a leaf in WordNet. Returning to
book and making the same path as the one just shown, but in the
opposite verse, i.e., analyzing the hyperonymy relationships, it is
possible to reconstruct also the upper part of the whole leaf-root
branch. As mentioned above, this branch therefore represents a
particular semantic trajectory. At this point, it is necessary to ask a
question: which of the terms (or rather, the synsets) of this branch
is used more commonly in the language in order to identify all the
others? Or, which of these terms would a child use within the entire
semantic sector?

The situation of the entire leaf-root branch in question is shown
in Figure 1 (at the top there is the root, followed by the following
hyponyms up to the leaf). Figure 2 shows the map of the sense
frequencies of the same example of Figure 1.

A peak corresponds to a synset, within a leaf-root branch, whose
overall frequency in Wikipedia is greater than its hyponym (if it
has one) and its hyperonym (if it has one). Based on the concept
of peak, therefore, it is possible to select those terms that turn out
to be the most used in the language to describe a certain semantic
trajectory, considering them therefore part of the middle-level.

It is important to consider the peaks, not just the frequency, pre-
cisely because the natural language develops both upwards (hyper-
onymy) and downwards (hyponymy). It would be, in fact, reductive
to consider part of the middle-level only the term represented by
the highest frequency, in this case "book", to the detriment of other
more specific or more generic but equally important terms, such as
object. On the other hand, it is also true that by doing so, a peak may
result in a lower frequency than another non-peak synset within
the same branch, such as for example with respect to "publication".
In fact everything depends on the neighbors (hyponyms and hyper-
onyms): a peak, albeit at low frequencies, corresponds to the term
that best identify, in addition to itself, even its direct hyponym and
hyperonym (or a cascaded sequence of them). In essence, a peak is
the most frequent term for describing a sub-branch of the entire
leaf-root branch. The set of peaks, therefore, best represents the
branch in its entirety.

At this point it is possible to implement an optimization: this
consists in discarding those peaks that can be considered less rel-
evant than others. Taking up the previous example, it is easy to
notice how "book" is a peak with a much higher frequency than
all the others. Moreover, in the right part of the graph one can see
how the three peaks "artifact", "object" and "entity" are very close
to each other, both as position (they are separated by a single sense

Figure 1: Leaf-root branch (semantic trajectory) for the leaf
concept "hymnal, hymnbook, hymnary".

from each other) and as frequency (the frequencies are relatively
similar to each other). In a case like this, the three peaks in question
can be considered as a single group of peaks represented by the
one with the highest frequency, in this case "object". The situation
then becomes the following, illustrated in Figure 3.

Entering the implementation details, this optimization is carried
out following the following list of operations:

• the average frequency deviation is calculated between each
synset of the branch and its hypernym. Let name this value
m;

• the mean square deviation of the deviations between each
synset and the subsequent deviation from themean deviation
is calculated. Let this value be σ ;

• for each peak previously detected, if the total deviation be-
tween adjacent peaks is greater than (m + σ ), then the peak
is to be considered relevant, otherwise it is discarded.
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Figure 2: Semantic trajectory peaks for the leaf concept
"hymnal, hymnbook, hymnary".

Figure 3: Semantic trajectory peaks for the leaf concept
"hymnal, hymnbook, hymnary", after optimization.

The meaning behind this reasoning is as follows: M represents
the average deviation between synsets. σ indicates instead the
dispersion of the deviations, that is a value that represents how
much the synsets differ from each other in a uniform way. The
smaller the σ , the more the synsets are distributed evenly, the
greater is σ , the more the synsets are distributed unevenly. The
sum (M + σ ) is therefore a value that, taking into account how the
data are distributed, indicates on average the deviation that actually
exists between synsets. In light of this, two peaks that differ from
each other by a value lower than (M + σ ) may be approximable by
only one of the two.

By applying these operations to the previous example, we have
M = 147.918 and σ = 199.641. The fact that σ is very large and even
greater thanM should not surprise, in fact by observing Figure 2
one can immediately notice a very dispersive distribution of the

data: "book" is a very pronounced peakwith respect to the frequency
of the remaining synset that turns out to be more thickened. In
practice, the synsets differ from each other on average M with
deviation σ , i.e., 147.918 ± 199.641.

Considering therefore the peaks previously identified, it results
that those corresponding to "artifact", "object" and "entity" deviate
from one another by a value lower than (M + σ ), therefore among
the three peaks the one with the highest frequency is chosen as
representative, i.e., "object", while the remaining two are discarded.

At this point, the remaining peaks can be considered as com-
ponents of the desired middle-level. But it is good to make a clar-
ification: the WordNet synsets which are not peaks in a specific
leaf-root branch could be peaks in other branches. Consider, for
example, the semantic trajectory shown in Figure 4 for the leaf
concept "republication". Applying to this new semantic trajectory
the proposed method, "publication" turns out to be one of the peaks
(hence, it is part of the middle-level). The same goes for "artifact"
and "entity".

Figure 4: Semantic trajectory peaks for the leaf concept "re-
publication".

Concluding the interpretation of the running examples, the
meaning of trajectories / peaks is that while e.g., "publication" is not
sufficiently important for book-related concepts such as "songbook"
(see Figure 3), it is crucial to describe the leaf concept "republication"
(see Figure 4).

Finally, a synset can be a peak in more than one semantic tra-
jectory. Table 1 shows the distribution of the presence of synset
peaks over WordNet root-leaf branches. The majority of the peaks
are only discovered in a single semantic trajectory, while only 134
middle-level concepts (the sum of the last three rows of Table 1)
appear in more than 100 trajectories. This analysis opens further
research on cross-topic hierarchical structuring of the middle-level.
Figure 5 shows an illustration of a leaf with more than one semantic
trajectory. The central node (marked in black) can potentially be a
middle-level concept within a single trajectory only, depending on
the relative frequency value of its two direct hypernyms.
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N. of root-leaf branches N. of peaks
1 10128
[2,10] 3119
[11,100] 809
[101,1000] 115
[1001,10000] 16
More than 10000 3

Table 1: Presence of synset peaks in WordNet root-leaf
branches.

Figure 5: Case of multiple paths. The central node marked
in black can be a middle-level concept in a single path only.

N. of sentences 76.532.404
N. of words 514.927.589
N. of nouns 305.436.881
N. of verbs 209.490.708

Table 2: Size of the used Wikipedia Dump.

5 RESULTS
In this section, we report the outcomes of the proposed method in
terms of quantitative and qualitative measures.

5.1 Size of the problem
To give an idea of the size of the addressed problem, we report some
data on the content of the Wikipedia dump used (see Table 2) and
the subsequent development phases.

To each word corresponds a synset, obtained after a process of
disambiguation (with the simple Lesk algorithm [7]). Keeping track

Figure 6: Words in Wikipedia.

of how often a certain synset appears in Wikipedia, the map of
the sense frequencies is then created. Table 3 shows the WordNet
synset frequencies, while Table 4 reports the number of leaves and
semantic trajectories1 and Table 5 the number and proportion of
peaks with respect to the synsets.

N. of synsets 64.620
N. of noun synsets 53.191
N. of verb synsets 11.429

Table 3: Map of the sense frequencies.

Figure 7: Synsets in Wikipedia.

N. of leaves 72.271
N. of semantic trajectories 84.932

Table 4: Number of leaves and leaf-root branches (i.e., se-
mantic trajectories) in WordNet.

Figures 8 and 9 report a global and a zoomed-in view of the
frequencies of the detected peaks.

From the graph it is immediately evident that there is a consid-
erable quantity of peaks with a relatively low frequency. Going
then to eliminate those peaks whose frequency is below a certain
limit threshold, it is possible to make a significant reduction of the
middle-level. The value to be used as a threshold can be chosen
based on the frequency of words, considering "not relevant" those
words in Wikipedia in less than 0.01% of cases (i.e., less than once in
10.000). Bearing in mind that the total number of words (counting
1Note that the number of trajectories is bigger than the number of leaves due to the
existing multiple paths to the roots.
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Figure 8: Global view of the identified peaks with their frequencies.

Figure 9: Zoomed-in view of the bottom part of the identified peaks of Figure 8. The red line indicates the applied threshold
for the middle-level final extraction.

N. of peaks 14.190
Peaks / synsets ratio 21,96%

Table 5: Number of identified peaks and ratio with synsets.

only nouns and verbs) present in Wikipedia is just over 500 million,
an estimate of the threshold value in question could be 50.000. The
following graph consists of a zoom of the lower area of the previous
graph and the red line corresponds to the chosen threshold.

The meaning behind this reasoning is as follows: a peak whose
frequency is below the threshold corresponds to a term inWikipedia
used in less than 0.01% of the cases. Since this term is highly rare,

therefore, it can be ignored in the set of terms that form the middle-
level. Indeed, it is recalled that the goal of the middle-level is to
create a kind of set of elementary terms of the language.

Once this reduction has been made, the number of peaks de-
creases sharply, as shown in Table 6. The set of remaining peaks
represents an approximation of the desired middle-level.

N. of final peaks 1.254
Peaks / synsets ratio 1,94%

Table 6: Number of identified peaks and ratio with synsets
after frequency cut.
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5.2 WSD: Test of Independence
In the previous section we have seen the Lesk algorithm for per-
forming the word disambiguation task. Consider now a much less
laborious process of disambiguation, in which each term is auto-
matically assigned the first corresponding sense in WordNet, that
is the most commonly used. This type of approach is certainly very
efficient in terms of speed of execution and use of resources. On the
other hand it is also true that it is much less refined compared to
existing more advanced approaches, e.g., [5, 12]. We here present
a comparison between the results obtained by following the two
different approaches for the disambiguation of the senses (see Table
7).

# With WSD W/o WSD
Synsets 64.620 46.325
Noun synsets 53.191 40.387
Verb synsets 11.429 5.938
Leaves 72.271 70.908
Semantic trajectories 84.932 83.568
Peaks 14.190 15.369

Peaks after freq. cut 1254 1266
Overlapping 91.70% 90.84%
Table 7: Method’s independence fromWSD.

As one could imagine, the map of the sense frequencies created
without disambiguating through the Lesk algorithm leads to having
far fewer synsets than the previously analyzed version. Moreover,
the number of detected peaks is considerably greater (in proportion
to the number of synsets) in the second version. However, the size
of the middle level remains almost equal, with a extremely high
overlapping. This way, we proved that the proposed method is
independent of the quality of the adopted WSD method.

5.3 Evaluation with Graded Readings
We can think of using the middle-level to make an assessment of the
complexity of a text, perhaps for non-native speakers. To carry out
this evaluation, three texts have been chosen with practically the
same content but written in different levels of certified difficulties:
the so-called graduated readings. Specifically, the three texts belong
to the Elementary (A2), Intermediate (B1) and Upper Intermediate
(B2) levels. These readings are available on the British Council web-
site 2, which is a highly reliable and justifiable source for carrying
out this type of test. The test consists in analyzing the three texts
and verifying how many terms (or rather, senses) within these are
part of the middle-level. Table 8 shows the results of this analysis

5.4 Frequent vs Middle-level Concepts
There are concepts that although very common do not fall into
the middle-level. For example "people" turns out to be the thirty-
ninth most frequent synset throughout Wikipedia, whereas in the
middle-level it is not present. The 34th most frequent middle-level
synset is in fact "group". Since "group" is hyponym of "people", our
2http://britishcouncil.org

Figure 10: Top frequent middle-level peaks.

Level Synsets (U) Middle-level (U) ; %
A2 220 (114) 148 (73) ; 64%
B1 279 (144) 186 (83) ; 58%
B2 351 (190) 222 (102) ; 54%

Table 8: Total and middle-level synsets within graded read-
ings, with percentages. U = unique.

method always excludes the latter. In other words, "people" is a type
of "group" (of the middle-level concept person) and it is the most
used term to express a whole series of concepts, including "people",
for which the latter is excluded. The same argument obviously
applies to verbs. For example, consider "stay", in position 63 among
the most frequent synsets. This is a hyponym of a sense of "to be".
Therefore, even in this case, "stay" is excluded from the middle-level
as its hyperonym is already part of it.

5.5 Further considerations
There is some aspect that has not been taken into consideration.
Wikipedia contains not only conceptual and encyclopedic informa-
tion, but also Named Entities (NEs). NEs are just entities with a
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name, such as people, organizations, bands, music albums, movies,
sports clubs, and so forth. Such entities are not really concepts and
constitute a fairly large part in Wikipedia. This affects the con-
struction of the middle-level: in fact, in the middle-level there are
concepts such as music albums and films due to the high number
of Wikipedia pages related to real music albums and films. That
said, one could think in the future to filter the content of Wikipedia,
perhaps before indexing, from the contents related to NE. Another
point is related to the difference in learning language as a kid, or
learning language as an adult. For instance, children tend to prefer
concrete over abstract concepts. Thus, the use of a data source writ-
ten by adults (Wikipedia) can reflect an adult-centric middle-level
which could not entirely match with the language of children. For
example, the method is shown to prefer ’publication’ over ’song-
book’, even though for children, the latter would be preferred over
the former, as the notion of a publication is not generally known to
children).

6 RELATED WORK
The search of a set of basic concepts is not a new one, being ap-
proached under different perspectives. Many manually-drafted
basic vocabulary lists have been proposed in the past, such as
[2, 6, 11, 16] and others. However, the problem with most basic vo-
cabulary lists is that they may be not representative, and polysemy
is not managed [4]. Some studies have been instead focusing on how
concepts may be defined by universal features [17]. Computational
approaches and resources like WordNet [9] and EuroWordNet [15]
proposed their own basic semantic classes. WordNet super senses
are the roots of its taxonomy, representing top-level synsets only,
thus not considering mid- and bottom-level concepts which can be
undoubtedly part of the middle-level (e.g., "school"). EuroWordNet
base concepts are synsets dominating several hyponyms. However,
such selection reflects the specific structure of the lexical resource
rather than the actual and crucial use of synsets.

7 CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a computational approach to identify
what can be called linguistic middle-level, i.e., a subset of a language
from which more complex communications develop in adulthood.
Experiments on graded readings show promising results. This type
of studies may have a significant impact on research in NLmodeling
and generation.

This research opens a large horizon of future perspectives and
works. First, an evaluation and/or comparison among basic con-
cept sets and vocabularies ([14]) can be considered in order to
better highlight both shared/core concepts and differences. Then,
the use of state-of-the-art WSD techniques such as [5, 12] can
reveal better insights with respect to what found in Section 5.2.
As already mentioned in Section 5.5, an improvement of the re-
sults can come from a finer selection of the Wikipedia content,
for example by removing pages and sentences related to named
entities. The employment of the simplified version of Wikipedia
(https://simple.wikipedia.org/wiki/Main_Page) could additionally
carry to interesting new findings. Still, as shown in Table 1, synsets
can be considered middle-level concepts according to more than
one semantic trajectory. This can be further studied in future work.

Finally, one could consider more than one middle-level concept per
semantic trajectory when the difference in terms of frequency is
very small.

On the application side, graded and personalized language gen-
eration (e.g., [3, 8]) may be studied and developed on the top of this
work. Text simplification ([13]) may exploit middle-level concepts
to adapt texts at different levels of difficulty granularity. Finally,
coarse-grained WSD tasks may be also considered for direct inter-
action and integration ([10]).
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