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In this study we explore the implications of the oxygen vacancy V O formation and of copper
doping on the orthorhombic CaSnO3 perovskite, by means of density functional theory. We focus
on energetic and electronic properties. In particular, the electronic charge distribution is analyzed in
terms of Mulliken, Hirshfeld-I, Bader and Wannier approaches. In all cases, the different approaches
used to analyze the electron change distribution, provide a consistent picture. Calculations are
performed at PBE and PBE0 level (for the doping with Cu only PBE0), with both spin-restricted
and spin-unrestricted formulations; unrestricted calculations are used for spin-polarized cases and
for the naturally open-shell cases (Cu doping). A supercell (2x2x2) approach is used to avoid
interactions among periodically repeated defects. The oxygen vacancy is found to have the tendency
to reduce the Sn neighbors by giving rise to an energy band within the energy bang-gap of the pristine
system, close to the valence band. At variance with what happens in the CaTiO3 perovskite (also
investigated here), the oxygen vacancy in the CaSnO3 perovskite is found to lose the two valence
electrons and thus to be positively charged so that no F-center is formed. As regards the Cu doping,
when one Sn atom is substituted by a Cu one, the most stable configuration corresponds to having
the Cu atom as first neighbor to the vacancy. These findings shed some light on the catalytic and
phosphorous host properties of this perovskite.

I. INTRODUCTION

Perovskites, and in particular those belonging to the
ABO3 family, are a class of materials characterized by
a large variety of cationic and anionic compositions of
great interest in the field of solid state chemistry and
physics because of their many possible applications.1–8

Among them, calcium stannate, CaSnO3, has promis-
ing use as phosphorous host,9–14 component of optoelec-
tronic devices,15 and as an unconventional luminescent
material.16–18

Point-defects of ordered materials represent one of the
most studied topics in solid state science, given that they
can significantly alter several physical and chemical prop-
erties of a material. Among those, the oxygen vacancy is
clearly one of the most commonly reported point-defects
of oxides-based catalysts.19–28 In particular, a wealth of
information on this subject is available for the prototypi-
cal TiO2 catalyst, in which this defect is “easily” formed
in its reactive type.29–31 Doping (i.e. atomic substitu-
tion) is another popular source of point-defects that, if
properly controlled, can be used to tune some properties
of the material.32–37

An oxygen vacancy V O in an ionic material can
range between two ideal limits: neutral, V ×O and dou-
bly positively-charged, V ••O , the neutral one being com-
monly associated with an F-center (color center) in per-
ovskite structures.38–40 Three previous theoretical stud-
ies addressed the issue of the formation of an oxygen va-
cancy in the CaSnO3 perovskite. The first study was
carried out by Urusov et al.41 and took advantage of

a classical description of an ionic lattice. The second
one used a high-throughput density functional approach
to screen more than 5000 perovskite structures; among
them, Emery and Wolverton proposed the stability of
orthorhombic CaSnO3 and studied the formation of the
oxygen vacancy.42 The third used DFT calculation of the
vacancy concomitant to lanthanum doping to some alka-
line earth stannates.43

In this study, we characterize the energetic and elec-
tronic aspects of the formation of an oxygen vacancy
in the CaSnO3 orthorhombic perovskite by using the
density functional theory in a generalized-gradient ap-
proximation (GGA) and with a hybrid approach, includ-
ing some non-local exact exchange. We also focus our
attention to the Cu-doping given that this element is
considered in several studies as a tuning medium for
the catalytic activity, particularly so in Sn containing
structures.44–48 Formation energies are computed, the
electronic structure of the defect-containing structures
analyzed in terms of projected density-of-states and the
electron charge distribution of the defects investigated in
terms of many different schemes: Mulliken, Hirshfeld-I,
Bader and Wannier, which, when combined, provide a
rather comprehensive characterization of the defects.

II. METHODOLOGY AND COMPUTATIONAL
SETUP

All calculations are performed using the Crys-
tal17 programs.49,50 We use all-electron atom-
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centered Gaussian-type-function (GTF) basis sets, the
same already used in our previous studies on this
system.51,52 They are described by a 8(s)6511(sp)21(d),
9(s)763111(sp)631(d) and 6(s)2111(sp)1(d) contraction
of primitive GTFs for Ca, Sn and O atoms, respectively.
Additionally a 8(s)64111(sp)41(d) all-electron basis
set is considered for Copper.53 The calculations are
performed at PBE54 and PBE055 level.

The tolerances for the evaluation of Coulomb and ex-
change series are set to 7,7,7,7,14 for all calculations.56

The convergence on energy was set to 10−8 Hartree for
the optimization procedure using a quasi-Newton opti-
mizer combined to a BFGS algorithm for Hessian up-
dating. The shrinking factor was set to 8 for the bulk
(20 atoms/cell) and to 2 for the 2x2x2 supercell (160
atoms/cell) calculations of the CaSnO3 Pbnm structure.

To calculate the formation energies of the defects, we
also simulate CuO and SnO2 bulks and the O2 molecule
using the same computational conditions as the ones
adopted for the CaSnO3 structure. Charge density in-
tegration for Bader analysis was performed adopting
the most dense integration grid and including 10 stars
of neighbors as possible attractors57 whereas the de-
fault parameters were used in the Hirshfeld-I iterative
procedure.58 Further information on the structural mod-
els used is given in subsection II A.

Two different “removal” models are here adopted for
the oxygen vacancy formation: the first one is based on
the complete removal of the atom and its basis set, here-
after called “atom removed” (AR), the second one in-
volves the removal of the atom mass and charge but main-
tains its basis set, henceforth to be referred to as “ghost”
(GH). We will discuss these two schemes when address-
ing the point of whether the oxygen vacancy in CaSnO3

is neutral (i.e. possibly giving rise to an F-center) or
not. To further check the correctness of our description,
both models (AR and GH) are also used to describe the
oxygen vacancy in the orthorhombic Pbnm CaTiO3 per-
ovskite with the same computational conditions. This is
because this latter system is known to present a F-center,
as other titanates and zirconates, and thus constitute an
excellent benchmark to validate our approach.59–63

A. Structural Models for Oxygen Vacancy and Cu
Doping in CaSnO3

The primitive cell of the bulk structure of the or-
thorhombic CaSnO3 perovskite contains 4 formula units
(20 atoms/cell). The cell contains two symmetry-
independent oxygen atoms: one apical Oap and one
equatorial Oeq, that represent the two possible indepen-
dent sites for the formation of the oxygen vacancy V O.
Both oxygen atoms are bridging two tin atoms (Sn–O–
Sn). A 2x2x2 symmetrical supercell is built, which con-
tains 160 atoms. At variance with cubic perovskites,
the centro-symmetric orthorhombic structure is charac-
terized by only 8 symmetry operators, out of which 6

FIG. 1: (color online) Sketch of the structures (bulk and su-
percell) and defect sites of CaSnO3.64

are lost when the supercell is built so that the super-
cell only exhibits the inversion symmetry. This symme-
try loss obviously increases the computational time of
the corresponding calculations, and represents one of the
reasons why perovskite-type materials have often been
studied computationally employing cubic or pseudo-cubic
structures.59,62 When modeling the defects (oxygen va-
cancy or Cu doping) also the inversion symmetry is lost.

A sketch of the structure and defect sites is given in
Figure 1. The position of the apical and equatorial oxy-
gen atoms is showed and the substitution site for copper
atom also indicated, which is placed in the octahedral
site of SnO6, thus forming a CuO6.

The copper doping calculations are performed solely
at PBE0 level, since the inclusion of a fraction of exact
Fock exchange is crucial to a correct description of spin
localization, as also observed in the simple CuO bulk
case. We have considered two models for Cu doping: i)
the first one is a simple substitution of tin by copper
atoms, without further electronic compensation; ii) the
second one is a tin-copper substitution in the presence
and vicinity of an oxygen vacancy. In the latter case,
different structural models are considered with different
relative position of the Cu atom and the oxygen vacancy:
i) Cu as first neighbor to the vacancy; ii) Cu as second
neighbor to the vacancy with a connecting path of the
kind Cu—Oeq—Sn—V O; iii) Cu as third neighbor to the
vacancy with a connecting path of the kind Cu—Oap—
Sn—V O.

The balanced charge and mass reactions investigated
in this study are summarized in Eqs. (1)-(3) according
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to Kröger-Vink’s notation:

null
CaSnO3−−−−−→ Sn′′Sn + V ••O +

1

2
O2(g) (1)

CuO +
1

2
O2(g)

CaSnO3−−−−−→ Cu′′Sn + 2h• + SnO2 (2)

CuO
CaSnO3−−−−−→ Cu′′Sn + V ••O + SnO2 (3)

Eq. (1) refers to the oxygen vacancy formation in pristine
CaSnO3, which is accompanied by an electronic compen-
sation due to the reduction of a tin ion formally from
Sn4+ to Sn2+. Eq. (2) refers to the simple substitution
of a Sn atom by a Cu atom, compensated by the for-
mation of two electron holes. Finally, Eq.(3) refers to
the Cu-doping in the presence of an oxygen vacancy. It
is worth pointing out that these are merely charge and
mass balanced equations, using classical charge concepts,
here displayed for facilitate the discussion.

Let us now briefly discuss some aspects of the elec-
tronic state of the various model structures. Pristine
CaSnO3 is a closed-shell system. We have studied the
oxygen vacancy in three different ways: i) as a closed-
shell system with a spin-restricted formulation; ii) as a
singlet within a spin-unrestricted formulation; iii) as a
triplet within a spin-unrestricted formulation. The most
stable electronic configuration for the oxygen vacancy in
CaSnO3 is found to correspond to a closed-shell solution.
We have studied all models for Cu-doping in terms of
a spin-unrestricted formulation and found that the cor-
responding ground state is a spin-doublet. The spin-
contamination of all explored electronic states has also
been evaluated.

B. Electron Charge Analysis

As anticipated, the electron change distribution of the
system has been investigated according to four different
partitioning schemes. Indeed, atomic charges do rep-
resent one of the most popular tool for the analysis of
electron density. Obviously, the partitioning of the to-
tal electron density into atomic contributions is some-
how arbitrary and can be performed following different
strategies that can be divided into two classes depending
on whether they are based on the electron density it-
self or its molecular orbital representation. The simplest
scheme belonging to the second class is the so-called Mul-
liken partition65 in which atomic charges q depend on the
periodic density P and overlap S matrix representations
in the basis of atomic orbitals (AO) {χµ(r)} as follows:

qA =
∑
µ∈A

M∑
ν

N∑
g

P gµν S
g
µν (4)

where the second and third sums run over the M AOs of
the reference cell and the N cells of the system, respec-
tively. The first sum is restricted to the AOs centered on

atom A. In the Crystal code there are presently two ap-
proaches based on the electron density, ρ(r), namely the
Bader’s QTAIM scheme66 (Quantum Theory of Atoms
in Molecules) first implemented by Gatti et al.67 in the
Topond code and subsequently merged68 into Crystal
and the recently implemented Hirshfeld-I method (HI).69

QTAIM defines atomic basins, Ω, as those surrounded by
zero-flux surfaces and ρ(r) is integrated within these re-
gions to get the atomic charge

qA =

∫
Ω

ρ(r)dr (5)

The stockholder partition by Hirshfeld dissects the sys-
tem into well-defined atomic fragment and the integra-
tion of ρ(r) is weighted according to a general and nat-
ural choice that is to share the charge density at each
point among several atoms in proportion to their free-
atom densities, at the corresponding distance from the
nuclei.70 The Hirshfeld-I method71 has renewed the in-
terest in the original scheme by eliminating the need of
calculating the promolecular densities which are replaced
with spherical symmetric weight function, wA(r), opti-
mized through an iterative procedure. The electronic
population assigned to a center A is then obtained as

qA =

∫
Q

wA(r) ρ(r)dr (6)

In general, as it is also found for molecules,72 Mulliken
tends to provide charges smaller in absolute value than
QTAIM and HI provides intermediate values closer to
the Bader ones, an effect that becomes more significant
as increasing the size of the AO basis set.

Complementary to these standard analysis, an addi-
tional procedure based on the Wannier functions (WF),
{ωs}, was adopted and fully exploited. WFs provide
a picture alternative to that obtained from the Bloch
functions (BF) but perfectly equivalent as both span the
same translationally invariant space, e.g., occupied man-
ifold and bands of energy states. Their main advantage
is to be quadratically integrable in real space and con-
sequently spatially localized. Each WF, resulting from
a unitary transformation of the canonical BF,73 can be
given in terms of the AO basis set as

ωs(r) =

M∑
µ

N∑
g

lgµs χ
g
µ(r) (7)

A Mulliken analysis can then be performed to obtain the
atomic population of the sth WF in the reference zero
cell

QA,s =
∑
µ∈A

M∑
ν

N∑
g

lµs l
g
νs S

g
µν (8)

where the superscript g = 0 is omitted considering that
each WF is perfectly equivalent to all its periodic images.
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The atomic population of atom A can be calculated by
summing over all the WFs in the reference cell

qA =
∑
s

QA,s (9)

The total electronic population on each WF is normal-

ized to one,
∑M
A QA,s = 1 and the information contained

in QA,s can be employed to characterize the spatial dis-
tribution of the sth WF electrons, by defining the atomic
delocalization index λs as

λs =

 M∑
A

N∑
g

(QgA,s)
2

−1

(10)

that provides an estimate of the mean number of atoms
contributing to a given WF. This index is close to 1 for
atomic-like WF and is greater than 1 when the electrons
are shared among close-by atoms, in particular in the case
of covalent bonds. In addition, the degree of localization
of WF can be calculated in terms of the trace of the
expectation value of the second order moment tensor

σ2
s = 〈 ws| r2 − 〈 rs 〉2|ωs 〉 (11)

where σ2 gives a measure of the spatial spread of each
WF around its centroid 〈 rs 〉 and of the extension of its
tails.

All these descriptors will be used to get an insight on
the features of the electron charge distribution appearing
as the oxygen vacancy is created in the CaSnO3 lattice
and coupled with a copper substitutional atom.

III. RESULTS AND DISCUSSION

Let us start by describing the density-of-states (DOS)
of the orthorhombic CaSnO3 perovskite, which will prove
useful for the discussion to follow. The DOS of pristine
CaSnO3 is reported in Figure 2. The contributions to
the DOS from the various orbitals can be readily identi-
fied as the top of the valence band (VB) is mainly due to
oxygen p states and the bottom of the conduction band
(CB) to tin s and p states, in agreement with previous
accounts.74–77 The two oxygen types, Oap and Oeq, con-
tribute differently to the total DOS because of their dif-
ferent concentration ( there are 4 Oap and 8 Oeq in the
cell). In their study of the CH3NH3SnI3 orthorhombic
perovskite, Bernal et al.78 observed that relevant infor-
mation on the oxidation state of Sn ions can be obtained
from the analysis of the projected DOS. In particular, the
presence of Sn s orbitals near the top of the VB suggests
a formal Sn2+ reduced state while the presence of Sn s or-
bitals near the bottom of the CB suggests a formal Sn4+

full oxidation state. In our case, for the pristine CaSnO3

perovskite, Sn s states are found at the bottom of the CB
thus indicating a formal oxidation state of Sn4+. A com-
prehensive orbital analysis of pristine CaSnO3 has been
performed by Mizogushi et al.74
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FIG. 2: (color online) Projected density-of-states of pristine
CaSnO3.

In the following, we will analyze how the presence of
different kinds of defects affects the electronic DOS of
the system. In particular, all of the investigated defects
introduce new electronic energy levels (and thus some
DOS) within the main band gap of the pristine system.

A. The Oxygen Vacancy

1. Structural Aspects

The formation of an oxygen vacancy in the CaSnO3

perovskite structure induces a series of structural, and
electronic modifications involving chemical bond break-
ing and rearrangement. Even though these effects propa-
gate over a long range, they are clearly crucial on first and
second neighbors. A detailed analysis of the structural
changes induced by the formation of an oxygen vacancy,
as obtained from full structural relaxations, is presented
in Table S1 of the electronic supplementary information
(ESI).

First of all, let us discuss the effect that the formation
of an oxygen vacancy has on the cell volume. A low de-
fect concentration has been investigated (1 oxygen atom
out of 96 has been removed), which is consistent with
experimental conditions,79–82 so that the absolute vol-
ume change is small. The specific nature of the electronic
state of the defect is found to have a significant impact on
the volumetric response: both a closed-shell singlet and
a spin-unrestricted singlet states produce a volume con-
traction while a spin-unrestricted triplet state, where the
two unpaired electrons are forced to a spin-up configura-
tion, results in a volume increase. It is also seen that the
formation of a vacancy in a Oeq site results in a smaller
structural deformation than in a Oap site. Indeed, the
c crystallographic direction is known to be mechanically
softer than the a and b ones, as recently investigated from
anisotropic elastic calculations.51,52 A recent experimen-
tal study also confirmed the importance of a detailed di-
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rectional analysis for CaSnO3.83 These structural effects
turn out to be rather independent of the particular func-
tional used (GGA or hybrid) as already suggested.84–87

2. Electron Charge Distribution

As recalled in the introduction, several ABO3 per-
ovskites exhibit F-centers upon oxygen vacancy forma-
tion (i.e. two electrons trapped in the vacancy). In or-
der to check whether or not two electrons are hosted by
the vacancy in CaSnO3, we performed an analysis of the
electron charge distribution with different approaches.
Table S2 of the ESI reports Mulliken and Hirshfeld-I
atomic charges for the atoms surrounding the vacancy
and the vacancy itself. Despite larger absolute values of
the atomic charges obtained from the Hirshfeld-I scheme
compared to the Mulliken one, both methods provide
the same overall picture and trends. In particular, both
approaches describe an “empty” vacancy with no elec-
trons hosted. The electron density analysis performed
on the closed-shell state and on the open-shell singlet
state provides the same description thus confirming that
the ground state of this defect is indeed a closed-shell
electronic configuration.

We also performed an analysis of the chemical bond
pattern of the defective system based on Wannier func-
tions (i.e. localized valence crystalline orbitals). From
this analysis one gets information about where bond or-
bitals are centered, about what atoms are involved and
about what charge they carry. The centroids of the bond
Wannier functions around the vacancy are given in Figure
S1 of the ESI. None of the obtained valence Wannier bond
orbitals is found to involve the atomic functions centered
in the middle of the vacancy but one corresponding to a
covalent Sn–Sn bond with a tiny electron charge of 0.07
|e| at the center, thus confirming the absence of an F-
center. Let us stress that a similar type of bond has also
been found for an oxygen vacancy in the inverse spinel
Mg(Mg,Sn)O4 structure.88 The results of the Wannier
analysis are found to be independent of the particular
functional used and moreover show only little changes
from the Oeq to the Oap sites. In particular, when the
vacancy is formed in a Oap site, the Oeq sites become
slightly more ionic while the other Oap site remains un-
changed. The analysis of the degree of spatial localiza-
tion of spin-up and spin-down electrons further confirms
the higher stability of the singlet electronic state over
the triplet one, which would be characterized by a very
unbalanced electron distribution.

In order to further corroborate these findings and in
particular the presence of a covalent Sn–Sn bond, we
have performed a sophisticated topological analysis as
proposed by Bader in its quantum theory of atoms in
molecules (QTAIM). The analysis is performed with the
PBE functional in the GH case. Bader’s residual charge
on the vacancy is found to be of 0.098 |e| and a bond
critical point is found at the mid point between the two
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FIG. 3: Electronic band structure (left panels) and density-
of-states (right panels) of pristine CaSnO3 (top), and of the
defective system with the oxygen vacancy in a singlet (middle)
or triplet (bottom) spin configuration. In the DOS represen-
tation, spin up and spin down contributions are reported on
the right and left of the vertical dashed line, respectively. The
electronic states introduced by the defect are reported in red.
For each system, the Fermi level is set to zero. Calculations
performed with the PBE0 functional.

Sn atoms. According to all the usual descriptors of the
QTAIM it is indeed a covalent bond: the Laplacian ∇2ρ
has a value of -0.008 a.u., the ratio of the potential energy
over the positive definite kinetic energy |V |/G of 3.04 and
finally the ratio between the total electron energy and the
density H/ρ of -0.166 a.u.89

The main purpose of the detailed analysis of the elec-
tron charge distribution in the defective system was that
of checking whether or not an F-center would be formed
in the CaSnO3 perovskite upon removal of an oxygen
atom. Clearly, the F-center does not arise in this system.
Instead of being trapped at the center of the cavity, the
two electrons reduce the neighboring Sn atoms, similar
to equation (1), and the vacancy is understood as a V ••O
type.38–40
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3. Electronic Structure

We now analyze the electronic structure of the defec-
tive system in terms of band structure and density-of-
state. The band structure and the corresponding DOS
of the defective system, with the oxygen vacancy in a
singlet or triplet spin configuration, are reported in Fig-
ure 3 along with those of the pristine system in order
to highlight the electronic features introduced by the de-
fect. The electronic states proper to the defect are given
in red. The pristine system is characterized by a wide
band gap of about 5.6 eV at the PBE0 level of theory.
The formation of an oxygen vacancy produces some elec-
tronic states with energy levels within the pristine en-
ergy band gap. In the singlet spin configuration (the
most stable one; see discussion about the energetics in
section III A 4), a doubly occupied energy level appears
at about 2 eV above the top of the valence band of the
pristine system, which reduces the band gap of the sys-
tem to about 3.6 eV. The band structure of the triplet
state is more complex with the formation of three states
with energies within the pristine band gap, two occupied
by unpaired spin-up electrons and one empty at just 0.5
eV above the highest occupied energy level. In all cases,
the defect states are mainly due to s and p orbitals of the
two Sn atoms that are first neighbors of the oxygen va-
cancy. This overall picture is almost independent of the
particular site for oxygen substitution and of the way
in which the vacancy is described (AR or GH). Further-
more, the same trends are obtained also with the PBE
functional (obviously with different absolute values for
the band gap).

4. Energetics

The energetics of the formation of an oxygen vacancy
in the CaSnO3 perovskite is illustrated in Table I as a
function of the different electronic configuration of the
defect. The last column of the table reports the elec-
tronic band gap Eg where it is seen that the formation

TABLE I: Formation energy Ef , relaxation energy Er, rel-
ative configuration energy Econf and electronic energy band
gap Eg (all in eV) of the oxygen vacancy in CaSnO3 in differ-
ent electronic spin configurations (closed-shell CS, singlet S
and triplet T). Calculations performed with the PBE0 hybrid
functional.

Er Econf Ef Eg

Pristine - - - 5.6

O Vacancy (CS) -0.33 0.01 5.23 3.6
O Vacancy (S) -0.33 - 5.22 3.6
O Vacancy (T) -0.23 1.80 7.02 0.5
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FIG. 4: Constant-volume specific heat (left panel) and en-
tropy (right panel) of the CaSnO3 perovskite without (dashed
line) and with the oxygen vacancy (continuous line). The cal-
culation is performed with the PBE functional.

of the oxygen vacancy results in a reduction of the pris-
tine band gap by about 2 eV (from 5.6 to 3.6 eV). The
triplet electronic state would imply a much lower value of
just 0.5 eV as already discussed from the electronic band
structures.

We have computed the formation energy Ef of the oxy-
gen vacancy from the following reaction on our structural
model that contains 160 atoms per cell in the pristine
system:

Ca32Sn32O96 → Ca32Sn32O95 +
1

2
O2(g) (12)

Three calculations are needed: on the pristine system,
on the defective perovskite and on the gas-phase oxygen
molecule. From Table I we see that the closed-shell and
singlet electronic configurations for the defect are almost
energetically equivalent with formation energies of 5.23
and 5.22 eV, respectively. The triplet electronic state cor-
responds to a much higher formation energy of 7.02 eV,
which implies a lower stability of the triplet configuration
with respect to the singlet one by 1.8 eV. These values
are consistent with those recently reported by Emery and
Wolverton.42 From our calculations, the formation of an
oxygen vacancy in an equatorial site is found to be more
energetically favored over that in an apical site by about
0.1 eV, which is in agreement with what reported for the
CaZrO3 perovskite.90 Let us stress that, from these static
electronic calculations (i.e. performed at 0 K), the for-
mation of the oxygen vacancy would be energetically not
favored. We will discuss explicitly the effect of tempera-
ture on the formation energy of the defect below.

Table I also reports the relaxation energy Er defined as
the energy gain due to a full structural relaxation upon
vacancy creation. This quantity basically quantifies the
amount of structural relaxation induced by the forma-
tion of the defect. We observe that the structural relax-
ation is more evident when the defect is in the singlet
state; the higher electron-electron repulsion of the triplet
configuration indeed does not allow for a relaxation as
large as for the singlet configuration. Furthermore, the
triplet state is found to be more “spin contaminated”
than the singlet one. Indeed, in principle, the electronic
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states obtained from unrestricted Kohn-Sham DFT cal-
culations are not guaranteed to be eigenstates of the Ŝ2

operator. The spin contamination ∆S can be computed
as the difference between the actual value of the expec-
tation value of this operator and the ideal expectation
value ∆S = 〈Ŝ2〉 − 〈Ŝ2〉ideal. For singlet and triplet

states, 〈Ŝ2〉ideal would be 0 and 2, respectively. No spin
contamination is found for the singlet state while a spin
contamination of 0.005 is obtained for the triplet state.

5. Thermodynamics

In order to take into account thermal effects on the
formation energy of the oxygen vacancy in the CaSnO3

perovskite, and, at the same time, in order to check the
effect of the vacancy on some thermodynamic properties
of the system, we have computed harmonic vibration fre-
quencies of the pristine system and of the defective sys-
tem for supercells containing 160 (159) atoms. The size
of the adopted supercell is such to ensure full convergence
of the harmonic thermodynamic properties with respect
to the sampling of the phonon dispersion. Given the
high computational cost of these calculations, the PBE
functional has been used in this case. Figure 4 reports
the constant-volume specific heat Cv (left panel) and the
vibrational entropy (right panel) as a function of temper-
ature as obtained for the pristine system (dashed lines)
and for the defective system (continuous lines). It is seen
that the formation of an oxygen vacancy in the CaSnO3

perovskite structure increases its specific heat by about
∆Cv = 21 J/(mol K) in a wide temperature range (from
room temperature up to its melting temperature) and in-
creases its vibrational entropy, ∆S, by an amount that
increases with temperature. These values are reported
in Table II for selected temperatures. In the same ta-
ble, we also report the computed Gibbs formation free
energy of the oxygen vacancy that we have obtained by
considering the formation reaction (12) and by working
in terms of the Gibbs free energy and no longer in terms
of the static purely electronic energy. From the table,
it is seen that, as temperature increases, the formation
of the oxygen vacancy becomes more energetically favor-
able. Above about 800 K the formation of the defect
becomes spontaneous. For a detailed account on the cal-
culation of defect formation free energies the reader is
addressed to Refs. 91 and 92.

6. CaTiO3

As illustrated before, all indicators suggest that no F-
center is created in the CaSnO3 perovskite upon forma-
tion of an oxygen vacancy: electrons are not trapped in
the vacancy but rather reduce the neighboring Sn atoms.
On the contrary, an F-center is known to occur in the
isostructural orthorhombic CaTiO3 perovskite. In order
to check the reliability of our quantum-mechanical cal-

TABLE II: Gibbs free energy of formation ∆Gf of the oxygen
vacancy in CaSnO3 as a function of temperature. The varia-
tion of the constant-volume specific heat ∆Cv and vibrational
entropy ∆S of the system due to the vacancy formation are
also reported. Thermodynamic properties are obtained from
PBE harmonic frequencies.

T ∆Gf ∆Cv ∆S
(K) (eV) [J/(mol K)] [J/(mol K)]

0 4.78 - -
300 3.57 21.38 57.93
600 1.60 21.58 72.80
900 -0.68 21.70 81.58
1200 -3.16 21.75 87.83
1800 -8.53 21.79 96.65

culations, we have also investigated the oxygen vacancy
in CaTiO3. In this case, a significant electron density is
localized in the vacancy (F-center) and the most stable
electronic configuration is the triplet state and no longer
the singlet state as in CaSnO3. The energy difference
between the AR and the GH description of the vacancy
(without and with basis functions centered in the va-
cancy, respectively) was just 0.2 eV for CaSnO3 while it
is 1.11 eV for CaTiO3, that further confirms the need
of those functions in the vacancy because of the residual
electron density on that site. The electronic band struc-
tures of the different spin configurations of the oxygen
vacancy in CaTiO3 are reported in the ESI. Moreover,
the 3D representation of the spin density of the most
stable triplet case is also given in the ESI.

B. Cu Doping

We have already described in Section II A the struc-
tural models that we have used to investigate the effect
of Cu doping in CaSnO3. In particular, we have studied
the substitution of a single Sn atom by a Cu atom (i.e.
from SnO6 to CuO6) without or with an oxygen vacancy
in its spatial vicinity. When the oxygen vacancy and the
Cu substitution are both present, different relative dis-
tances are considered: the Cu atom can be first, second
or third neighbor to the vacancy.

Table S3 of the ESI illustrates the structural changes
induced by the Cu doping in the CaSnO3 perovskite with
and without oxygen vacancy. The most evident struc-
tural change occurring upon substitution is the elonga-
tion of the two Cu–O apical bonds in the CuO6 octahe-
dron, which produce a local distortion towards a planar
CuO4 configuration. The Sn to Cu substitution alone
(without oxygen vacancy) results in a decrease of the cell
volume. Also the case in which a Cu atom is inserted as
first neighbor to the oxygen vacancy results in an overall
decrease of the cell volume with respect to the pristine
system. However, we observe that when the Cu atom is
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FIG. 5: Spin density 3D maps (cutoff 0.001 e/bohr3) for (a)
the Cu substitution without oxygen vacancy (b) the Cu atom
first neighbor to the vacancy (c) the Cu atom second neighbor
to the vacancy, and (d) the Cu atom third neighbor to the
vacancy. The site of the vacancy is represented as a small
dark grey ball. Calculations performed with the PBE0 hybrid
functional.

second or third neighbor to the vacancy the cell volume
slightly increases with respect to the pristine system.

The Cu atom is in a d9 electronic configuration so that
it hosts one unpaired electron. Figure 5 reports the spin
density of the different models considered for Cu doping
and clearly shows that the unpaired electron is always
very localized on the Cu and on some of its first neigh-
bors. In particular, the (a) panel corresponds to the case
where there is no oxygen vacancy: the unpaired electron
is mainly hosted in the CuO4 plane with some spin den-
sity also in the two apical oxygen atoms corresponding to
more elongated bonds. Panel (b) shows how a higher spin
localization in the CuO4 plane is achieved when one of the
two apical oxygen atoms is removed to form a vacancy
(the site of the vacancy is represented as a small dark
grey ball). Panels (c) and (d) show the spin localization
when the Cu atom is second and third neighbor of the va-
cancy, respectively. Because of the unpaired electron on
the Cu center, all investigated configurations are treated
as spin doublets with ideal values of 〈Ŝ2〉ideal = 0.75.
The highest spin contamination (0.039) is found for the
Cu doping case without any oxygen vacancy while the
other cases are characterized by a much lower contami-
nation of 0.003, 0.003 and 0.002, respectively.

As observed in the case of the oxygen vacancy alone,
also in the presence of Cu doping, the vacancy is found
not to host electrons. The Mulliken and Hirshfeld-I anal-
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FIG. 6: Electronic band structure (left panels) and density-
of-states (right panels) of the Cu doped CaSnO3 perovskite
without oxygen vacancy (top), with the oxygen vacancy as
first neighbor of the Cu atom (middle) and as second neighbor
(bottom). In the DOS representation, spin up and spin down
contributions are reported on the right and left of the vertical
dashed line, respectively. The electronic states introduced
by the defect are reported in red (the contribution of Cu is
represented in blue). For each system, the Fermi level is set
to zero. Calculations performed with the PBE0 functional.

ysis of the electron charge distribution for the Cu doping
is given in Table S4 of the ESI. We have analyzed the
chemical bonding in Cu-substituted CaSnO3 by means
of localized Wannier functions and of Bader’s QTAIM.
Both approaches reveal that, at variance with the case of
the oxygen vacancy alone, no metal-metal bond is formed
in the presence of a Cu substitution. Not only, no Cu–Sn
bond is observed when the Cu atom is a first neighbor of
the vacancy, but no Sn–Sn bond is observed when the Cu
is second or third neighbor of the vacancy. This confirms
that the origin of the covalent Sn–Sn bond when there is
the oxygen vacancy alone is due to the induced reduction
of the Sn sites close to the vacancy. In the absence of a
vacancy, the six Cu–O bonds are found to be more cova-
lent than in the presence of the vacancy. In particular,
when the vacancy is a first neighbor to the Cu atom, the
four equatorial Cu–O bonds are characterized by a much
higher ionicity.
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The electronic band structure and corresponding
density-of-states of the various configurations of Cu dop-
ing here considered are given in Figure 6: the Cu doped
CaSnO3 perovskite without oxygen vacancy (top), with
the oxygen vacancy as first neighbor of the Cu atom (mid-
dle) and as second neighbor (bottom). It is seen that, in
all cases, the Sn substitution for Cu creates some elec-
tronic states whose energy falls within the pristine gap.
This is particularly so when no oxygen vacancy is present.
Copper states at the top of the valence band are formed
as well as states within the pristine gap, which overall re-
sult in a small electronic energy gap of just 1.8 eV (com-
pared to the gap of 5.6 eV of the pristine system). When
the Cu atom is first or second neighbor to the oxygen
vacancy, the electronic structure is affected differently:
some extra density-of-states builds up near the top of
the valence band (mainly arising from p oxygen orbitals
and dz2 and dxy copper orbitals) and near the bottom
of the conduction band (mainly arising from dxy copper
orbitals and s and p tin orbitals), resulting in a smaller
reduction of the band gap to 4.2 and 3.6 eV, respectively.
The presence of copper d states within the pristine gap is
relevant to potential catalytic applications.93–96 The val-
ues of the electronic energy band gap Eg of the different
configurations of Cu doping are given in Table III.

The energetics of the different doping configurations is
given in Table III. The relaxation energy Er tells us that
the smallest structural relaxation occurs when the Cu
substitution is done without any oxygen vacancy. When
a neighboring oxygen vacancy is present, the structure
undergoes a larger structural relaxation as the relative
distance of the Cu center and the vacancy increases. This
is due to the fact that when the Cu atom is first neigh-
bor to the vacancy the metal-metal covalent bond is not
formed. We have also evaluated the formation energy Ef
of the different defects. The reaction used to compute the
formation energy of the simple Sn for Cu substitution is:

Ca32Sn32O96+CuO+
1

2
O2(g) → Ca32Sn31Cu1O96+SnO2

while the reaction considered for the simultaneous Cu

TABLE III: Formation energy Ef , relaxation energy Er, rel-
ative configuration energy Econf and electronic energy band
gap Eg (all in eV) of the Sn for Cu substitution in CaSnO3

without and with a neighboring oxygen vacancy. Calculations
performed with the PBE0 hybrid functional.

Er Econf Ef Eg

Pristine - - - 5.6

Cu (no vacancy) -0.47 - 3.33 1.8
Cu (first neighbor) -2.17 - 3.01 4.2
Cu (second neighbor) -2.31 1.45 4.46 3.6
Cu (third neighbor) -2.42 1.43 4.44 3.7

substitution and oxygen vacancy creation is:

Ca32Sn32O96 + CuO→ Ca32Sn31CuO95 + SnO2

Energetically, the most stable defect configuration is rep-
resented by an oxygen vacancy first neighbor of the Cu
atom, which confirms the tendency of defects with oppo-
site local charges to associate.97–99

IV. CONCLUSIONS

We have performed density functional theory (DFT)
calculations on large structural models to investigate the
structural, electronic, energetic, thermodynamic proper-
ties of two point-defects in the CaSnO3 perovskite. Hy-
brid functionals of the DFT have been used, which by
including a fraction of exact non-local Fock exchange al-
low for a reliable description of spin polarized systems.

At variance with what is observed in other ABO3 per-
ovskites (and notably in CaTiO3), no F-center is created
upon formation of an oxygen vacancy in CaSnO3. The
two electrons are not “trapped” into the vacancy but
rather reduce the neighboring Sn atoms. A Sn–Sn cova-
lent bond is formed bridging the oxygen vacancy. The
most stable electronic configuration of the oxygen va-
cancy defect in CaSnO3 is a singlet, while the triplet po-
larized state is higher in energy by about 1.8 eV. The for-
mation of the oxygen defect is predicted to significantly
affect (increase) the specific heat of the system and to
become energetically spontaneous above about 800 K.

Upon copper doping (i.e. substitution of an Sn atom
by a Cu one in the octahedral site), the local octahe-
dral site symmetry SnO6 is distorted to induce a pla-
nar CuO4 configuration with two apical elongated Cu–O
bonds. The copper substitution is found to largely re-
duce the electronic band gap of the system (by about 3.8
eV). The combination of the two defects has also been in-
vestigated, according to which the configuration in which
the oxygen vacancy is a first neighbor of the Cu atom is
found to be the most stable one.
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