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#### Abstract

In this paper, basing our considerations on kernel-based approaches, we propose a new strategy allowing to approximate the prostate cancer dynamics. In particular, starting from several measurements of a specific biomarker, we estimate the tumor growth rate. To achieve this aim, we pre-process data via Radial Basis Function (RBF) interpolation. A careful choice of the basis function and of its shape parameter enables us to obtain reliable approximations of the cancer evolution. Numerical evidence supports our findings.


## 1 Introduction

Over the last years, the topic of numerical approximation of multivariate data has gained popularity in various disciplines, such as numerical solution of PDEs, image registration, neural networks, optimization, statistics, finance and modeling 3D objects (see e.g. [1, 3, 19, 20, 24, 27]).

In this paper, we consider a clinical application. Specifically, we deal with the problem of approximating the growth rate of the prostate cancer, one of the most common tumors in men. Since it is characterized by a slow growth, it is usually detected in the early stage of the disease. This enables clinicians to promptly intervene with radiotherapy or surgery, i.e. Radical Prostatectomy (RP).

However, a relapse after a RP occurs in the $25-30 \%$ of cases. The recurrence can be seen as a new tumor and, depending on the patient, different growth characteristics are observed. The relapse can be diagnosed by measuring the Prostate Specific Antigen (PSA) value with a blood exam. Moreover, thanks to this biomarker, we are able to estimate the growth rate of the tumor. To reach this aim, at first we model the cancer dynamics with a Gompertzian function. Then, we validate such model with challenging clinical real data taken from Eureka1 data set [12], a collection of data (e.g. PSA, tumor stage, surgical methods) about prostatectomized patients of Piemonte Region (Italy).

Summarizing, given a PSA series, to estimate the growth rate of the tumor, we develop a method consisting of two steps:

1. reconstruct the whole PSA curve with a RBF-based method [10, 23];
2. use the so constructed curve to estimate the growth rate of the prostate cancer via a stochastic optimization technique [15, 16].

In particular, here we focus on the first item. The choice of RBF-based methods follows from the fact that, since they are based only on a set of independent data, their implementation turns out to be easy and cheap from a computational point of view. Indeed, the cost of a mesh generation is eliminated.

It is well-known that the value of the shape parameter of the considered RBF affects the accuracy of the fit. In fact, good values of the shape parameter depend on the specific PSA series, i.e. they can truly vary from one patient to another one. Therefore, we take into account the problem of suitably selecting safe shape parameters. Specifically, they are selected by minimizing an error bound depending on the so-called power function [26].

The guidelines of the paper are as follows. In Section 2 the scattered data interpolation problem is presented. Section 3 is devoted to the presentation of both the clinical scenario and the mathematical model. Finally, Sections 4 and 5 deal with results and conclusions, respectively.

## 2 The scattered data interpolation problem

In order to model the cancer dynamics, we need to consider a procedure enabling us to fit a function given few samples. More formally, given $X_{N}=\left\{\boldsymbol{x}_{i}, i=1, \ldots, N\right\} \subseteq \Omega$ a set of $N$ distinct data points or nodes, arbitrarily distributed in a domain $\Omega \subseteq \mathbb{R}^{d}$, with an associated set $F_{N}=\left\{f_{i}=f\left(\boldsymbol{x}_{i}\right), i=1, \ldots, N\right\} \subseteq \mathbb{R}$ of data values or function values, the scattered data interpolation problem consists in finding a function $R: \Omega \longrightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
R\left(\boldsymbol{x}_{i}\right)=f_{i}, \quad i=1, \ldots, N . \tag{1}
\end{equation*}
$$

To solve such problem we consider kernel-based interpolation methods [2, 8, 9, 10, 23].
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### 2.1 Kernel-based interpolation methods

In order to obtain effective and reliable approximations, we need to focus on positive definite and symmetric kernels $\Phi: \Omega \times \Omega \longrightarrow \mathbb{R}$. Moreover, we also require that there exist:
i. a positive shape parameter $\varepsilon$;
ii. a function $\phi: \mathbb{R}^{+} \longrightarrow \mathbb{R}$ such that

$$
\Phi(x, y)=\phi_{\varepsilon}\left(\|x-y\|_{2}\right)=\phi\left(\varepsilon\|x-y\|_{2}\right), \quad \text { for all } \quad x, y \in \Omega \text {, }
$$

where $\|\cdot\|_{2}$ represents the Euclidean norm.
A kernel $\Phi$ satisfying the two above mentioned properties is called a radial kernel. In this context, the RBF approximation takes place. Indeed, given a positive definite radial kernel $\Phi$, we construct the following data-dependent basis

$$
\begin{equation*}
\mathcal{T}_{X_{N}}=\left\{\Phi\left(\cdot, \boldsymbol{x}_{1}\right), \ldots, \Phi\left(\cdot, \boldsymbol{x}_{N}\right)\right\} . \tag{2}
\end{equation*}
$$

Using (2), the interpolant $R$ can be expressed as

$$
\begin{equation*}
R(x)=\sum_{k=1}^{N} \lambda_{k} \Phi\left(x, x_{k}\right), \quad x \in \Omega . \tag{3}
\end{equation*}
$$

The approximant (3) is constructed by imposing the interpolation conditions (1). As a consequence, it is computed by solving the following linear system

$$
\left(\begin{array}{ccc}
\Phi\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{1}\right) & \cdots & \Phi\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{N}\right)  \tag{4}\\
\vdots & \ddots & \vdots \\
\Phi\left(\boldsymbol{x}_{N}, \boldsymbol{x}_{1}\right) & \cdots & \Phi\left(\boldsymbol{x}_{N}, \boldsymbol{x}_{N}\right)
\end{array}\right)\left(\begin{array}{c}
\lambda_{1} \\
\vdots \\
\lambda_{N}
\end{array}\right)=\left(\begin{array}{c}
f_{1} \\
\vdots \\
f_{N}
\end{array}\right)
$$

or simply

$$
K \lambda=f,
$$

where $K$ is the so-called kernel matrix. The solution reconstructed in this way is a function of the native space

$$
\mathcal{N}_{\Phi}(\Omega)=\operatorname{span}\{\Phi(\cdot, \boldsymbol{x}), \boldsymbol{x} \in \Omega\} .
$$

We remark that the system (4) admits a unique solution if and only if $\Phi$ is a strictly positive definite kernel [9].
In order to give error bounds, we need to write the interpolant $R$ in Lagrange form, i.e. using the so-called cardinal basis functions [26].

To this aim, we recall the following theorem [9].
Theorem 2.1. Suppose $\Phi$ is a strictly positive definite kernel. Then, for any set $X_{N}=\left\{\boldsymbol{x}_{i}, i=1, \ldots, N\right\} \subseteq \Omega$ of distinct data points, there exist cardinal functions $u_{k}^{*} \in \mathcal{T}_{X_{N}}$ such that $u_{k}^{*}\left(\boldsymbol{x}_{i}\right)=\delta_{i k}$, i.e.

$$
u_{k}^{*}\left(\boldsymbol{x}_{i}\right)=\left\{\begin{array}{lll}
1 & \text { if } i=k, \\
0 & \text { if } i \neq k .
\end{array}\right.
$$

From Theorem 2.1, we can express the interpolant in cardinal form, i.e.

$$
R(\boldsymbol{x})=\sum_{k=1}^{N} f\left(\boldsymbol{x}_{k}\right) u_{k}^{*}(\boldsymbol{x}), \quad \boldsymbol{x} \in \Omega
$$

### 2.2 Error bounds

After expressing the interpolant by means of the cardinal functions, for any strictly positive definite kernel $\Phi \in C(\Omega \times \Omega)$, any set of distinct points $X_{N}=\left\{\boldsymbol{x}_{i}, i=1, \ldots, N\right\} \subseteq \Omega$, and any vector $\boldsymbol{u} \in \mathbb{R}^{N}$, we define the quadratic form [9]

$$
Q(\boldsymbol{u})=\Phi(\boldsymbol{x}, \boldsymbol{x})-2 \sum_{k=1}^{N} u_{k} \Phi\left(\boldsymbol{x}, \boldsymbol{x}_{k}\right)+\sum_{i=1}^{N} \sum_{k=1}^{N} u_{i} u_{k} \Phi\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{k}\right) .
$$

Definition 2.1. Suppose $\Omega \subseteq \mathbb{R}^{d}$ and $\Phi \in C(\Omega \times \Omega)$ is strictly positive definite. For any distinct points $X_{N}=\left\{\boldsymbol{x}_{i}, i=\right.$ $1, \ldots, N\} \subseteq \Omega$ the power function is defined as

$$
\left[P_{\Phi, X_{N}}(x)\right]^{2}=Q\left(u^{*}(x)\right)
$$

where $\boldsymbol{u}^{*}$ is the vector of cardinal functions from Theorem 2.1.

Following the guidelines of [9], the power function can be computed as

$$
\begin{equation*}
P_{\Phi, X_{N}}(\boldsymbol{x})=\sqrt{\Phi(\boldsymbol{x}, \boldsymbol{x})-(b(\boldsymbol{x}))^{T} K^{-1} b(\boldsymbol{x})}, \tag{5}
\end{equation*}
$$

where $b=\left(\Phi\left(\cdot, x_{1}\right), \ldots, \Phi\left(\cdot, x_{N}\right)\right)^{T}$.
We are now able to state the following theorem.
Theorem 2.2. Let $\Omega \subseteq \mathbb{R}^{d}$ and $\Phi \in C(\Omega \times \Omega)$ be a strictly positive definite kernel. Suppose that the points $X_{N}=\left\{\boldsymbol{x}_{i}, i=\right.$ $1, \ldots, N\} \subseteq \Omega$ are distinct. Then

$$
\begin{equation*}
|f(\boldsymbol{x})-R(\boldsymbol{x})| \leq P_{\Phi, X_{N}}(\boldsymbol{x})\|f\|_{\mathcal{N}_{\Phi}(\Omega)}, \quad \boldsymbol{x} \in \Omega, \tag{6}
\end{equation*}
$$

where $f \in \mathcal{N}_{\Phi}(\Omega)$.
For further refinements of the error bound stated in Theorem 2.2, refer to [9, 23].
Note that Theorem 2.2 provides a criterion for choosing good values of the shape parameter $\varepsilon$. This turns out to be the key step for an accurate approximation. Precisely, following Theorem 2.2, the error is decomposed into two components: a component independent of the data function $f$ and one depending on $f$. Therefore, we can minimize the power function with respect to the shape parameter. Such approach has the advantage of being independent of the knowledge of $f$.

With this strategy we are able to select a suitable shape parameter for the approximation process. Anyway, since the second component of the error is not minimized, this is not an optimal approach. For further developments about safe choices of the shape parameter or for stable computation of the interpolant in the flat limit $\varepsilon \longrightarrow 0$ refer to [5, 7, 10, 11].

In the next section we focus on an application to clinical data. Precisely, we consider several samples of PSA values.

## 3 The clinical scenario

This section is devoted to present the clinical background. In the following subsection we give a brief outline about the prostate cancer scenario, while the mathematical model used to simulate the tumor growth is shown in Subsection 3.2.

### 3.1 The prostate cancer

The prostate cancer has a very slow growth, in both primary and secondary tumor. It can be early diagnosed with various techniques, such as the PSA and the digital rectal exams. While before the surgery an increase of the PSA does not necessarily imply that the patient has a tumor, the recurrence in prostatectomized patients can be monitored by dosing it [6]. In fact, the PSA is an antigen produced only by prostate cells, i.e. its value should be zero after a RP; if it is greater than $0.2 \mathrm{ng} / \mathrm{mL}$, a biochemical recurrence occurs. This value can be easily found by means of a cheap blood exam without side effects. Thus, during the follow-up, a patient should test his PSA value each 3-6 months.

These assumptions enable us to simulate the cancer dynamics with our proposed method. In fact, in case of more aggressive tumors, only few measurements of the volume are available, because it can be estimated only via medical images, which are very expensive and can have side effects on the patient. Moreover, no free tumor growth is observed in humans. This is due to the fact that the mass is reduced with therapies as soon as it is discovered.

### 3.2 The mathematical model

This section is devoted to present the mathematical model used to simulate the cancer growth. We focus our attention on the Phenomenological Universalities (PUN) law [4]. It includes different kinds of growth, namely the Malthus, Gompertz and von Bertalanffy laws and can be applied in a wide variety of fields, such as in biology and medicine, see [13, 14].

After preliminary studies [22], the best candidate to model prostate cancer turns out to be the Gompertzian function

$$
\begin{equation*}
f(x)=f_{0} \exp \left[\log \left(f_{\infty} / f_{0}\right)(\exp (-\alpha x)-1)\right] \tag{7}
\end{equation*}
$$

where $\alpha$ is the growth rate, $f_{0}$ is the initial PSA value and $f_{\infty}$ is the carrying capacity, i.e. the upper bound that can be reached by the tumor for $x \rightarrow \infty$. In other words, it is characterized by an initial exponential growth, a progressive velocity decrease and finally the achievement of a carrying capacity due to physical barriers or lack of nutrients.

We point out that (7) can be seen as a solution of the following ODE

$$
\left\{\begin{array}{l}
\frac{d f(x)}{d x}=C \exp (-\alpha x) f(x), \\
f(0)=f_{0},
\end{array}\right.
$$

where $C$, which is somehow related to the carrying capacity, is given by

$$
\begin{equation*}
C=\alpha \log \left(\frac{f_{\infty}}{f_{0}}\right) . \tag{8}
\end{equation*}
$$

We can easily observe that the carrying capacity does not heavily depend on the single patient, but it is related to the kind of tumor. Precisely, in our case, we use as reference value $f_{\infty}=200 \mathrm{ng} / \mathrm{mL}$. To fix it, we use the information of the Eureka1 database. In fact, the maximum PSA value among 3538 patients is $196 \mathrm{ng} / \mathrm{mL}$.

The proposed model is validated by fitting (7) with clinical data. In particular, we reconstruct the PSA curve via RBF interpolation and then we estimate the growth rate $\alpha$ by means of an optimization tool.

## 4 Fitting procedures and results

We remark that our aim consists in finding the best values of $\alpha$ for which (7) accurately fits the PSA data. Therefore, the objective function, which is minimized with a stochastic technique (namely Particle Swarm Optimization (PSO) [15, 16, 17, 21]) is

$$
\sum_{i=1}^{N}\left\{f_{i}-f_{0} \exp \left[\log \left(f_{\infty} / f_{0}\right)\left(\exp \left(-\alpha x_{i}\right)-1\right)\right]\right\}^{2},
$$

where $\left(x_{i}, f_{i}\right), i=1, \ldots, N$, are the real data. In our case we have really few data ( $4 \leq N \leq 15$ ). Thus, in order to obtain reliable estimations via the PSO, we first reconstruct the curve defined by such few samples via RBF interpolation. In doing so, we use the Matérn $C^{4}$ kernel, defined as

$$
\begin{equation*}
\phi(\boldsymbol{x}, \boldsymbol{y})=\exp \left(-\|\boldsymbol{x}-\boldsymbol{y}\|_{2}\right)\left(3+3\|\boldsymbol{x}-\boldsymbol{y}\|_{2}+\|\boldsymbol{x}-\boldsymbol{y}\|_{2}^{2}\right) . \tag{10}
\end{equation*}
$$

The proposed method has been tested with a group of prostatectomized patients who relapsed at different times. For instance, in Figure 1 we report four different patients. Specifically, after approximating the PSA curve (see the blue line in Figure 1), we estimate the growth parameter of the tumor by minimizing (9) with respect to $\alpha$. The resulting Gompertzian function is plotted in red in Figure 1.

We also report in Table 1 the Root Mean Square Errors (RMSEs) of the fitted curves

$$
\text { RMSE }=\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left|f\left(x_{i}\right)-f_{i}\right|^{2}}
$$

where ( $x_{i}, f_{i}$ ), $i=1, \ldots, N$, are the real data.
We expect a correlation between the value of the parameter $\alpha$ and the velocity of the tumor growth. Let us consider Figure 1: the estimated growth rates $\alpha$ are $1.45 \mathrm{E}-02,1.29 \mathrm{E}-02,7.51 \mathrm{E}-03$ and $9.40 \mathrm{E}-03$ for the case (a),(b),(c) and (d), respectively. This is consistent with our expectations. In fact, the two patients plotted at the top of Figure 1 are characterized by a faster growth and a larger value of $\alpha$ than the ones plotted at the bottom.

Therefore, we numerically observe that the Gompertzian function is a reliable choice for modeling the tumor dynamics and moreover it enables us to assess the risk of the disease by estimating $\alpha$. This is also confirmed by the results reported in Table 1. In particular, we can note that the approximation turns out to be accurate. The worst error corresponds to the data set that shows a truly low regularity of samples (see Figure 1, case (b)).

|  | case (a) | case (b) | case (c) | case (d) |
| :---: | :---: | :---: | :---: | :---: |
| RMSE | $2.36 \mathrm{E}-02$ | $3.51 \mathrm{E}-01$ | $4.77 \mathrm{E}-02$ | $4.18 \mathrm{E}-02$ |

Table 1: RMSEs obtained by using the Matérn $C^{4}$ as RBF interpolant for the RBF-PSO algorithm.

## 5 Conclusions and work in progress

The proposed technique, based on combining an optimization method with RBF interpolation, allows to effectively simulate the cancer dynamics by estimating its growth rate. The accuracy of the RBF fit is ensured by properly selecting a safe shape parameter. In particular, it is found out by minimizing the power function (see Section 2). Anyway, since the second component of the error bound in (6) also depends on the basis function via the native space norm, this is not an optimal approach. Therefore, work in progress consists in considering other strategies, such as the Leave One Out Cross Validation (LOOCV) scheme [10, 18]. In this way we could obtain an optimal shape parameter for each patient.

Finally, as evident from numerical simulations, the positivity of PSA samples is not always preserved throughout the interpolation process (see Figure 1). Thus, we need to consider techniques enabling us to fit positive data values with positive approximants [25, 28].
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