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Origins of contrasting copper coordination
geometries in crystalline copper sulfate
pentahydrate†

Michael T. Ruggiero,a Alessandro Erba,b Roberto Orlandob and Timothy M. Korter*a

Metal-aqua ion ([M(H2O)n]X+) formation is a fundamental step in mechanisms that are central to

enzymatic and industrial catalysis. Past investigations of such ions have yielded a wealth of information

regarding their properties, however questions still exist involving the exact structures of these

complexes. A prominent example of this is hexaaqua copper(II) ([Cu(H2O)6]2+), with the solution versus

gas-phase configurations under debate. The differences are often attributed to the intermolecular

interactions between the bulk solvent and the aquated complex, resulting in structures stabilized by

extended hydrogen-bonding networks. Yet solution phase systems are difficult to study due to the lack

of atomic-level positional details. Crystalline solids are ideal models for comparative study, as they

contain fixed structures that can be fully characterized using diffraction techniques. Here, crystalline

copper sulfate pentahydrate (CuSO4�5H2O), which contains two unique copper–water geometries, was

studied in order to elucidate the origin of these contrasting hydrated metal envrionments. A combination

of solid-state density functional theory and low-temperature X-ray diffraction was used to probe the

electronic origins of this phenomenon. This was accomplished through implementation of crystal orbital

overlap population and crystal orbital Hamiltonian population analyses into a developmental version of

the CRYSTAL14 software. These new computational methods help highlight the delicate interplay

between electronic structure and metal–water geometries.

Introduction

Metal–water interactions are key aspects of numerous chemical
processes, especially those occurring throughout biology.1–4

Despite their importance, description of metal–water coordina-
tion bonds beyond the traditional ‘point-charge’ model are not
widely utilized, presumably due to the difficulty in studying
such species.5–7 This challenge is exemplified by the metal–
water complexes that commonly form in aqueous solutions,8,9

where discrepancies appear in the literature (both experimental
and theoretical) concerning their characteristics.10–13 One such
species is hexaaqua-copper(II), whose solvent phase structure
has been a subject of controversy, specifically regarding the
orientation of the coordinated water molecules.7,9,14–17 While
not a direct probe of the solvated aqueous copper(II) cation,
X-ray diffraction (XRD) studies of crystallized copper(II) hydrates

can provide useful geometry information regarding the local
environment around the metal cations with atomic precision.
Investigation of crystalline solid-state samples enables rigorous
study of both geometry and underlying electronic structure,
leading to deeper understanding of their relationship.18–21 In
this study, copper sulfate pentahydrate (CuSO4�5H2O) crystals
were investigated using a combination of XRD and solid-state
density functional theory (DFT) in order to accurately assess the
synergistic roles that electronic structure and crystalline packing
have on copper–water interactions.

In most crystalline solids, the individual molecules or formula
units have the same internal geometries.22,23 In some cases,
two or more molecular configurations can exist concomitantly,
presenting an opportunity to investigate how various packing
interactions may lead to multiple unique structures within a
single crystal.24,25 Copper sulfate pentahydrate (CuSO4�5H2O) is
one such crystal, where two distinct copper cation coordination
geometries exist within the same solid.26–29 The coordination of
one copper cation is almost identical to the solution-phase
structure, while the other is markedly different.7,14–16,30 This has
led to a detailed investigation of the copper–water interaction in
the solid state, ultimately helping to clarify the origins of the
dissimilar metal–water coordination configurations.
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While evaluation of quantum mechanical phenomena,
such as chemical bond strengths and electron occupations,
may be possible using experimental techniques, the roots of
these properties (i.e. molecular orbital structure) are difficult to
examine experimentally.31–34 Yet these aspects are of critical
importance in determining the various physical properties of a
material, such as molecular structure, electronic absorption
and emission profiles, and catalytic potential.35–39 Solid-state
DFT has proven to be a powerful tool for the study of crystals
containing transition metals, and enables direct investigation
of these fundamental interactions.40,41 The utilization of periodic
boundary conditions in solid-state DFT permits the simulation
of observable properties with greater accuracy as compared to
isolated cluster calculations (when using the same level of theory),
allowing for even subtle bulk effects to be captured.42,43

Typical vibrational or electronic density of states (DOS) calcu-
lations provide valuable insight into the electronic structure of
solids, but they often lack the ability to characterize a specific
bond within a material.33,44,45 In order to accomplish this, the
atomic orbitals of interest can be projected onto the entire
molecular or crystalline orbital, thus yielding insight into
the contribution that a particular fragment has to the overall
electronic structure.46,47 However even this analysis is incom-
plete, as it does not take into account factors other than the
extent of orbital occupation. Thus the crystal orbital overlap
population (COOP) method was developed by Hoffman and
Hughbanks to characterize single interactions in solids.48 The
COOP analysis is an analogue to DOS calculations, yet unlike the
DOS scheme, the COOP method only considers two discrete
groups of atomic orbitals. This provides qualitative information
regarding the specific bonding and antibonding components of
a chemical bond, discerning the nature of specific electronic
interactions. An extension of the COOP method is the crystal
orbital Hamiltonian population (COHP), which partitions the
band energies, rather than electron states, into bonding and
antibonding regions.17,40,49 Here, the COOP and COHP schemes
were implemented into a development version of CRYSTAL14,42

marking the first time these methods have been included in a
localized orbital software package.

Methods
Experimental

Copper sulfate pentahydrate was prepared by dissolving anhydrous
copper sulfate (Sigma-Aldrich, Z99.99%) in deionized water
and allowing the blue solution to evaporate under ambient
conditions. After approximately one week, large blue crystals
formed and single-crystal XRD measurements were taken to
confirm them as being CuSO4�5H2O. Low-temperature (90 K)
single-crystal XRD measurements were done on a Bruker
KAPPA APEX DUO diffractometer containing an APEX II CCD
system using monochromatic Mo Ka radiation (l = 0.71076 Å).
The structures were solved using direct methods and refine-
ments were performed with the SHELXTL software.50 Upon
identification of the heavy-atom positions, the structure was

first refined using isotropic displacement parameters, followed
with anisotropic parameters. The proton positions were
assigned through the observed electron densities, and conse-
quently refined isotropically.

Theoretical

A development version of the CRYSTAL14 software package was
used to perform the solid-state DFT calculations. The same
computational methodology previously developed for metal
sulfate hydrates was adopted here,51,52 which makes use of
the Becke-3–Lee–Yang–Parr (B3LYP)53 density functional and
the atom-centered 6-31G(d)/6-31G(2d,2p) basis set54 for copper/
non-metals. Geometry optimization was initiated with atomic
coordinates taken from the experimental crystallographic data.
The entire solid-state structure, including atomic positions and
lattice parameters, was allowed to relax with the only constraint
being the space group symmetry of the solid. Solid-state COOP
and COHP plots were calculated using CRYSTAL14. A finer
k-point grid of 868 points was used for the COOP and COHP
calculations (112 for optimizations). The energy convergence
criteria were set to DE o 10�8 and 10�10 hartree for the opti-
mization and one-electron calculations, respectively. Gas-phase
COOP diagrams were created using Gaussian0955 and the
GaussSum56 software packages.

Results and discussion
Theoretical background

The calculation of COOP and COHP diagrams in CRYSTAL14
was implemented for this study as an extension of the one-
electron properties already included in this software.57 Using
localized basis sets is a common technique for gas and solvent
phase calculations, but to replicate the band structure present
in real solids, CRYSTAL14 uses symmetry and Bloch trans-
formations to create periodic conditions. The overall schemes
for these calculations are provided in various different sources,
and a brief overview is provided here for completeness.17,49,58,59

The initial step in any calculation involving CRYSTAL14 is
the building of the crystalline wavefunctions. First, the local
atom-centered orbitals (jm(r), with the angular part omitted for
simplicity) are defined by the linear combination of Gaussian-
type basis functions (G(ai, r)),

jmðrÞ ¼
X
i

diG ai; rð Þ

where r represent the real space coordinates, di are the normal-
ization coefficients, and ai are the Gaussian exponents (both di

and ai are supplied in the input). The local atom-centered
orbitals are then transformed into periodic Bloch functions
(Fm(r ; k)) through multiplication by the phase factor eik�g-,

Fmðr; kÞ ¼
X
g

jmðr� gÞeik�~g

where k is the reciprocal space coordinates and g are the set of
all lattice vectors. The self-consistent field (SCF) scheme is then
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employed to minimize the total electronic energy in the matrix
relation,

F(k)A(k) = S(k)A(k)E(k)

where F(k), A(k), S(k), and E(k) are the Fock, Bloch coefficient,
overlap, and energy matricies, respectively. The Bloch coefficients
(am,j) are then used to define the crystalline wavefunctions
(Cj (r; k)), with j indicating the crystalline orbital index.

Cjðr; kÞ ¼
X
m

am;jðkÞFmðr; kÞ

The crystalline orbitals (bands) are therefore evaluated at
each k-point in reciprocal space, with the total k-point grid
defined by the user at the onset of the calculation. The band
structure for a particular crystal is then simply evaluated
through interpolation of the eigenvalues of each band at
different k-points. From this, the orbital (rm), atomic (rA),
and total DOS (rtot) can be evaluated using the following
relations:

rmðeÞ ¼
2

VB

X
j

X
v

ð
BZ

Sm;nðkÞamj�ðkÞanjðkÞd e� ejðkÞ
� �

dk

rAðeÞ ¼
X
m2A

rmðeÞ

rtotðeÞ ¼
X
A

rAðeÞ

where VB is the volume of the first Brillouin zone, and e is the
energy. It is shown that the orbital DOS is simply the projection
of a single atomic orbital onto the entire crystalline orbital, and
thus is a measure of orbital contribution over a specified energy
range. It is important to note that the diagonal elements of the
overlap matrix Sm,m are included in the DOS calculation, which
results in all values being Z0. While the DOS calculation yields
valuable data involving the contribution of an orbital or atom to
the total electronic structure of the solid, it does not provide
any information regarding the nature of the bond between two
related orbitals, i.e. bond populations or the type of interaction
(bonding or antibonding). This information can be obtained
using the COOP and COHP methods, which are modifications
of the DOS scheme.

COOPA�BðeÞ

¼ 2

VB

X
j

X
m2A

X
n2B

ð
BZ

Sm;nðkÞamj�ðkÞanjðkÞd e� ejðkÞ
� �

dk

COHPA�BðeÞ

¼ 2

VB

X
j

X
m2A

X
n2B

ð
BZ

Fm;nðkÞamj�ðkÞanjðkÞd e� ejðkÞ
� �

dk

Here, instead of projecting a single orbital onto all of the
orbitals (as in the DOS equation), the orbitals of interest are
only projected onto a subset of the crystalline orbitals belonging
to groups A and B (diagonal elements are not considered),

representing the chosen two fragments. In the COOP analysis,
the density of states between the two fragments is weighted
by the overlap matrix, partitioning the electronic states into
bonding and antibonding regions. The COHP equation is
similar, but instead of electron states, the band structure is
what is being partitioned, providing information regarding the
bond energy (rather than bond order, as in the COOP case).

Structural analysis

The structure of CuSO4�5H2O was redetermined at 90 K using
single-crystal XRD (R = 0.042), and the geometry described here
is in agreement with previously reported structures.26–29 The
CuSO4�5H2O crystals form in the triclinic P%1 space group, and
have lattice dimensions of: a = 6.106 Å, b = 10.656 Å, c = 5.969 Å,
a = 77.3321, b = 82.4331, g = 72.5231, and V = 360.548 Å3.
Four CuSO4�5H2O formula units make up the unit cell (Z = 4)
(Fig. 1), with two formula unit halves in the asymmetric unit
[Cu(H2O)2SO4Cu(H2O)2(H2O)]. Both symmetrically unique copper
cations are in a distorted octahedral coordination environment.
Each copper cation is coordinated by four equatorial water
molecules (two symmetrically unique water molecules on each),
and are bridged by sulfate anions bonded at the axial positions,
forming infinite polymeric chains. The d9 coppers display the
characteristic Jahn–Teller distorted geometry, with the copper–
sulfate axial bond elongated with respect to the four equatorial
copper–water bonds.60 The fifth co-crystallized water molecule
forms two hydrogen bonds with the bridging oxygen atoms of
the adjacent chains, and does not directly interact with the
metal cations. The solid-state geometry optimization accurately
represented the aforementioned structural features, with average
errors in the bond lengths and unit cell parameters of 0.69% and
0.45%, respectively.

The water molecules coordinated to the two symmetrically
unique copper cations (coppera and copperb, Fig. 1 and 2) exist
in two very different orientations. In the case of coppera, the
orientation of the coordinated water molecules results in the
water hydrogens being nearly in the plane of the coppera–water
bond (waterplanar). In contrast, the waters are tilted on copperb,
resulting in a bent geometry (waterbent). The copper–water
bond lengths are also significantly different between the two

Fig. 1 Experimental 90 K single-crystal X-ray diffraction structure of
CuSO4�5H2O. The features of interest have been labeled for clarity.
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symmetry unique metals, with an average experimental
copper–water bond length of 1.942 Å and 1.965 Å for the
coppera–waterplanar and copperb–waterbent bonds, respectively.
Both coordination types have water molecules maintaining two
hydrogen bonds, with waterplanar hydrogen-bonded to the non-
coordinated sulfate oxygen atoms and waterbent hydrogen-
bonded to the co-crystallized water and the coordinated sulfate
oxygen atom. It is important to note that each copper cation has
two symmetrically unique water molecules (four in total), and
the tilting angle is consistent between the respective pairs.

Orbital analysis

The existence of two types of copper–water geometries in the
CuSO4�5H2O crystal is a phenomenon whose origins can be
broadly explained by the solid-state packing arrangement that
promotes different hydrogen bonding interactions for the
different waters. However, the electronic interactions between
the copper and coordinated waters must play a central role in
governing the absolute orientations of the molecules in the
structure. In fact, a gas-phase geometry optimization of an
isolated CuSO4�5H2O results in a totally planar arrangement
of the coordinated water molecules (in agreement with some
previous gas and solution-phase studies7,14,16,30), demonstrating
that the crystalline environment causes the observed tilting of
the waters. Any structural deviations from the isolated-molecule
calculation can be viewed as a strain, which results in a
weakened copper–waterbent bond, but this strain penalty must
be offset by favorable cohesive interactions of the bulk solid for
crystallization to occur.

The projected density of states for the copper–water inter-
actions (Fig. 3) revealed that the coppera–waterplanar fragment
contains a higher degree of occupied electronic states
(increased electron density), compared to the corresponding
copperb–waterbent pair, as determined by integration of the DOS
(yielding the total states over the occupied energy range)
(Table 1). While the DOS is acceptable for an overall picture
of the electronic contribution of the atoms of interest to the
overall crystalline bonds, it does not provide any fragment
specific information regarding the type of interaction each
occupied orbital is involved in exclusively within the chosen
fragment. Greater detail into the nature of the copper–water
chemical bonds is available by calculation of COOP and COHP
diagrams. These analyses can be used to see the effect that
changing coordination schemes have on the character of indi-
vidual bonds and yield a complete description of the specific
electronic interactions between the CuSO4�5H2O components.

To explore the role of crystalline environment on the
CuSO4�5H2O structure, COOP diagrams were produced both
in the gas phase (formula unit extracted from the optimized
solid) and in the solid state using Gaussian09/GaussSum and
CRYSTAL14, respectively, and are shown in Fig. 4. In the case of

Fig. 2 The two symmetrically unique copper cations, showing the differ-
ent geometric arrangements of the coordinated water molecules.

Fig. 3 Electronic density of states (DOS) for the two copper–water
fragment types in CuSO4�5H2O.

Table 1 Integrated DOS, COOP, and COHP values for the two copper–water interactions in CuSO4�5H2O. The DOS and COOP values are unitless, and
the COHP values are in kJ mol�1

Integrated
DOS

Integrated
COOP

Bonding
population

Antibonding
population

Integrated
COHP

Bonding
energy

Antibonding
energy

Coppera–waterplanar 28.135 0.323 0.404 0.081 �226.304 �411.318 185.015
Copperb–waterbent 26.416 0.275 0.333 0.058 �188.232 �328.096 139.854
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the coppera–waterplanar interaction, the solid-state and gas-phase
COOP diagrams are in close agreement, especially in predicting
the Fermi level of that particular bond. However in the case of the
copperb–waterbent interaction, the two calculation methods differ
noticeably, predominately in the prediction of the Fermi level and
orbital energies. This result is not surprising when the solid-state
copper–water coordination environments are taken into account,
where the contrasting copperb–waterbent COOP calculations can
be linked to water tilt angle. The fully relaxed gas-phase optimiza-
tion of CuSO4�5H2O results in a planar orientation of the coordi-
nated water–copper bond, implying limited strain exists in the
packed coppera–waterplanar arrangement, and ultimately meaning
the gas-phase and solid-state COOP calculations should be in
reasonable agreement. In the case of copperb, the packing strain,
which is presumably caused by the propensity of the structure
to form hydrogen bonds, cannot be represented by a simple
gas-phase calculation. Therefore the gas-phase model fails to
accurately predict the electronic configuration of this purely
solid-state geometry, leading to an inaccurate prediction of the
Fermi level and slightly shifted orbital energies (compared to
the solid-state calculated band energies).

By integrating the positive and negative regions of the COOP
plot, representing total bonding and antibonding populations,
detail regarding the electronic arrangement of the two copper–
water fragments can be obtained (Table 1). The total integrated
COOP curve is an effective measure of bond order, and it is
shown that the value obtained for the coppera–waterplanar bond
is higher than that of copperb–waterbent. This phenomenon has
been previously noted for other transition metal complexes,
which showed that planar arrangements of water molecules

around the metal cations promotes a stronger overlap.7,61 The
overlap is decreased upon tilting of the water molecules,
leading to a lower bond order. This effect is manifested in the
copper–water bond lengths, where the coppera–waterplanar bond is
shorter than the corresponding copperb–waterbent bond.

Integration of the COHP diagram is a measure of bond
strength (in units of energy), because this method partitions
the band energies rather than the electrons (COOP). The COHP
plots (Fig. 5) are very similar to the COOP plots, and the same
trend is observed when integrating the COOP diagram as when
integrating the COHP plot. The calculated copper–water bond
strengths (Table 1) are in good agreement with previously
determined metal–water coordinated bond energies.62 To con-
firm that the copper–water interaction strength varies due to
intermolecular forces, COHP analyses were performed on the
respective water molecules against the entire unit cell, excluding
the copper cations. The integrated values were 229.76 and
252.49 kJ mol�1 for waterplanar and waterbent, respectively, showing
that waterbent is stabilized by external interactions (beyond the
metal coordination) to a higher degree than waterplanar. This,
coupled with the hydrogen-bonding pattern, highlights the
complex equilibrium that is established between electronic
configuration, geometry, and external forces, and that the ultimate
structure is dictated by the balance between all of these simulta-
neous factors.

Constant volume optimizations

The differing orientations of the coordinated water molecules
have been shown to have an effect on the strength and nature of

Fig. 4 Solid (black) and gas-phase (red) COOP diagrams for the respec-
tive copper–water fragments in CuSO4�5H2O.

Fig. 5 Solid-state COHP plots of CuSO4�5H2O. The negative of the values
obtained from the COHP equation is presented by convention.
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the chemical bond between the copper cation and each water
molecule. The origin of these differences is attributed to packing
induced strain, which causes waterbent to sacrifice metal–ligand
bonding energy in favor of other forces. In order to determine
how large a role the solid-state packing has on the copper–water
bonds, structural optimizations were performed where the unit
cell volume was kept at fixed but increased values. The lattice
parameters and atomic coordinates were allowed to fully relax,
with the only constraint being preservation of the specified volume.
The results shown in Fig. 6 reveal that the copperb–waterbent

tilt angle is linearly dependent on unit cell volume, with
the geometry approaching the gas-phase/solvent structure as
the unit cell expands. Additionally, the water internal bond
angle (H–O–H) increases with increasing unit cell volume as
well, (108.151 to 109.251) following the same trend as the tilt
angle. This is indicative of an enhanced covalent bond between
the copper and oxygen, which allows the H–O–H angle to open
due to decreased electron density on the oxygen atom. In fact,
both coppera–waterplanar and copperb–waterbent exhibit a trend
towards moving to perfectly planar tilt arrangements, as well as
expansion of both water H–O–H bond angles with increasing
unit cell volume, confirming that each copper coordination
environment is sensitive to the crystalline packing strain.

Conclusions

A detailed investigation was performed on the geometry and
electronic structure of CuSO4�5H2O crystals, using solid-state
DFT and experimental XRD measurements. While the tradi-
tional computational method of calculating a DOS plot provides
useful insight into the overall characteristics of a solid, the slight
differences between the DOS of two similar fragments within the
solid often proves to be difficult to interpret. Implementation
of COOP and COHP analyses into a developmental version of
the CRYSTAL14 software package facilitated evaluation of parti-
cular interactions within the bulk. The enhanced specificity of
these approaches yielded precise information concerning how

molecular orbital occupations and overlaps influence the
observed structural arrangements of atoms in the solid state.
The COOP and COHP plots have the same basic shape (in terms
of absolute values) as the DOS plot, however partitioning of data
into bonding and antibonding regions enables the interactions to
be described based on the specific local electronic environment.
Integration of the COOP and COHP plots highlight that deviations
from the copper–water gas-phase geometry results from decreased
bond order and bond strength in the crystal, due to lessened
orbital overlap between the two components.

Furthermore, orientations of the waterbent molecules were
found to be greatly influenced by the unit cell volume, showing
that packing strain is the driving force in the observed structural
trends. These packing interactions, largely characterized by the
formation of hydrogen bonds between the water molecules, are
analogous to the intermolecular forces acting upon aqueous
hexaaqua-copper cations by the bulk solvent in aqueous solu-
tions. The results are therefore applicable to any condensed
phase system involving aquated metal ions, where the equili-
brium between internal and external factors dictates the final
coordination arrangements.
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