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Abstract. By means of a symbolic method, in this paper we introduce
a new family of multivariate polynomials such that multivariate Lévy
processes can be dealt with as they were martingales. In the univari-
ate case, this family of polynomials is known as time-space harmonic
polynomials. Then, simple closed-form expressions of some multivariate
classical families of polynomials are given. The main advantage of this
symbolic representation is the plainness of the setting which reduces to
few fundamental statements but also of its implementation in any sym-
bolic software. The role played by cumulants is emphasized within the
generalized Hermite polynomials. The new class of multivariate Lévy-
Sheffer systems is introduced.
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1 Introduction

In mathematical finance, a multivariate stochastic process Xt in Rd usually
models the price process of hedging portfolios at time t. The tools employed to
work with Xt are either its probability distribution or its characteristic function.
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When the probability distribution of Xt is known analytically, numerical algo-
rithms are resorted aiming to compute the contingent claim’s price E[φ(Xt)]
with φ some payoff function. When the characteristic function of Xt is known
analytically, fast Fourier transform or Monte Carlo methods are applied to mul-
tivariate integrals

E[φ(Xt)] =

∫
Rd

φ̂(u)E[exp(iuXt)] du,

with φ̂ the Fourier transform of φ. Both methodologies require implementations
which can take some time due to the involved multivariate integrals.

Recently in [3], a class of processes, called polynomial processes, has been
introduced as follows: assume S the state space of Xt, a closed subset of Rd.
Then there exists a multivariate polynomial Q(x, t) in

Pol≤m(S) =


m∑

|k|=0

ckx
k

∣∣∣∣∣∣x ∈ S, ck ∈ R

 (1)

such that a martingale property holds1:

E[Q(Xt, t)|Xs] = Q(Xs, s) (2)

for s ≤ t. The martingales {Q(Xt, t)} are called polynomial processes. The
polynomials (1) originated in conjunction with random matrix theory and mul-
tivariate statistics of ensembles. These processes are employed together with the
reduction–variance method for the pricing and the hedging of some bounded
measurable European claims. In [3], the attention is essentially focused on the
properties shared by the class of stochastic processes Q(Xt, t), as for exam-
ple affine processes or Feller processes with quadratic squared diffusion coeffi-
cients. The computation of their coefficients requires the computation of a ma-
trix exponential2. In order to characterize the polynomials Q, Haar measure and
zonal polynomials are involved. A computational efficient way to deal with zonal
polynomials is not yet available: in particular, as coefficients of hypergeometric
functions, zonal polynomials have manageable expressions only on the unitary
group. In the univariate case, the polynomials (1) have been deeply analyzed
by different authors, see [23] and references therein. They are called time-space
harmonic polynomials. For Lévy processes Xt, the main advantage of employing
the polynomial process Q(Xt, t) is the martingale property (2), fundamental in
the martingale pricing [18], which not necessarily holds for Lévy processes.

In order to characterize multivariate time-space harmonic polynomials, we
propose the multivariate Faà-di Bruno formula as main tool. In the univariate

1 In (1), by using the multi-index notation xk = xk1
1 xk2

2 · · ·xkd
d and ck = ck1,k2,...,kd .

Recall that a (d-dimensional) multi-index k is a d-tuple k = (k1, . . . , kd) of nonneg-
ative integers, such that |k| = k1 + · · ·+ kd, and k! = k1! · · · kd!.

2 If X is a real or complex n×n matrix, the matrix exponential of X is a n×n matrix
eX whose power series is eX =

∑
k≥0 X

k/k!.
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case, the Faà-di Bruno formula gives the m-th derivative of a composite function,
that is, if f and g are functions with a sufficient number of derivatives, then:

g(m)[f(t)]

m!
=
∑ g(k)[f(t)]

b1!b2! . . . bm!

(
f (1)(t)

1!

)b1 (
f (2)(t)

2!

)b2

. . .

(
f (m)(t)

m!

)bm

,

where the sum is over all m-tuples of nonnegative integers (b1, . . . , bm) such that
b1 + 2b2 + · · · +mbm = m and k = b1 + · · · + bm. This formula is extended to
the multivariate case in [7] by using multi-index partitions. Its implementation
is quite cumbersome, but recently an optimized algorithm has been introduced
[7] by using a symbolic method, known in the literature as the classical um-
bral calculus [19]. Its main device is to represent number sequences by suitable
symbols via a linear functional, resembling the expectation of random variables
(r.v.’s). Thanks to this symbolic method, the multivariate Faà-di Bruno formula
is computed by using suitable multivariate polynomials whose indeterminates
are replaced by different polynomials. In this paper we characterize a bases for
the space of multivariate time-space harmonic polynomials (1) involving Lévy
processes. These polynomials have a simple expression, easily implementable in
any symbolic software by using the algorithms addressed in [7].

Special families of multivariate polynomials such as the Hermite polynomials,
the Bernoulli polynomials and the Euler polynomials are then recovered. The
new class of multivariate Lévy-Sheffer systems is introduced. The remainder of
the paper is organized in order to resume terminology, notations and some basic
definitions of the symbolic method. For the symbolic univariate Lévy process in-
troduced in [11], we add two more examples: the stable and the inverse Gaussian
processes.

Since orthogonal polynomials are currently employed in mathematical finance
[21], an interesting application which deserves further deepening studies is the
orthogonal property of multivariate time-space harmonic polynomials. Some pre-
liminarily results are given in [5] and [14]. These are certainly connected to multi-
variate Sheffer sequences [1] whose treatment would indeed benefit of an umbral
approach. Finally, since the symbolic method has already been applied within
random matrix theory (see [8]) in studying their cumulants, we believe fruitful
to employ this setting early to matrix-valued polynomial processes.

2 The symbolic method

The symbolic method we refer is a syntax consisting of a set A = {α, β, γ, . . .} of
symbols called umbrae and a linear functional called evaluation E : R[x][A] −→
R[x], with R the set of real numbers, such that E[1] = 1 and

E[xn αi βj · · · γk] = xn E[αi]E[βj ] · · · E[γk] (uncorrelation property)

for all distinct umbrae α, β, . . . , γ ∈ A and for all nonnegative integers n, i, j, . . . k.
A unital sequence of real numbers a0 = 1, a1, a2, . . . is said to be umbrally rep-
resented by an umbra α if E[αk] = ak, for all k ≥ 0. By analogy with moments
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of a r.v., the k-th element of the sequence {ak} is called the k-th moment of the
umbra α.

Two distinct umbrae α and γ are said to be similar if and only if they
represent the same sequence of moments

α ≡ γ ⇔ E[αk] = E[γk], for k = 0, 1, 2, . . . .

A polynomial p ∈ R[A] is called an umbral polynomial. The support of p is
the set of all occurring umbrae of A. Two umbral polynomials p and q are said
to be umbrally equivalent if and only if E[p] = E[q], in symbols p ≃ q. They are
uncorrelated when their supports are disjoint.

The formal power series

u+
∑
k≥1

αk z
k

k!
∈ R[A][z] (3)

is the generating function of the umbra α and it is denoted by eαz. By extending
coefficientwise the notion of umbral equivalence, any exponential formal power
series

f(z) = 1 +
∑
k≥1

ak
zk

k!
(4)

can be umbrally represented by a formal power series (3). Indeed, if the sequence
{ak} is umbrally represented by an umbra α, we have f(z) = E[eαz]. The formal
power series (4) is denoted by f(α, z) to underline the role played by the moments
of the umbra α. Special umbrae are

a) the singleton umbra χ with generating function f(χ, z) = 1 + z;
b) the unity umbra u with generating function f(u, z) = ez;
c) the augmentation umbra ε with generating function f(ε, z) = 1;
d) the Bell umbra β with generating function f(β, z) = exp{ez − 1}.

An auxiliary umbra is a symbol not in the alphabet A but defined in such
a way that it represents special sequences of moments. Then, the alphabet A
is extended by inserting these auxiliary symbols as they were elements of A.
For example, by the auxiliary symbol α+̇γ, we denote the disjoint sum of two
umbrae, representing the sequence of coefficients of f(α, z)+f(γ, z)−1. Therefore
we write f(α+̇γ, z) = f(α, z) + f(γ, z) − 1 and deal with α+̇γ as it was an
element of the alphabet A. One more example, which will be largely employed
in the rest of the paper, is the dot-product n.α of a nonnegative integer n and
an umbra α. Let us consider the set {α′, α′′, . . . , α′′′} of n distinct umbrae,
similar to the umbra α but uncorrelated each other. Define the symbol n.α as
n.α = α′ + α′′ + · · · + α′′′. Then, we have f(n.α, z) = [f(α, z)]n. The moments
of n.α are (see [13] for further details):

E[(n.α)k] =
k∑

i=1

(n)iBk,i(a1, a2, . . . , ak−i+1), for all k ≥ 1, (5)
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where Bk,i(a1, a2, . . . , ak−i+1) are the partial exponential Bell polynomials [4],
(n)i = n(n− 1) · · · (n− i+ 1) is the lower factorial and {aj} are moments of α.

Equation (5) suggests a way to define new auxiliary umbrae depending on a
real parameter t. Indeed, the k-th moment of the dot-product n.α is a polyno-
mial, say qk(n), of degree k in n. The integer n can be replaced by any t ∈ R so
that:

qk(t) =
k∑

i=1

(t)iBk,i(a1, a2, . . . , ak−i+1), for all k ≥ 1,

still denotes a polynomial of degree k in t. The symbol t.α is then introduced
as the auxiliary umbra such that E[(t.α)k] = qk(t), for all nonnegative integers
k. This symbol is called the dot-product of t and α. Its generating function is
f(t.α, z) = [f(α, z)]t. By using similar arguments, the real parameter t could
be replaced by any umbra γ. The umbra γ.α representing {E[qk(γ)]}k≥0 is the
dot-product of γ and α and f(γ.α, z) = f(γ, log[f(α, z)]). These replacements
are the main device of the symbolic method. For example, we can replace the
umbra γ by the auxiliary umbra t.β such that E[(t.β)k] = tk for all k ≥ 1, see
[6]. Then we have:

qk(t.β.α) =

k∑
i=1

ti Bk,i(a1, a2, . . . , ak−i+1), for all k ≥ 1, (6)

and (t.β).α ≡ t.(β.α). We omit the parentheses when they are not necessary for
the computations. The generating function of t.β.α is

f(t.β.α, z) = exp{t[f(α, z)− 1]}. (7)

Again, we can replace t in (6) with an umbra γ. The umbra γ.β.α is the com-
position umbra of γ and α, see [6].

2.1 Symbolic Lévy processes

Recall that a stochastic process {Xt}t≥0 on R is a Lévy process if its increments
Xt−Xt−1 are independent and stationary r.v.’s. Lévy processes share the infinite
divisibility property [20] and their symbolic representation generalizes this own
property. Indeed the following theorem has been proved in [11].

Theorem 1. Let {Xt}t≥0 be a Lévy process with finite moments for all t and
let α be an umbra such that f(α, z) = E[ezX1 ]. Then for any t ≥ 0, the moment
sequence of the Lévy process {Xt}t≥0 is umbrally represented by the family of
auxiliary umbrae {t.α}t≥0.

Theorem 1 states that if the moments of an umbra α are all finite, the
family of auxiliary umbrae {t.α}t≥0 is the umbral counterpart of a Lévy process
{Xt}t≥0 such that E[Xk

t ] = E[(t.α)k], for all nonnegative integers k. In [9] and
[11], several examples of symbolic Lévy processes have been given. Here we add
two more examples.
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The m-stable process. A m-stable process is a Lévy process whose increments
are independent, stationary and m-stable distributed. In particular the m-stable
process is an example of stochastic process with not convergent moment gen-
erating function in any neighborhood of zero. Nevertheless, since the symbolic
method asides from the convergence of formal power series (4), we are able to
characterize Lévy processes which are m-stables.

Definition 1. An umbra α ∈ A is said to be stable with stability parameter
m ∈ [0, 2) if there exist bn, cn ∈ R such that n.α ≡ cnα + bn.u, where u is the
unity umbra.

Previous definition parallels the same given in probability theory ([15] and
[16]) for stable r.v.’s In Definition 1, we have cn = n1/m by using similar argu-
ments given in [16]. From Definition 1, we have

bn.u ≡ n.α+ n1/m(−1.α)

where −1.α is the inverse of the umbra α, that is the auxiliary umbra such that
α+ (−1.α) ≡ ε.

Definition 2. The family of auxiliary umbrae {t.α}t≥0, where α is a stable
umbra, is a symbolic stable Lévy process.

Inverse Gaussian process. An inverse Gaussian process {X(IG)

t }t≥0 is a Lévy pro-
cess with independent, stationary and inverse Gaussian distributed increments
[2], that is X(IG)

t ∼ IG(a, b) with a, b > 0. The moment generating function of
X(IG)

t is

E
[
ezX

(IG)
t

]
= exp

{
t
b

a

[
1−

(√
1− 2a2z

b

)]}
. (8)

To obtain the symbolic expression of an inverse Gaussian process, we need
to recall the notion of compositional inverse of an umbra. Indeed, if α is an
umbra with generating function f(α, z), then the compositional inverse of α
is the umbra α<−1> such that α.β.α<−1> ≡ α<−1>.β.α ≡ χ. In particular its
generating function is such that f(α<−1>, z) = f<−1>(α, z) where

f [α, f<−1>(α, z)− 1] = f<−1>[α, f(α, z)− 1] = 1 + z. (9)

Definition 3. An umbra α is said to be an inverse Gaussian umbra if −α ≡
β.(−bχ+̇

√
aδ)<−1> with χ the singleton umbra and δ the Gaussian umbra, such

that f(δ, z) = 1 + z2/2.

Set
√
a = s. Definition 3 moves from the generating function given in (8).

Indeed we have

f(−α, z) = f [β.(−bχ+̇sδ)<−1>, z] = exp{f [(−bχ+̇sδ)<−1>, z]− 1}.

For the sake of simplicity, set f<−1>(−bχ+̇sδ, z) = f̄(z). From (9) we have
f(−bχ+̇sδ, f̄(z) − 1) = 1 + z. Since f(−bχ+̇sδ, z) = (1 − bz) + s2z2/2 then
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s2f̄2(z) − 2(b + s2)f̄(z) + 2b + s2 − 2z = 0. Solving the previous equation with
respect to f̄(z) and replacing s2 = a we obtain

f̄(z) = 1 +
b

a

[
1±

√
1 +

2za

b2

]
. (10)

As f̄(0) = 1, see (4), in (10) we choose the minus sign so that

f [β.(−bχ+̇sδ)<−1>, z] = exp

{
b

a

[
1−

√
1 +

2za

b2

]}
.

By using (7), we recover the generating function (8).

Definition 4. The family of auxiliary umbrae {t.β.(−bχ+̇
√
aδ)<−1>}t≥0 is the

symbolic inverse Gaussian process.

3 Multivariate time-space harmonic polynomials

In the univariate classical umbral calculus, the main device is to replace an
with αn via the linear evaluation E. In the same way, the main device of the
multivariate symbolic method is to replace sequences like {gi1,i2,...,id} with a
product of powers µi1

1 µi2
2 . . . µid

d , where {µ1, µ2, . . . , µd} are umbral monomials
and i1, . . . , id are nonnegative integers. Note that the supports of the umbral
monomials in {µ1, µ2, . . . , µd} are not necessarily disjoint. A multivariate version
of this symbolic method has been given first in [7].

A sequence {gv}v∈Nd
0
with gv = gv1,...,vd

and g0 = 1 is umbrally represented

by the d-tuple µ if E[µv] = gv, for all v ∈ Nd
0, with µv = µv1

1 µv2
2 . . . µvd

d . Then
gv is called the multivariate moment of µ.

Two d-tuples µ and ν of umbral monomials are said to be similar if they
represent the same sequence of multivariate moments, in symbols E[µv] =
E[νv], for all v ∈ Nd

0. Two d-tuples µ and ν of umbral monomials are said
to be uncorrelated if E[µv1νv2 ] = E[µv1 ]E[νv2 ], for all v1,v2 ∈ Nd

0.
The exponential multivariate formal power series

eµzT

= u+
∑
k≥1

∑
v∈Nd

0

|v|=k

µv z
v

v!
(11)

is said to be the generating function of the d-tuple µ. Now, assume {gv}v∈Nd
0

umbrally represented by the d-tuple µ. If the sequence {gv}v∈Nd
0
has exponential

multivariate generating function

f(µ,z) = 1 +
∑
k≥1

∑
v∈Nd

0

|v|=k

gv
zv

v!
,
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suitably extending coefficientwise the action of E to the generating function (11),

we have E[eµzT

] = f(µ, z). Henceforth, when no confusion occurs, we refer to
f(µ, z) as the generating function of the d-tuple µ.

As done in the univariate case, we can introduce the auxiliary umbra n.µ. To
express its moments, the notion of multi-index partition [7] needs to be recalled.

Definition 5. A partition λ of a multi-index v, in symbols λ ⊢ v, is a matrix
λ = (λij) of nonnegative integers and with no zero columns in lexicographic
order ≺ such that λr1 + λr2 + · · ·+ λrk = vr for r = 1, 2, . . . , d.

The number of columns of λ is denoted by l(λ). The notation λ = (λr1
1 ,λr2

2 , . . .)
represents the matrix λ with r1 columns equal to λ1, r2 columns equal to λ2

and so on, where λ1 ≺ λ2 ≺ . . . . We set m(λ) = (r1, r2, . . .), m(λ)! = r1!r2! · · ·
and λ! = λ1!λ2! · · · . Then, for a nonnegative integer n we have

(n.µ)v ≃
∑
λ⊢v

v!

m(λ)λ!
(n)l(λ) µλ, (12)

where µλ = (µ′λ1
λ ).r1(µ′′λ2

λ ).r2 . . . , with µ′,µ′′, . . . uncorrelated d-tuple similar
to µ. By replacing n with the real parameter t, we have

(t.µ)v ≃
∑
λ⊢v

v!

m(λ)λ!
(t)l(λ) µλ, (13)

while by replacing n with the auxiliary umbra t.β we obtain

(t.β.µ)v ≃
∑
λ⊢v

v!

m(λ)λ!
tl(λ) µλ. (14)

The auxiliary umbrae t.µ and t.β.µ are the building blocks in dealing with
symbolic Lévy processes and multivariate time-space harmonic polynomials. For
their definition, the conditional evaluation with respect to an umbral d-tuple µ
needs to be introduced.

Definition 6. Assume X = {µ1, µ2, . . . , µd}. The linear operator

E( · µ) : R[x1, . . . , xd][A] −→ R[X ]

such that E(1 µ) = 1 and

E(xl1
1 xl2

2 , · · · xld
d µi νj γk · · · µ) = xl1

1 xl2
2 · · · xld

d µi E[νj ]E[γk] · · ·

for uncorrelated d-tuples µ,ν,γ . . . , for m, i, j, . . . ∈ Nd
0 and {li}di=1 nonnegative

integers, is called conditional evaluation with respect to the umbral d-tuple µ.

Definition 7. Let {P (x, t)} ∈ R[x1, . . . , xd] be a family of polynomials indexed
by t ≥ 0. The polynomial P (x, t) is said to be a multivariate time-space harmonic
polynomial with respect to the family of auxiliary umbrae {t.µ}t≥0 if and only if

E (P (t.µ, t) s.µ) = P (s.µ, s), for all s ≤ t. (15)
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Since f [(n+m).µ, z] = f(µ,z)n+m = f(n.µ, z) f(m.µ, z), then

(n+m).µ ≡ n.µ+m.µ′, (16)

with µ and µ′ uncorrelated d-tuples of umbral monomials. Then, for E( · µ) is
reasonable to assume

E[{(n+m).µ}v n.µ] = E[{n.µ+m.µ′}v n.µ], (17)

for all nonnegative integers n,m and for all v ∈ Nd
0. If n ̸= m, then equation

(17) gives

E[{(n+m).µ}v n.µ] = E[{n.µ+m.µ}v n.µ], (18)

since n.µ and m.µ are uncorrelated auxiliary umbrae. We will use (18) when no
misunderstanding occurs. Thanks to equation (17) we have

E [{(n+m).µ}v n.µ] = E

∑
k≤v

(
v

k

)
(n.µ)k(m.µ)v−k n.µ


=
∑
k≤v

(
v

k

)
(n.µ)kE[(m.µ)v−k], (19)

where k ≤ v ⇔ ki ≤ vi, for all i = 1, . . . , d and
(
k
v

)
=
(
k1

v1

)
· · ·
(
kd

vd

)
. By analogy

with (18) and (19), we have (t+ s).µ ≡ t.µ+ s.µ and for t ≥ 0

E [(t.µ)v s.µ] =
∑
k≤v

(
v

k

)
(s.µ)kE[{(t− s).µ}v−k]. (20)

As s, t ∈ R, recall that the auxiliary umbra −t.µ denotes the inverse of t.µ that
is −t.µ+ t.µ ≡ ε where ε is the d-tuple such that ε = (ε1, ε2, . . . , εd), with {εi}
uncorrelated augmentation umbrae.

Theorem ??? allows us to introduce the class of multivariate time-space
harmonic polynomials with respect to a symbolic d-dimensional Lévy process.
Symbolic d-dimensional Lévy processes have been introduced in [10]. Here we
recall the main results.

Definition 8. A stochastic process {Xt}t≥0 on Rd is a multidimensional Lévy
process if

(i) X0 = 0 a.s.;

(ii) For all n ≥ 1 and for all 0 ≤ t1 ≤ t2 ≤ . . . ≤ tn < ∞, the r.v.’s Xt2 −
Xt1 ,Xt3 −Xt2 , . . . are independent;

(iii) For all s ≤ t, Xt+s −Xs
d
= Xt;

(iv) For all ε > 0, limh→0 P (|Xt+h −Xt| > ε) = 0;

(v) t 7→ Xt(ω) are cádlág, for all ω ∈ Ω, with Ω the underlying sample space.
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The moment generating function of amultidimensional Lévy process is φt(z) =

[φX1
(z)]t with φX1

(z) = E
[
ezX

T
1

]
and z ∈ Rd. If we denote by µ the d-tuple

such that f(µ,z) = φX1
(z), then symbolic multidimensional Lévy processes can

be constructed as done in the previous section.

Theorem 2. A Lévy process {Xt}t≥0 in Rd is umbrally represented by {t.µ}t≥0,
where µ is such that gv = E[µv] = E [Xv

1 ] , for all v ∈ Nd
0.

Theorem 3. For all v ∈ Nd
0, the family of polynomials

Qv(x, t) = E[(x− t.µ)v] ∈ R[x1, . . . , xd] (21)

is time-space harmonic with respect to {t.µ}t≥0.

Proof. We need to prove that the family of polynomialsQv(x, t) satisfies equality
(15). Observe that

Qv(x, t) = E

∑
k≤v

(
v

k

)
xv−k(−t.µ)k

 =
∑
k≤v

(
v

k

)
xv−kE[(−t.µ)k],

where xl = xl1
1 x

l2
2 · · ·xld

d for l = (l1, l2, . . . , ld) ∈ Nd
0. Thus,

Qv(t.µ, t) =
∑
k≤v

(
v

k

)
(t.µ)v−kE[(−t.µ)k]. (22)

By applying (22), we have

E [Qv(t.µ, t) s.µ] =
∑
k≤v

(
v

k

)
E
[
(t.µ)v−kE[(−t.µ)k] s.µ

]
=
∑
k≤v

(
v

k

)
E
[
(t.µ)v−k s.µ

]
E[(−t.µ)k].

The result follows by suitably rearranging the terms and using (20)

E [Qv(t.µ, t) s.µ] =

=
∑
k≤v

(
v

k

) ∑
j≤v−k

(
v − k

j

)
(s.µ)jE[{(t− s).µ′}v−k−j ]

E[(−t.µ)k]

=
∑
k≤v

(
v

k

)
(s.µ)kE[{(t− s).µ′ + (−t.µ)}v−k]

=
∑
k≤v

(
v

k

)
(s.µ)kE[(−s.µ)v−k] = Qv(s.µ, s). 2

A feature of a multivariate time-space harmonic polynomial is that when x
is replaced by t.µ its overall evaluation is zero.
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Corollary 1. E[Qv(t.µ, t)] = 0.

Assume
Qv(x, t) =

∑
k≤v

qk(t)x
k. (23)

Some properties of the coefficients qk(t) are stated in the following propositions.

Corollary 2. qk(t) =
(
v
k

)
E[(−t.µ)v−k] for all k ≤ v and qk(0) = 0 for all

k < v.

Proof. The first equality follows by comparing (23) with (22). For the second
one, if t = 0 then 0.µ ≡ ε, and in particular E[(0.µ)v−k] = E[εv−k] = 1 if k = v
and 0 otherwise. 2

Proposition 1. qk(t− 1) =
∑

k≤j≤v

(
j
k

)
gj qj(t), for all k < v.

Proof. The result follows from Corollary 2 as

qk(t− 1) =

(
v

k

)
E[(−t.µ+ µ)v−k] =

(
v

k

) ∑
j≤v−k

(
v − k

j

)
E
[
(−t.µ)v−k−j

]
gj

=
∑

k≤i≤v

(
i

k

)
gi−kE

[(
v

i

)
(−t.µ)v−i

]
. 2

Corollary 3. gv qk(t) = q0(t− 1)−
∑

j<v gj qk(t).

Proof. The result follows from Proposition 1, as

q0(t− 1) =
∑
j≤v

(
j

0

)
qj(t) gj =

∑
j≤v

qj(t) gj = qv(t)gv +
∑
j<v

qj(t) gj . 2

Proposition 2. gv = q0(t− 1)−
∑

k<v qk(t) gk.

Proof. From Corollary 2, we have∑
k<v

qk(t) gk =
∑
k≤v

(
v

k

)
E[(−t.µ)v−k] gk − gv = E[(−(t− 1).µ)v]− gv.

The result follows by applying again Corollary 2 to E[(−(t− 1).µ)v]. 2

The following theorem characterizes the coefficients of any multivariate time-
space harmonic polynomial.

Theorem 4. A polynomial

P (x, t) =
∑
k≤v

pk(t)x
k (24)

is a time-space harmonic polynomial with respect to {t.µ}t≥0 if and only if

pk(t) =
∑

k≤i≤v

(
i

k

)
pk(0)E[(−t.µ)i−k], for k ≤ v. (25)
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Proof. Suppose P (x, t) as in (24) with coefficients (25). Suitably rearranging the
terms in the summation (25), we have

P (x, t) =
∑
k≤v

pk(0)
∑
i≤k

(
k

i

)
E[(−t.µ)k−i]xi =

∑
k≤v

pk(0)Qk(x, t). (26)

Since P (x, t) is a linear combination of time-space harmonic polynomialsQk(x, t),
then P (x, t) is in turn time-space harmonic. Vice versa, suppose P (x, t) in (24)
a time-space harmonic polynomial with respect to {t.µ}t≥0. Then, there exist
some coefficients {ck} such that

P (x, t) =
∑
k≤v

ckE[(x− t.µ)k] =
∑
k≤v

 ∑
k≤j≤v

(
j

k

)
ckE[(−t.µ)j−k]

xk

so that equality (25) follows. 2

Theorem 4 states a more general result: thanks to (26), any polynomial which
is time-space harmonic with respect to the family {t.µ}t≥0 can be expressed as
a linear combination of the polynomials Qv(x, t). From (26), the coefficients of
such a linear combination are

pk(0) =
∑

k≤j≤v

(
j

k

)
pk(0)E[εj−k]

as 0.µ ≡ ε. Next section is devoted to some examples of multivariate time-
space harmonic polynomials. In particular we generalize the class of Lévy-Sheffer
systems and solve an open problem addressed in [12] involving multivariate
Bernoulli and Euler polynomials.

3.1 Examples

Multivariate Lévy-Sheffer systems

Definition 9. A sequence of multivariate polynomials {Vk(x, t)}t≥0 is a multi-
variate Lévy-Sheffer system if

1 +
∑
k≥1

∑
v∈Nd

0

|v|=k

Vk(x, t)
zk

k!
= [g(z)]t exp{(x1 + · · ·+ xd)[h(z)− 1]},

where g(z) and h(z) are analytic in a neighborhood of z = 0 and

∂

∂zi
h(z)

∣∣∣∣
z=0

̸= 0 for i = 1, 2, . . . , d.

Proposition 3. If µ and ν are d-tuples of umbral monomials such that f(µ, z) =
g(z) and f(ν,z) = h(z) respectively, then

Vk(x, t) = E[(t.µ+ (x1 + · · ·+ xd).β.ν)
k]. (27)
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Proof. The result follows from Definition 9, since f(t.µ, z) = f(µ, z)t and the
auxiliary umbra (x1 + · · · + xd).β.ν has generating function [7] f((x1 + · · · +
xd).β.ν, z) = exp{(x1 + · · ·+ xd)[f(ν, z)− 1]}. 2

The sequence {Vk(x, t)}t≥0 is said to be a multivariate Lévy-Sheffer system
for the pair µ and ν. Equation (27) allows us to characterize the polynomial
Vk(x, t) as a multivariate time-space harmonic polynomial with respect to a
suitable symbolic Lévy process.

To this aim we need to introduce the multivariate compositional inverse of
a d-tuple ν. Assume χ(i) the d-tuple with all components equal to the aug-
mentation umbra and only the i-th one equal to the singleton umbra, that is
χ(i) = (ε, . . . , χ, . . . , ε). The multivariate compositional inverse of ν is the um-
bral d-tuple δ = (δ1, . . . , δd) such that δi.β.ν ≡ χ(i), for i = 1, . . . , d. By analogy
with the compositional inverse of an umbra, we denote the d-tuple δ with the
symbol ν<−1> and its i-th umbral monomial component with the symbol ν<−1>

i .

Theorem 5. The multivariate Lévy-Sheffer polynomials for the pair µ and ν
are time-space harmonic with respect to the symbolic multivariate Lévy process
{t.(µ1.β.ν

<−1>

1 + · · ·+ µd.β.ν
<−1>

d )}t≥0.

Proof. As f(χ(i), z) = 1 + zi for i = 1, . . . , d, then f(µ, z) = f(µ, (f(χ(1), z) −
1, . . . , f(χ(d),z)− 1)) so that µ ≡ µ1.β.χ(1) + · · ·+µd.β.χ(d), see [7]. Thanks to
the distributive property, from (27)

t.µ+ (x1 + · · ·+ xd).β.ν

≡ t.(µ1.β.χ(1) + · · ·+ µd.β.χ(d)) + (x1 + · · ·+ xd).β.ν

≡ t.(µ1.β.ν
<−1>

1 .β.ν + · · ·+ µd.β.ν
<−1>

d .β.ν) + (x1 + · · ·+ xd).β.ν

≡ [t.(µ1.β.ν
<−1>

1 + · · ·+ µd.β.ν
<−1>

d ) + (x1 + · · ·+ xd)].β.ν. (28)

Now in (21), set −t.µ = η. Then a multivariate time-space harmonic polynomial
Qv(x, t) is such that Qv(x, t) = E[(x1 + η1)

v1(x2 + η2)
v2 · · · (xd + ηd)

vd ]. So any
multivariate time-space harmonic polynomial is linear combination of products
E[(x1+ η1)

v1(x2+ η2)
v2 · · · (xd+ ηd)

vd ]. The same results by expanding (28) via
(14) and by observing that

Vk(x, t) ≃ {[(t.µ1.β.ν
<−1>

1 + x1) + · · ·+ (t.µd.β.ν
<−1>

d + xd)].β.ν}k. 2

Multivariate Hermite polynomials Let us consider the multivariate nonstandard
Brownian motion {Xt}t≥0 such that Xt = CBt, where C is a d × d matrix,
whose determinant is not zero, and {Bt}t≥0 is the multivariate standard Brow-
nian motion in Rd (see [20]). The moment generating function of {Xt}t≥0 is

φt(z) = exp

(
t

2
zΣzT

)
, Σ = CCT . (29)

The multivariate nonstandard Brownian motion {Xt}t≥0 is a special multivari-
ate Lévy process. Indeed, as shown in [10], a multivariate Lévy process admits
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a different symbolic representation with respect to t.µ, if one prefers to high-
light the role played by its multivariate cumulants. Indeed any d-tuple µ is such
that µ ≡ β.cµ with cµ a d-tuple whose moments are cumulants of the sequence
{gv}v∈Nd

0
. From (29) we have

f(cµ, z) = 1 +
1

2
zΣzT .

By considering the d-tuple δ such that f(δ, z) = 1 + zzT /2, then every mul-
tivariate nonstandard Brownian motion with covariance matrix Σ is umbrally
represented by the family of auxiliary umbrae {t.β.(δCT )}t≥0.

There is a special family of multivariate polynomials which is strictly related
to multivariate nonstandard Brownian motion: the generalized Hermite polyno-
mials. The v-th Hermite polynomial Hv(x, Σ) is defined as

Hv(x, Σ) = (−1)|v|
D

(v)
x ϕ(x;0, Σ)

ϕ(x;0, Σ)
,

where ϕ(x;0, Σ) denotes the multivariate Gaussian density with 0 mean and
covariance matrix Σ of full rank d.

We consider the polynomials H̃v(x, Σ) = Hv(xΣ
−1, Σ−1) which are orthog-

onal with respect to ϕ(x;0, Σ), where Σ−1 denotes the inverse of Σ.

Theorem 6. The family {H̃(t)
v (x, Σ)}t≥0 of generalized multivariate Hermite

polynomials is time-space harmonic with respect to the symbolic nonstandard
multivariate Brownian motion {t.β.(δCT )}t≥0.

Proof. The moment generating function of {H̃(t)
v (x, Σ)}t≥0 is (see [7])

1 +
∑
k≥1

∑
|v|=k

H̃(t)
v (x, Σ)

xv

v!
= exp

{
xzT − t

2
zΣzT

}
.

The result follows since exp {xzT} = f(x, z) and

f(−t.β.(δCT ), z) = exp

{[
− t

2
zΣzT

]}
,

so that H̃
(t)
v (x, Σ) = E[(x− t.β.(δCT ))v]. 2

From Corollary 1 we also have E[H̃
(t)
v (t.β.(δCT ), Σ)] = 0.

Corollary 4. H̃
(t)
v (x, Σ) = E[(x− 1.β.[δ(t1/2CT )])v].

Proof. The result follows from Theorem 6, since

exp

{
− t

2
zΣzT

}
= exp

{
− t

2
zCCTzT

}
=
(
exp

{
f [δ, z(t1/2C)]− 1

})−1

=
(
f(β.[δ(t1/2CT )],z)

)−1

= f(−1.β.[δ(t1/2CT )],z). 2
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Multivariate Bernoulli polynomials Multivariate Bernoulli polynomials are um-
brally represented by umbral polynomials involving multivariate Lévy processes
[12]. Indeed, let ι be the Bernoulli umbra, that is the umbra whose moments
are the Bernoulli numbers. The multivariate Bernoulli umbra ι is the d-tuple
(ι, . . . , ι). For all v ∈ Nd

0 and t ≥ 0, the multivariate Bernoulli polynomial of
order v is

B(t)
v (x) = E[(x+ t.ι)v].

Theorem 7. The family {B(t)
v (x)}t≥0 of multivariate Bernoulli polynomials is

time-space harmonic with respect to the family {−t.ι}t≥0.

In particular, we have E[B(t)
v (−t.ι)] = E

{
B(t)
v [t.(−1.ι)]

}
= 0. The auxiliary

umbra −t.ι is the symbolic version of a Lévy process. Indeed, −1.ι is the um-
bral counterpart of a d-tuple identically distributed to (U, . . . , U), where U is a
uniform r.v. on the interval (0, 1).

Multivariate Euler polynomials Multivariate Euler polynomials are umbrally
represented by umbral polynomials involving multivariate Lévy processes [12].
Let η be the Euler umbra, that is the umbra whose moments are the Euler
numbers. Then the multivariate Euler umbra η is the d-tuple (η, . . . , η). For all
v ∈ Nd

0 and t ∈ R, the multivariate Euler polynomial of order v is

E(t)
v (x) = E

{(
x+

1

2
[t.(η − u)]

)v}
,

with u = (u, . . . , u) a vector of unity umbrae and η the multivariate Euler
umbra.

Theorem 8. The family {E(t)
v (x)}t≥0 of multivariate Euler polynomials is time-

space harmonic with respect to the family {1
2 [t.(u− 1.η)]}t≥0.

The auxiliary umbra 1
2 [t.(u−1.η)] is the symbolic version of a Lévy process.

Indeed, 1
2 (u− 1.η) is the umbral counterpart of a d-tuple identically distributed

to (Y, . . . , Y ), where Y is a Bernoulli r.v. of parameter 1/2.
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15. Lévy, P.: Théorie des erreurs. La loi de Gauss et les lois exceptionelles. Bulletin de
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