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Abstract—
A key problem in network coding (NC) lies in the

complexity and energy consumption associated with the
packet decoding processes, which hinder its application in
mobile environments. Controlling and hence limiting such
factors has always been an important but elusive research
goal, since the packet degree distribution, which is the
main factor driving the complexity, is altered in a non-
deterministic way by the random recombinations at the
network nodes. In this paper we tackle this problem with
a new approach and propose Band Codes (BC), a novel
class of network codes specifically designed to preserve the
packet degree distribution during packet encoding, recom-
bination and decoding. BC are random codes over GF(2)
that exhibit low decoding complexity, feature limited and
controlled degree distribution by construction, and hence
allow to effectively apply NC even in energy-constrained
scenarios. In particular, in this paper we motivate and
describe our new design and provide a thorough analysis of
its performance. We provide numerical simulations of the
BC performance in order to validate the analysis and assess
the overhead of BC with respect to a conventional random
NC scheme. Moreover, experiment in a real-world applica-
tion, namely peer-to-peer mobile media streaming using a
random-push protocol based on BC. Our experiments show
that BC reduce the decoding complexity by a factor of 2
with negligible increase of the encoding overhead, paving
the way for the application of NC to power-constrained
devices.
Index Terms—Network Coding, Rateless codes, P2P,

Video Streaming, Energy-Efficiency.

I. INTRODUCTION
Network Coding (NC) [1] has attracted a lot of interest

recently due to its potential to maximize the network
throughput in multicast communications. In a typical NC
scenario [2], a source node wants to share a message,
also known as generation with multiple nodes in the
network. The source divides the message in input sym-
bols of a given size and transmits linear combinations of
these symbols (termed as encoded packets) to the nodes
of the network. Each network node receives encoded
packets and transmits linear combinations thereof to
the other network nodes. Once a node has collected
enough linearly independent encoded packets, it solves a
system of linear equations and recovers the message. The

recombinations at the network nodes are the key to better
network throughput, as they increase the probability that
a packet is innovative at its recipient, i.e. that it is useful
to recover the message.
NC brings several benefits to cooperative media

streaming. First, the network nodes start transmitting
packets before they have recovered the message, which
is a major edge in delay-sensitive applications such as
media streaming. Media streaming is in fact a chal-
lenging application because reduced delays and constant
throughput are required to achieve smooth playback.
Second, the network nodes can be arranged as totally
random overlays, drastically reducing the need for co-
ordination among the network nodes in peer-to-peer
(P2P) communications. Wang et al. showed the benefits
of NC for collaborative P2P video distribution with
their streaming protocol R2 [3], [4]. In their protocol,
the packet scheduler operates according to a random-
push packet mechanism and the peers are organized as
a random overlay. Their experiments showed that NC
enables better video quality thanks to improved network
throughput and reduced buffering times.
The increasing popularity of devices such as mobile

phones and tablets is fostering the demand for energy-
efficient media delivery architectures. In the future,
hybrid media distribution architectures based on NC
are envisioned, where terminals of different types, for
example mobile phones and PCs, cooperate to distribute
video contents. NC is however an energy-demanding
application, especially when the coding operations are
performed over high order fields such as GF (28), hence
the need for energy-efficient NC schemes. A straightfor-
ward way to reduce the NC computational complexity
independently from the field size is to reduce the size of
the generation, i.e. resorting to messages composed of
fewer symbols. However, as to smaller messages corre-
spond lower efficiency of the code, generation of higher
size are usually desirable. Moreover, in multimedia ap-
plications the size of the message cannot be arbitrarily
reduced but is rather bounded by the characteristics
of the underlying media stream. Existing research in
low-complexity erasure correction codes hints the way
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towards energy-efficient NC. Rateless codes [5] such as
LT [6] and Raptor [7] codes are low-complexity erasure
correction codes defined over GF (2). The asymptotic
performance of rateless codes is not far from that of
coding schemes defined over larger fields, but their
decoding complexity is much lower as their require
a controlled number of simpler XOR operations. In a
typical source-receiver scenario, the source draws the
number of symbols to encode in each packet, also known
as packet degree, according to a purposely designed
distribution such as the RSD distribution used in LT
codes. The packet degree distribution controls the trade-
off between encoding efficiency, i.e. the number of coded
packets that a node needs to receive to reconstruct the
original message, and decoding complexity, i.e. the num-
ber of XOR operations and hence the energy required
to recover the message. However, in a NC scenario the
recombinations at the network nodes alter the packet
degree distribution selected at the source. Therefore, the
decoding complexity increases at each recombination as
described in detail in Section III, and that is the problems
that we tackle in this work. Several approaches to this
problem have been proposed as described in detail in
Section II, however none of them completely satisfies
the requirements for random-push P2P video distribution
over random overlays.

Our contributions
Our contributions towards energy-efficient, low-

complexity, NC are the following.
• We analytically define the problem with the random
recombinations at the nodes of a random graph that
leads to an uncontrolled increase of the decoding
complexity with the number of recombinations.

• We provide a thorough description of Band Codes
(BC), a novel class of network codes, preliminary
described in [8]. BC achieve controlled decoding
complexity thanks to the join design of the encod-
ing, decoding, and recombination processes. The
most important feature of BC is that the proposed
recombination strategy does not change the packet
degree distribution after an arbitrary number of
recombinations. As a consequence, BC can be
generated at a given source and recombined with
a simple mechanism at intermediate nodes without
impacting on the degree distribution, that in turns
determines both the decoding computational cost
and the encoding efficiency. Clearly, the actual
coding efficiency in a P2P network coding scenario
depends on the particular overlay topology. In this
paper we show that in a random mesh topology
that contains cycles the BC packet recombination
algorithm yields good coding efficiency.

• An accurate model of BC decoding complexity is
derived allowing to match the decoding computa-
tional cost to the the capacity of the device at hand.

• We exploit the BC features in a P2P video stream-
ing application using the random-push protocol

described in [9]. This has allowed us to perform
an extensive experimentation to asses the encoding
efficiency, the decoding complexity, and the energy
consumption of BC enabled devices in a practical
use case. We have worked out experiments in both
controlled scenarios including a set of desktop com-
putes and mobile phones in our laboratory and on a
planetary scale set-up using the Planetlab network.

The remainder of this paper is organized as follows.
In Section II we overview the existing literature on the
topic of low-complexity NC with a special eye to mobile
applications. In Section III we overview NC in low-
order Galois Fields and we analytically describe how
random recombinations at the nodes alter the packet
degree distribution and increase the decoding complex-
ity. In Section IV we present BC, while in Section V
we describe their application to P2P video streaming.
Finally, Section VI provides an experimental evaluation
of BC in terms of computational complexity, encoding
efficiency and the video quality they enable. In Sec-
tion VII we draw the conclusions and outline possible
future developments of this work.

II. RELATED WORK

In this section, we overview the existing literature on
energy-efficient, low-complexity, NC for mobile commu-
nications. In its best known form, NC is defined over
finite fields such as GF (28), as the size of the field
guarantees that the packets received by the nodes are
innovative with high probability. Due to the computa-
tional burden of directly computing multiplications on
GF (2q), a common approach is to replace multiplica-
tions with additions by means of Look Up Tables tables
(LUTs). In [10], for example, LUTs of the size of 256
bytes were used to solve multiplications over GF (28).
However, the latency penalty in accessing LUTs stored
in main memory may throttle the decoder throughput,
especially on mobile devices where the constraints on
power consumption impose to design processors with
small caches. Vingelmann et al. [11] measured the
decoder throughput achievable on an iPhone for NC
over GF (28) and GF (2). Their experiments showed
that the best decoder throughput that could be achieved
over GF (28) was several times lower than over GF (2).
Shojania et al. [12] too considered NC-based video
streaming with iPhone devices and their experiments
showed that the coding operations accounted for more
than 50% of the processor cycles. Heide at al. [13] also
performed video streaming experiments with high-end
mobile phones and went further measuring the impact
of NC on the lifetime of the device. Their experiments
demonstrated not only that in some configurations the
processor could not process the received packets fast
enough resulting in a bottleneck with respect to the
bandwidth available on the channel, but also found out
that packet decoding reduced the operational life of the
devices. Angelopoulos et al. [14] showed that energy
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efficient NC is feasible also on mobile devices, but only
at the price of including ad-hoc designed hardware to
the device. Concluding, the existing literature shows that
NC over GF (28) results in low decoder throughput and
high computational loads on mobile devices, prompting
the research for computationally lighter solutions.
A first step towards low complexity NC is to resort

to simpler coding operations over GF (2), also known
as binary NC. The main advantage of binary NC is that
multiplications and additions are resolved with simple
XORs, where a XOR is executed in one processor clock
cycle avoiding the latency penalties associated with the
use of lookup tables. Moreover, the source can exploit
rateless codes to create encoded packets to ensure low
encoding and decoding complexity. Lucani et al. [15],
[16] investigated NC over GF (2) and showed that the
performance is not far from that of NC schemes defined
over larger fields such as GF (28), albeit using fewer and
simpler XOR operations. Katti et al. [17] proposed the
use of binary NC for packet routing in wireless networks,
showing the sustained throughput together with low
computational load that could be achieved. However, in
order to achieve low complexity NC, it is also important
to control the number of XOR operations required to
recover the message. Although the appropriate selection
of the packet degree at the source is enough to control the
decoding complexity for erasure correction purposes, in
a NC context the random recombinations at the network
nodes alter the degree distribution as explained in the
following Section. So far, several solutions have been
proposed to control the packet degree distribution in
binary NC. Puducheri et al. [18] considered NC with
LT codes and proposed a scheme such that the recom-
binations at the nodes do not alter the original degree
distribution of LT codes. However, this approach applies
only to a network topology where one node recombines
the packets received from two sources and relays to a
single sink, and hence cannot be extended to arbitrary
network topologies. Thomos and Frossard [19] explored
NC with Raptor codes and proposed an optimization
framework to control the degree distribution at the source
as a function of the network topology. However, the
requirement that the topology of the network is known
at the source makes this scheme impractical where the
network topology may be unknown at the source, as
in mesh P2P communications, or changes over time, as
when roaming users are involved.
In this work, we achieve controlled-complexity NC

by exploiting the concept of “encoding window” to
constrain the encoding and recombination process to
a subset of the message symbols. While a thorough
description of the encoding window concept is provided
in Section IV, here we review existing works based on
this concept. In [20] a window-based rateless coding
mechanism is proposed to reduce the decoding com-
plexity in a source-receiver scenario. However, in [20]
there are no intermediate nodes that recombine packets
and therefore the problem of preserving the degree

distribution (one of the major contribution of our paper)
is not addressed. Therefore, as we detail in Section IV,
the definition of the encoding window used in our paper
is not the same as in [20] due to the different goal of our
work. Other related approaches based on the concept of
encoding window can be found in [21], [22], however,
as in [20], both papers consider a simple source-receiver
scenario and do not consider recombinations at the
network nodes. In detail, [21] proposes an LDPC scheme
that aims at minimizing the memory accesses during
encoding, however the properties of the code are shown
for very large block sizes and windows, which would
be an issue for multimedia applications. In [22], a class
of LDPC codes with a hybrid iterative/maximum likeli-
hood decoding scheme is presented, where the generator
matrix is designed to have a banded structure so to
reduce the maximum likelihood decoding complexity.
Therefore, to the best of our knowledge, our work is
the first to leverage the concept of encoding window to
solve the problem of preserving the decoding complexity
through the recombinations at the network nodes, which
is the main novelty of our work.

III. BINARY NETWORK CODING

In this section we describe the principles of binary NC,
i.e. NC over GF (2). Then, we demonstrate how random
packet recombinations at the nodes of a randomly con-
nected graph, which is a case of particular interest for
P2P communications, can drive the decoding complexity.
The source node holds a message x, i.e. a gener-

ation of data, that has to be distributed to multiple
network nodes. The message is further subdivided in N
symbols (x0, ..., xN−1), where N is called generation
size. Each time the opportunity to transmit a packet
arises, the source produces a linear combination of the
input symbols as y =

∑N−1
i=0 gixi, where the sum

operator represents the bit-wise XOR operator, indicated
as ⊕ in the following. The vector g = (g0, ..., gN−1),
gi ∈ GF (2), is called encoding vector and is created as
follows. Initially, the number d of elements of g that are
equal to one, called the degree of the encoded packet,
is drawn according to a specific degree distribution Ω,
i.e. such that Ωd = P{∥g∥0 = d}. Later, d random
elements of g are set to one, while the remaining N − d
are set to zero. For Random Network Coding (RNC),
Ω is the Binomial Distribution B(N, 12 ). If a rateless
code is used at the source, the degree distribution of
the code is used. Finally, the source transmits a packet
P (g, y) composed by the encoded payload y plus the
corresponding encoding vector g, so that the packet can
be decoded at the network node [23].
The nodes of the network receive encoded packets and

transmit random linear combinations thereof as follows.
Let us assume that a node has k packets (P 0, ..., P k−1)
stored in its input buffer. In a RNC system, the recoder
performs a linear combination of the payloads of the
received packets as yr =

∑k−1
i=0 ciyi and their respective
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encoding vectors as gr =
∑k−1

i=0 cigi, where ci ∈ GF (2)
and P{ci = 1} = 1

2 . The result of the recombination is
packet P r(gr, yr) which is transmitted on the outgoing
link of the node.
Once a node has collected N linearly independent
packets, it recovers the original message by solving
the system of equations corresponding to the received
packets. In the ideal case, all the packets received by
the node are innovative and the generation is recovered
after N packets have been received. In practice, not all
the received packets are necessarily innovative due to the
random encoding process at the source and the random
recombination at the nodes. Therefore, in practical cases
the node needs to receive N ′ ≥ N packets to solve the
system of equations. Once a node has received enough
linearly independent packets, it solves the corresponding
system of equations via some linear solving algorithm
such as Gaussian Elimination (GE). GE organizes the
system of equations as a matrix of size N ′ ×N , where
each row of the matrix is the encoding vector of one
of the received packets. The GE reduces the matrix to
a triangular form via iterated XOR operations between
the rows of the matrix. The number of required XOR
operations depends on the density of the matrix and
hence on the average degree of the received packets
as the rows of the matrix are the encoding vectors of
the received packets. However, the average degree of
the received packets grows at each recombination and
independently from the degree distribution exploited at
the source as stated by the following proposition, whose
proof is reported in appendix.

Proposition 1. Random packet recombinations at the
nodes of a random network alter the degree distribution
selected at the source which converges to the Binomial
Distribution B(N, 12 ) and the expected degree of the
packets in the network tends to N

2 .

We exemplify how random recombinations at the
nodes of a randomly connected network alter the packet
degree distribution imposed at the source. We assume
that the source draws the degree of the encoded packets
according to the Robust Soliton Distribution (RSD) used
in LT codes [6]. Figure 1 illustrates how the packet
degree distribution in the network evolves as a function
of the number of recombinations for a generation of
N=100 symbols. The curve Ω0 show the RSD dis-
tribution imposed by the source node, curves Ω2 and
Ω4 show the degree distribution in the network after
2 and 4 recombinations respectively and curve Ω∞ is
the degree distribution after a number of recombinations
that tends to infinite. After just two recombinations,
the packet degree distribution has considerably changed
with respect to the original source distribution. Finally,
as the number of recombinations further increases, the
packet degree distribution converges to the Binomial
Distribution B(100, 12 ) and the average degree of the
packets in the network tends to N

2 =50 as stated in
Proposition 1.
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Fig. 1. Random recombinations alter the degree distributions of
the packets. Ω0 is the RSD Distribution at the source, Ω∞ is the
asymptotic B(N, 1

2
) distribution at the nodes.

IV. BAND CODES

Fig. 2. Encoding vector for a generation of size N = 8 and three
encoding windows of size W = 3.

In this section we describe the algorithms and the
related properties that enable BC to preserve the packet
degree distribution through the recombinations at the
network nodes. We prove that BC packet degree distri-
bution is preserved by design under an arbitrary number
of recombinations in the network. This property holds
for an arbitrary network, although the end-to-end coding
efficiency depends on the overlay topology as well. The
definition of BC covers not only the packet encoding
process at the source node, but also the packet recombi-
nation and the decoding processes at the network nodes,
and is based on the concept of encoding window.
Let us consider a generation composed of N sym-

bols (x0, ..., xN−1) and a generic encoding vector g =
(g0, ..., gN−1). We define encoding window a subset
of the encoding vector (gf , ..., gl) where f and l are,
respectively, the leading edge and the trailing edge of
the window. The elements of the encoding vector that do
not belong to the encoding window are equal to zero.We
define the size of the encoding window asW = l−f+1
and for a generation of size N , there are N −W + 1
possible encoding windows of size W . We indicate
as Wf

W the encoding window that has size W and
leading edge f . Figure 2 shows the encoding vector for a
generation of sizeN = 8 and theN−W+1 = 6 possible
encoding windows (W0

3 , . . . ,W
6
3 ) of size W = 3. Let

us now consider two encoding windowsWf1

W 1 andWf2

W 2

such that f2 ≥ f1: we say that Wf1

W 1 and Wf2

W 2 overlap
if f2 ≤ l1, i.e. if f1 ≤ f2 ≤ l1. For example, in
Figure 2, window W0

3 overlaps with W1
3 and W2

3 . A
key difference from [20] is that in our work the encoding
window is not allowed to “wrap around” the encoding
vector boundaries, as the wrap would be an issue with the
recombinations. So, in the design of both the encoding
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and recombination algorithms of BC, we do not allow
the window to wrap around and hence we impose that
0 ≤ f ≤ l ≤ N − 1. The reasons behind this and the
other differences between the design of BC and other
families of codes will be detailed in the rest of this
Section. Equipped with the concept of encoding window,
we proceed to describe the process to encode packets at
the source.

A. Packet Encoding at the Source
In the following, we describe the encoding process

at the source node for a generation of size N and an
encoding window of size W . Every time a new packet
P (g, y) has to be encoded, the source draws the position
of the leading edge f of the encoding window according
to the distribution:

HDN,W (f) =

{ W+1
2N if f = 0 or f = N −W
1
N

if 0 < f < N −W

As in BC the encoding window is not allowed to “wrap
around” as in [20], not all symbols xi are contained by
the same number of encoding windows. If f was drawn
with uniform probability, some symbols would appear in
the coded packets with very low probability, impairing
the encoding efficiency. The HDN,W (f) guarantees that
each symbol xi is selected for encoded with similar prob-
ability, which in turn improves the encoding efficiency.
Then, the elements of the encoding vector g are set to
zero outside of the encoding window and to one with
probability 1

2 inside the encoding window, i.e.

P{gi = 1} =

{

1
2 if f ≤ i ≤ l,
0 otherwise. (1)

Let s and t be the positions of the first and the last non-
zero elements of g , i.e. gs = gt = 1 and gi = 0 for any
i < s and for any i > t: we call gs and gt, respectively,
the leading one and the trailing one of the encoding
vector. Finally, the source combines the original symbols
as y =

∑N−1
i=0 gixi and transmits the encoded packet

P (g, y) to the network.
In the following, we say that a packet P (g, y) is a

Band Packet BP (N,W ) with leading edge f if gi = 0
for i /∈ [f, l] and P{gi = 1} = 1

2 for i ∈ [f, l].
The degree distribution of a BP follows the Binomial
Distribution B(W, 12 ) and the expected packet degree is
equal to W

2 . It follows that packets encoded according
to (2) are BP (N,W ) and the following property holds.

Proposition 2. Let P 1(g1, y1) and P 2(g2, y2) be
two packets that are, respectively, BP (N,W 1) and
BP (N,W 2). If the respective encoding windows Wf1

W 1

and Wf2

W 2 overlap, then packet P r(gr, yr) = P 1 ⊕ P 2

is a BP (N,W r) whose encoding window size is W r ≤
W 1 +W 2.

Corollary 1. Under the hypothesis of Prop. 2, if W 1 =
W 2 = W and f1 = f2 then W r = W .

It follows from the definition of BP that the degree
distribution of the recombined packet P r follows the
Binomial Distribution B(W r, 1

2 ).

B. Packet Decoding at the Network Nodes
For the decoding process, we assume that the nodes of

the network receive packets P (g, y) that are BP (N,W ).
While this assumption is obviously true for packets
received from the source, in the next section we will
prove that the assumption holds also for packets re-
ceived from the network nodes. The received packets
are decoded using an ad-hoc modified version of early-
decoding Gaussian Elimination, that we called “Swap
Gaussian Elimination” (SGE). Similarly to the early-
decoding GE algorithm, SGE organizes the system of
received equations into a triangular matrix that avoids
the triangularization process typical of standard GE. SGE
solves a system of N linear equations GX = Y , where
G is the N ×N matrix that stores linear combinations
of the encoding vectors of the received packets. In the
following, we use the notation Gi to indicate the i-th
row of G and we use the notation Gi,j to indicate the
element of G at row i, column j. When all the elements
of Gi are equal to zero, we say that the row i-th is
empty and we write Gi = ∅. Y is the N × 1 vector that
stores the combinations of the payloads y of the encoded
packets received by the node and X is the N × 1 vector
that contains the symbols xi to recover. For the sake of
simplicity, we describe the operations on the G matrix
and the received encoding vectors g and we omit the
equivalent operations on y and Y .
The SGE algorithm operates in two stages, triangular-

ization and diagonalization, as follows.
The triangularization stage is formalized as Algorithm 1
and it is executed every time a new packet P (g, y) is
received. Let gs be the leading one of g, i.e. the first non-
zero element of g. If Gs is empty, g is inserted in the
s-th row of G (line 5) and the algorithm ends. Otherwise
g and Gs are swapped (line 8) to refresh the rows of
G between two consecutive transmission opportunities
of the node. This swap increases the probability to
recombine an innovative packet if few rows of G are
suitable to be recombined as explained in Section IV-C.
The swap does not further increase the computational
complexity as it is performed by swapping two pointers
in memory. At this point, if g is identical to Gs, P is
not innovative and the algorithm ends. Otherwise a XOR
between g and Gs is executed and the algorithm iterates.
Figure 3 shows matrix G after 5 independent packets
have been received by the node for a toy case where
N = 8 and W=5.
Under the assumption that node receives packets

P (g, y) that are BP (N,W ), the following proposition
about the structure of matrix G holds:

Proposition 3. If the SGE processes packets P (g, y) that
are BP (N,W ), then G is an upper triangular band
matrix (i.e., Gi,j = 0 if j < i or j > i +W − 1) and
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Algorithm 1 SGE, Triangularization
1: receive P (g).
2: while true do
3: s← position of leading one of g
4: if Gs = ∅ then
5: Gs ← g
6: end
7: else
8: swap Gs and g
9: if g = Gs

10: end
11: g ← g ⊕Gs

12: end if
13: end while

Gi is the encoding vector of packet P (Gi, Yi) that is a
BP (N,W ).

Proof: The proof is built by mathematical induction
on the number of received packets k.
Basis: G is empty when the first packet P (g, y) is
received and g is inserted in Gs, where s is the position
of the leading one of g. Gs is equal to g and since P is
a BP (N,W ), the proposition is proved.
Inductive step: Let us assume that the proposition holds
for the first k received packets. The (k + 1)-th Packet
P (g, y) is then received, and we have two cases to
consider. if Gs is empty, then g is inserted in Gs and
the proposition holds for the same reason illustrated in
the Basis step. Otherwise, a swap between Gs and g
happens and the proposition still holds for the same
reason. Then, the algorithm computes g = g⊕Gs: g and
Gs are the encoding vectors of two BP (N,W ) with the
same leading edge, hence the updated g is a BP (N,W )
due to Cor. 1, and the proposition still holds.

Once N linearly independent packets have been re-
ceived, the rank of G is equal to N . At this point, the
matrix is diagonalized through iterated XOR operations
among its rows and at the end the vector X contains the
recovered symbols xi.

Fig. 3. Example of matrix G for a generation of N=8 symbols and
an encoding window of size W=5. G The matrix is upper-triangular
and its rank is equal to the number of linearly independent packets
received by the node (5 in the example). Rows 1 and 2 are suitable
for recombination given an encoding window of leading edge fr = 1

C. Packet Recombination at the Network Nodes

Each time a transmission opportunity arises, a network
node transmits a linear combination of a subset of
rows of the G matrix. The rows of G form in fact
an (incomplete) basis for the system of linear equa-
tions that the nodes must solve to recover the original
symbols, so the linear combination thereof is a linear
combination of the original input symbols. Moreover,
proposition 3 states that rows of G are BP (N,W ), so
the linear combinations thereof is a BP (N,W ) given
the recombination process detailed below formalized as
Algorithm 2. First, the algorithm draws the encoding
window leading edge f r from the distribution HDN,W

and computes the relative trailing edge lr = f r+W −1.
Let R = {Gq0 , . . . , Gq|R|−1

} be the set of rows of G for
which sqi ≥ f r and tqi ≤ lr, where sqi and tqi are
the position of the leading and trailing one of Gqi . If
R = ∅, i.e. there are no suitable rows for recombination
as it may happen when just a few packets have been
received, f r is drawn again. The encoding vector gr is
now calculated as a linear combination of the elements of
R, i.e. gr =

∑|R|−1
i=0 ciGqi where ci is drawn at random

so that P{ci = 1} = 1
2 . Similarly, the payload yr is

calculated as yr =
∑|R|−1

i=0 ciYqi . Due to Prop. 2, the
recombined packet P r calculated by Algorithm 2 is a
BP (N,W ), hence the recombination process preserves
the packet degree distribution selected at the source.
Figure 3 shows an example of the recombination process
where f r = 1 and lr = 5. In this example, rows G1

and G2, are suitable for recombination. G1 is suitable
for recombination because its leading and trailing edges
are equal to f r and lr, respectively. While the trailing
edge of G2 is greater than lr, its trailing one is equal
to lr, so G2 is still suitable for recombination. As this
example illustrates, a few rows of G only may be suitable
for recombination due to the constraint on the G rows,
especially during the initial stages of the transmission.
However, the probability that a packet is is innovative
depends, among others, on the number of independent
packets already collected by the receiver. The decoding
process proceeds almost in parallel at all the network
nodes, i.e. all the nodes have received a similar number
of packets at a given moment. Therefore, even in the case
where the transmitter has few rows to recombine, also
the receiver has received few rows yet, which increases
the probability to encode an innovative packet.

Algorithm 2 Packet Recombination
1: R = ∅
2: while R = ∅ do
3: Draw f r as HDN,W (f r)
4: R← set of rows of G s.t. sqi ≥ f r and tqi ≤ lr

5: end while
6: gr =

∑|R|−1
i=0 ciGqi ; yr =

∑|R|−1
i=0 ciYqi

7: transmit P r(gr, yr)
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D. Modeling the Decoding Complexity of BC
We define the decoding complexity (CD) of BC as the

computational complexity of the SGE algorithm under
the assumption that a network node receives packets that
are BP (N,W ). In detail, we are interested in calculating
the average number of XOR operations between rows
required to recover a generation as a function of the
generation size N and the encoding window size W .
The decoding complexity can be calculated as the sum
of the decoding complexities of the triangularization and
the diagonalization stages.
The decoding complexity of the triangularization stage is
defined as C(t)

D and increments by one unit every time the
XOR at line 11 of Algorithm 1 is executed. We conduct
a worst case analysis for the case where the rank of G is
equal to k after the k-th packet is received, i.e. assuming
that all the packets received by the node are innovative.
However, this model turns out to be accurate also for the
case where rank(G) < k, as shown in Section VI. When
the (k + 1)-th packet P (g, y) is received, the maximum
number of rows of G with whom P can collide is k.
On the other hand, since g has average degree W

2 , each
row will collide with a probability of W

2N . Therefore,
the average number of collisions that happen when the
(k + 1)-th packet is received is equal to k

N
W
2 . So, the

decoding complexity of the triangularization stage is

C(t)
D =

N−1
∑

k=1

kW

2N
=

W (N − 2)

4
.

The decoding complexity of the diagonalization stage
is defined as C(d)

D and increments by one unit every
time an XOR is executed. The number of required XORs
depends on the density of the G matrix, that is on the
number of elements of G that are equal to 1 except
for those on the diagonal. G is an upper triangular
band matrix with band width W , hence it has at most
N2− (N−1)2

2 − (N−W )2

2 non-zero elements. The N ele-
ments on the diagonal are not involved in the backward
substitution so they shall not be accounted, while the
remaining elements of G are non-zero with probability
1
2 . So the decoding complexity of the diagonalization
stage is

C(d)
D = 1

2

(

N2 − (N−1)2

2 − (N−W )2

2 −N
)

= 2NW−W 2−1
4 .

Finally, the decoding complexity of BC is equal to

CD = C(t)
D + C(d)

D =
3NW −W 2 − 2W − 1

4
. (2)

The model shows that the decoding complexity of BC
is O(NW ), i.e. it is in the order of O(N2) as for
traditional RNC with GE. However, the model shows
that the actual decoding complexity of BC is a function
of W , which is what enables to control the number of

processor cycles required to recover the generation and
makes NC practically feasible on mobile devices.

V. P2P VIDEO STREAMING WITH BAND CODES
In this section we describe the protocol for P2P video

streaming that we use to analyze the performance of
Band Codes. The protocol we present is an extension
of the protocol previously described in [9]. While we
focus on video streaming, the mechanisms we describe
are also suitable for other forms of cooperative data
dissemination such as file sharing.

A. Overlay Setup and Management
We model the network as a graph G(V,E) where

each vertex V = {N0, ...,N|V−1|} of the graph is a
node of the network. A central tracker organizes the
network nodes into a randomly connected graph where
two vertices connected by an edge are known as peers.
The unstructured mesh topology requires simple overlay
management policies and offers increased resilience to
peer churning. The procedure for a node N i to join the
overlay is as follows. The node first contacts the tracker
and the tracker adds the node to a master list. The tracker
replies with a list of addresses of the nodes already in
the overlay and the node starts a separate handshake with
each address in the list. Upon handshake completion,
the two nodes become peers and start to exchange video
packets without any exchange of buffermaps thanks to
the embedded feedback mechanism described in the fol-
lowing. Peers periodically exchange keep-alive messages
to detect failures of the network. If a node does not
receive any message from a peer for too long, the peer is
assumed to be unreachable and the relationship between
peers is terminated with an appropriate message.

B. Decoding Maps for Embedded Feedback

Fig. 4. The video stream as a sequence of generations as seen by
a peer node. At any moment, a peer is interested in decoding the
generations within its decoding region.

Figure 4 depicts the video stream organized as a
sequence of independent generations. A generation cor-
responds to one or multiple self-decodable units of video,
e.g. Groups of Pictures, and the generations have identi-
cal playback duration Ct. While generations of different
size are supported by the protocol, in the following we
assume that the video is encoded at constant bitrate
and thus all generations have also approximately equal
size. Every Ct seconds, the source node fetches one
generation of video from the source, e.g. a pre-encoded
sequence or a live camera. For the following Ct seconds,
the source encodes and distributes packets only for that
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generation, which we define as the source position in the
video stream. Before starting the playback, a peer node
buffers tb seconds of video, which correspond to tb/Ct

generations. After tb seconds, the node sends the first
decoded generation to the video player and updates its
playback position, and so on. The generation of video
currently reproduced by a node is called the playback
position of the node. If a generation of video is not
recovered before its playback deadline, the playback
freezes and the quality of the video experience degrades.
The set of generations encompassed between the

playback position of a node and the source position
in the video stream is referred to as decoding region
of the node. We define as decoding map the array of
binary variables that describes the status (decoded or
not) of the generations within the decoding region of
a node. The decoding region of a node corresponds to
few generations of video, so a decoding map can be
represented with few bits. For example, if Ct = 1s and
tb = 5s, we have that the decoding map required tb

Ct
=

5 bits. A decoding map is embedded in each handshake
message, enabling two nodes to start transmitting imme-
diately after the handshake. Every time a node decodes
a generation, it signals the event to all its peers with
a specific stop message. When a node receives a stop
message from one of its peers, the node updates the
decoding map relative to the peer. Stop messages may
however be lost, thus each node also embeds its decoding
map into each packet sent to its peers. Embedding a
decoding map in every transmitted packet increases the
likelihood of timely feedback at the cost of a negligible
increase in signaling bandwidth (e.g., given a decoding
map of 5 bits and encoded video packets of 1250 bytes,
the signaling overhead increase is around 0.05%.)

C. Packet Scheduling
Each node of the network is periodically given an

opportunity to transmit a packet to any of its peers, and
at each transmission opportunity the packet scheduler
is invoked. The scheduler selects which peer to address
with a round-robin policy, so that the output bandwidth
of the node is allocated in a fair way. Let us assume
that node N j has the opportunity to transmit a packet
and the scheduler selects peer N i as recipient for the
transmission. The scheduler checks the stored decoding
map relative to N i for those generations that have
not been decoded yet and one of them is drawn at
random with geometric probability. At this point, the
scheduler executes Algorithm 2, which recombines some
of the rows of the G matrix for the selected generation
and produces a packet P r that is a BP (N,W ). The
scheduler finally transmits the recombined packet to N i

and waits for the next transmission opportunity.

VI. EXPERIMENTAL RESULTS
In this section, we first experiment in a controlled

conditions testbed to evaluate BC in terms of encoding

efficiency, decoding complexity and energy consumption
both in a simple end-to-end scenario and in a more
complex network scenario with recombinations at the
nodes. Then, we experiment on the Internet to verify
which video quality BC enable in real networks.

A. End-to-End Performance of BC
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Fig. 5. Source-receiver tradeoff between decoding complexity and
encoding efficiency as a function of the encoding window size W

N
∈

{0.2, 0.22, 0.24, 0.26, 0.28, 0.3, 0.4, 0.5} for generations of N=100
(left) and N=200 (right) symbols.

In this subsection we measure the trade-off between
decoding complexity and encoding efficiency of BC in
a simple scenario where the source transmits encoded
packets directly to the receiver, i.e. there are no recom-
binations in the network. The decoding complexity is
measured as the number of XOR operations required to
recover the generation as modeled in Section IV-D. The
encoding efficiency is measured in terms of encoding
overhead, which is defined as ϵ = N ′

N
− 1 and accounts

for the extra bandwidth required to recover the video
due to the linear dependencies between packets. Figure 5
shows the complexity-efficiency trade-off as a function
of the ratio between the size of the encoding window
W and the size of the generation N . The figure shows
two curves, one for generations of N = 100 symbols
(left) and the other for generations of N = 200 symbols
(right). Each curve is composed by 8 points that corre-
sponds to W

N
∈ {0.2, 0.22, 0.24, 0.26, 0.28, 0.3, 0.4, 0.5}

from top-left to bottom-right (our experiments showed
that for W

N
> 0.5 the encoding overhead does not

decrease any further). The figure shows that an encoding
overhead of about 1.5% and below 1% respectively are
possible, values comparable to other families of rateless
codes such as LT or Raptor codes.

B. Performance of BC for NC
In this subsection we experiment in a more complex

scenario that involves multiple receivers that recombine
the received packets. The experiments are performed
on a controlled conditions testbed composed by several
workstations connected via Ethernet links.One worksta-
tion hosts the source node, while the remaining work-
stations host a total of 100 peer nodes. Furthermore, an
LG-P500 mobile phone powered by a 600 MHz ARM
processor is connected to the rest of the testbed via a
802.11g WiFi link. The nodes of the testbed form an
overlay that implements our P2P protocol for live video



9

streaming. We simulate a flash crowd scenario where
the nodes join the overlay all at the same moment and
form a fully connected overlay with cycles. The source
node streams a 10 minutes H.264/AVC video sequence
that is subdivided in generations of Ct = 1 second each,
and each generation is further subdivided in symbols of
1250 bytes. Each generation encompasses one Group of
Pictures (GOP), which is the minimum self-decodable
unit of video in modern video coding standards such as
H.264/AVC. Enclosing one (or multiple) GOPs within
the same generation guarantees that the video player is
able to decode any recovered generation of the video
independently from whether the adjacent generations
were successfully recovered or not. The buffering time is
set to 5 seconds, i.e. the nodes start to play back the first
buffered generation of video 5 seconds after they have
entered the overlay. The video sequence can be encoded
at two different bitrates, namely 1 and 2 Mbit/s, which
yields generations of N = 100 and N = 200 symbols
respectively. The output bandwidth of the source node is
constrained so that, on average, each peer receives about
10% of the packets from the source and about 90% of
the packets from the other peers.
Figure 6 shows the degree distribution of the packets

received by the network nodes after the recombinations
for the 1 Mbit/s video sequence (N = 100) and for
different encoding windows of size W

N
∈ {0.2, 0.4, 0.6}.

The figure also shows the degree distribution imposed by
the source node, i.e. the Binomial Distribution B(W, 12 ).
The packet degree distribution at the network nodes
closely follows the degree distribution imposed at the
source, showing that BC preserves the degree distribu-
tion imposed at the source despite the recombinations.
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Fig. 6. Packet degree distribution for an encoding window size W

N
equal to 0.2 (left), 0.4 (center), 0.6 (right) for a generation of N=100
symbols. The recombinations at the network nodes do not alter the
distribution imposed at the source node.

Then, we move to study the tradeoff between decoding
complexity and encoding efficiency of BC. Figure 7
shows two sub-figures, one for generations of N =
100 symbols (left) and one for generations of N=200
symbols (right). The Proposed-BC curve is composed
by 9 points corresponding to encoding windows of size
W
N ∈ {0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} from top-
left to bottom-right. The Reference NC curve shows the
complexity-overhead tradeoff of a standard NC scheme
as described in Section III. In this latter reference
scheme, the generation size N is gradually reduced from

100 to 20 symbols in the left figure and from 200 to
40 symbols in the right figure to control the decoding
complexity. For each point on the curve, we show the
number of XOR operations required to recover 1 Mbit
of encoded payload and the corresponding overhead.
As expected, when W

N = 1 (bottom-right point in the
figures) BC perform as a standard NC scheme. Oth-
erwise, BC enables better complexity-overhead tradeoff
than standard NC, as each Proposed BC curve is below
the corresponding Reference NC curve in almost any
situation. That is, for a given decoding complexity BC
enable lower overhead than the reference scheme (and
the other way around). For N=100 and W

N
= 1, the

encoding overhead is about 1.6% and the decoding
complexity is about 5100 XOR. The comparison with
Figure 5 shows that the loss in encoding efficiency
of BC due to the recombinations at the nodes is less
than 1% when W

N
= 1. When W

N
=0.5, the decoding

complexity of BC drops by a factor of two with an
encoding overhead penalty below 0.5%. For a generation
of N=200 symbols, similar results hold: the decoding
complexity drops by a factor of two with an overhead
penalty of just 0.5% when W

N
= 0.5 with respect to

the reference case W
N

= 1. In both cases, an encoding
overhead of about 5% is possible with a reduction in the
decoding complexity of nearly four times.

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 1  1.5  2  2.5  3  3.5  4  4.5  5  5.5

E
n
co

d
in

g
 O

ve
rh

e
a
d
 ε

Complexity [XOR * 103]

Reference NC
Proposed BC

 0

 0.01

 0.02

 0.03

 0.04

 2  3  4  5  6  7  8  9  10

Complexity [XOR * 103]

Reference NC
Proposed BC

Fig. 7. Tradeoff between decoding complexity and encoding
efficiency as a function of the encoding window size W
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{0.2, 0.3, 0.4, 0.5, 0.5, 0.7, 0.8, 0.9, 1.0} for generations of N=100
(left) and N=200 (right) symbols.

Figure 8 shows the actual and predicted decoding
complexity of BC for different values of the encod-
ing window size W . As a reference, we consider a
scheme where the network nodes transmit random linear
combinations of the received packets as described in
Section III. We see that the decoding complexity of BC
grows linearly with W as accurately predicted by the
model in (3). On the contrary, the decoding complexity
of the reference scheme remains close to the asymptotic
value as it increases with the number of recombinations
in the network.
Figure 9 shows the corresponding processor load mea-

sured at the mobile node. A comparison with Figure 8
shows the correlation between the decoding complexity
and the actual processor load. In particular, a reduction in
the decoding complexity results in a quasi proportional
reduction of the processor load.
Next, we measure the actual energy consumption of

the mobile phone as a function of three different NC
strategies. The first scheme Proposed BC corresponds
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to the BC scheme proposed in this paper, where the pack-
ets in the network are encoded with W

N
=0.5. The second

scheme Reference NC represents the case where the
network nodes transmit random linear combinations of
the received packets as described in Section III. With
respect to the first scheme, the packet decoding and
recombination process is more complex and thus is
expected to consume more energy. Finally, we consider
a third scheme, Wireless, where we send UDP traffic
to the mobile node at the rate of 2 Mbit/s without NC.
This scheme has the purpose of assessing and setting
off the power consumption of the mobile phone due
to the access to the wireless channel. We stream six
times in loop the same 10 minutes video sequence
encoded at 2 Mbps (N = 200) used in the previous
experiments, for a total streaming time of 60 minutes.
The residual level of battery charge is logged at intervals
of 60 seconds using the monitoring interface provided
by the Android operating system. The experiment is
executed once for each of the three considered schemes,
and the battery of the mobile node is fully recharged
before each experiment. Figure 10 shows the residual
level of battery charge as a function of the streaming
time. The reference schemeWireless results in a battery
discharge equal to 13% due to the access to the wireless
channel. The scheme Reference NC results in a battery
discharge level equal to 16%, that is the energy con-
sumption increase with respect to the Wireless scheme
is equal to 23% and is due to the coding operations at
the network nodes. Finally, the scheme Proposed BC
results in a discharge level equal to 14%, that is only 7%
greater that the scheme that considers just the access to
the communication channel. The experiment shows that
BC reduces the energy consumption due to the coding
operations from 23% to 7% with respect to the sole

access to the wireless channel, with a reduction of energy
consumption larger than a factor of 3 with respect to a
conventional random linear NC scheme.
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Fig. 10. Residual battery charge over time. BC reduces the energy
consumption of the network nodes and extends battery life.

C. Video Quality Assessment over PlanetLab
We experiment with our P2P protocol on the Plan-

etLab testbed [24] to measure the quality of the video
received at the network nodes. PlanetLab is a testbed
composed of hundreds of Internet nodes that makes
it possible to experiment in a network scenario where
packet erasures, delays and out of order delivery impair
the quality of the streaming session. In [9] PlanetLab
is used to compare a preliminary version of the P2P
protocol presented in this paper with the NextShare
protocol [25]. The experiments showed that the NC-
based P2P protocol proposed in [9] achieved slightly
better performance with respect to NextShare but with
reduced buffering time, hence it can be considered as
a reference of the state-of-the-art of the binary NC
protocols.
The video quality is measured in terms of Conti-

nuity Index (CI), which represents the percentage of
generations that could be correctly recovered before the
playout deadline. The experiments are performed using
300 randomly selected PlanetLab nodes plus one node
located at the Politecnico di Torino that acts as source
node. We stream a 10 minutes H.264/AVC test video
sequence encoded at 500 kbps and the temporal duration
of each GOPs is 2 seconds, i.e. each GOP is 1 Mbit. We
experiment with three different parameters, namely the
complexity control strategy, the source node bandwidth
Bs and the initial buffering time tb.
Figure 11 shows the CI measured at the PlanetLab
nodes. The bandwidth of the source node and the peer
nodes are respectively set Bs = 5 Mbit/s and Bp =
750 Kbit/s, while the buffering time is tb = 10 s. The
figure contains three curves that show the CI delivered
by three different decoding complexity control schemes.
The Reference - N 100 curve is for a random NC
scheme where each generation is N=100 symbols and
contains a whole GOP and the corresponding decoding
complexity is about 5000 XOR per GOP. The Reference
- N 50 curve is for a random NC scheme where each
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generation is N=50 symbols and each GOP is split in
two generations. The first generation that compose a
GOP can be independently decoded while the second
can be decoded only if the first was recovered as well.
The decoding complexity of this scheme is 1225 XOR
per generation, i.e. 2450 XOR per GOP. The Proposed
BC curve is for a NC scheme based on BC where
each generation is N=100 symbols and contains a whole
GOP. The encoding window size is equal to W=37
symbols, which entails a decoding complexity of 2400
XOR per GOP, comparable to the complexity of the
Reference - N 50 scheme. As expected, the Reference
- N 100 curve shows the best video quality (average CI
equal to 0.930) in reason of the lowest overhead. The
Reference - N 50 scheme achieves a CI equal to 0.921
in reason of the slightly higher code overhead and in
reason of the fact that some generations could not be
decoded because the first generation was lost. Finally,
the Proposed BC scheme achieves a CI (0.925) that is
lower than the Reference - N 100 scheme but is slightly
higher than the Reference - N 50 scheme. That is due to
the fact that the encoding overhead is slightly better for
generations of N=100 symbols and each generation can
be independently decoded.
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We repeat the previous experiment reducing first the
bandwidth Bs of the source node from 5 to 2.5 Mbit/s
for tb = 10 s and then reducing the buffering time tb from
10 to 5 seconds for Bs = 5 Mbit/s. Such experiments aim
at stressing the P2P protocol by reducing the available
output bandwidth and assessing the effect on the quality
of the streaming session. Figure 12 shows the results of
the experiments in terms of average CI measured at the
network nodes. As Bs decreases, the upload bandwidth
available in the network decreases, so small reduction in
the continuity index is observed (between 1 and 2 %).
The analysis of the logs showed that the nodes that suffer
the most from the reduced source bandwidth are those
more affected by packet losses, which correspond to the
points located in the leftmost part of Figure 11. However,
the experiment suggests that the source node is able to
support up to 150 peers feeding each node with less than
3.3% of the bandwidth required to decode a generation
keeping into account also the encoding overhead. A
reduction in tb results in reduced initial delay for the

user but also in reduced likelihood to put up with the
packet losses on the network. The CI reduction ranges
between 1% and 3%, however our architecture is still
able to achieve an average CI greater than 90% (86%
of the nodes boast a CI higher than 90%) despite the
reduced buffering time and the insufficient bandwidth of
some of the PlanetLab nodes.
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Bs from 5 to 2.5 Mbit/s (left) and the initial buffering time tb from
10 to 5 s (right).

VII. CONCLUSIONS AND FUTURE WORK

In this paper we presented Band Codes (BC), a family
of codes that preserve the packet degree distribution
enabling controlled-complexity NC independently from
the network topology. Our experiments show that BC
reduce the decoding complexity by a factor of two with
almost no losses in encoding efficiency with respect to
random NC. Furthermore, a reduction of up to four times
is achieved while maintaining the encoding overhead
below 5%. Experiments with a mobile phone showed
that the reduced computational complexity reduces its
energy consumption extending the operational lifetime.
Streaming experiments show that our P2P protocol de-
signed around BC is capable to deliver high quality video
on the global scale testbed, showing the benefits of BC
in a realistic setting. Although in this work we have
focused on P2P video streaming, BC are well suited
in any scenario where energy consumption is a critical
issue, such as sensor networks. Finally, while we have
considered NC over GF (2) thanks to its low complexity,
the main concepts behind BC can be extended to Galois
fields of larger size.
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APPENDIX
PROOF OF PROPOSITION 1

We indicate with Ωj the packet degree distribution in
the network after j recombinations, i.e. the probability
that a randomly selected packet in the network has
degree i after j recombinations is Ωj

i . The source node
encodes packets of degree d with probability Ω0

d. Let
P 1 and P 2 be two packets in the network with degree
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d1 and d2. We define as sN (d1, d2, dr) the probability
that the recombination of P 1 and P 2 produces a packet
P r with degree dr = d1 + d2 − 2χ, where χ is the
random variables that counts the number of times that
g1i = g2i = 1 for i ∈ [0, N − 1].

sN (d1, d2, dr) = sN (d1, d2, d1 + d2 − 2χ)
= P(2χ = d1 + d2 − dr)

= P(χ = d1+d2−dr

2 )

As χ follows the Hypergeometric Distribution
H(N, d1, d2), we rewrite the above equation as

sN (d1, d2, dr) =
( d

1

d1+d2−dr

2

)(
N−d1

d2− d1+d2−dr

2

)

(N

d2)
.

For the law of total probability, we have that

Ωj
i =

N
∑

d1=0

N
∑

d2=0

sN (d1, d2, i)Ωj−1
d1 Ωj−1

d2 . (3)

We indicate as Ω∞ the distribution of the degree of the
packets in the network after a number of recombinations
that tends to infinite. If Ω0 is not degenerate, we have
from Equation 1 that

Ω∞
i =

(

N
i

)

2N
.

Therefore, the distribution of the degree of the packets in
the network follows the Binomial Distribution B(N, 1

2 )
and the average degree of the packets in the network
tends to N

2 .
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