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Abstract

In this paper we consider landmark-based image registration using radial basis func-

tion interpolation schemes. More precisely, we analyze some landmark-based image trans-

formations defined by means of compactly supported radial basis functions, namely mul-

tivariate Wendland’s and Gneiting’s functions. The latter, as far as we know, have never

been used in this context. Comparisons of the two transformations are given. Numerical

experiments performed on test examples show better accuracy of Gneiting’s ones in some

cases. Finally, an application of compactly supported transformations to real medical

images is also considered.
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1. Introduction.

Image registration is an important challenging topic in image process-
ing. It consists mainly in finding a suitable transformation between two
images (or image data), called source and target images, taken either at
different times or from different sensors or viewpoints. The scope is to de-
termine a transformation such that the transformed version of the source
image is similar to the target one. There is a large number of applications
demanding image registration, including astronomy, biology, computer vi-
sion, genetics, physics, medicine, robotics, to name a few. For an overview,
see e.g. [1–9] and references therein. In medicine, for example, registration
is required for combining different modalities (such as X-ray, computer to-
mography (CT), magnetic resonance imaging (MRI) and positron emission
tomography (PET) images), monitoring of diseases, treatment validation,
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comparison of the patient’s data with anatomical atlases, and radiation
therapy. In particular, the landmark-based image registration process is
based on two finite sets of landmarks, i.e. sparse data points located on im-
ages, usually not uniformly distributed, where each landmark of the source
image has to be mapped onto the corresponding landmark of the target
image (see [4–6]). The landmark-based registration problem can be formu-
lated in the context of multivariate scattered data interpolation, and solved
by different techniques, among which radial basis functions (RBFs) play a
preminent role (see, e.g., [10,11]). The use of RBF transformations, in par-
ticular of the thin plate splines, for point-based image registration was first
proposed by Bookstein [12], and it is still common (see [13,14] and the
software package MIPAV [15]).

Since using globally supported RBFs, as for example the thin plate
spline or the Gaussian, a single landmark pair change may influence
the whole registration result, in the last decade several methods have
been presented to circumvent this disadvantage, such as Wendland’s com-
pactly supported radial basis functions (CSRBFs) [16], elastic body splines
(EBSs) [17], the modified inverse distance weighted method (IDWM) [18,
19], and a spline method [20,21]. These interpolation techniques, giving rise
to compactly supported or local mappings, handle well locally deformed
images. Moreover, they are in general stable and the computational effort
to determine transformations is low and, therefore, also a large number of
landmarks can be used.

In this paper we focus on properties and performances of CSRBFs. In
particular, we consider in this context compactly supported transformations
defined by means of Wendland’s and Gneiting’s functions (see [10,11,22]).

Numerical experiments point out differences in accuracy and smooth-
ness of the considered methods. As far as we know, the family of compactly
supported radial basis functions of Gneiting has never been used in the
registration context, but the results presented in this paper turn out to be
very promising.

The paper is organized as follows. Section 2 introduces the landmark-
based registration problem. In Section 3 Wendland’s and Gneiting’s com-
pactly supported functions are briefly presented to define compactly sup-
ported transformations. Section 4 contains several numerical results ob-
tained in some test and real examples: special emphasis is devoted to com-
paring accuracy of the two CSRBF schemes. Finally, Section 5 is devoted
to conclusions and future work.
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2. The landmark based registration problem.

For simplicity, in this section and in the following, we limit the presen-
tation to the 2D case, but all definitions can be easily extended to the 3D
one.

Let SN = {xj ∈ R2, j = 1, 2, . . . , N} be a given set of landmarks in the
source image S and let TN = {tj ∈ R2, j = 1, 2, . . . , N} be the given set of
corresponding landmarks in the target image T . The registration problem
reads as follows.

Problem 2.1. Let the landmark sets SN and TN be given. Find a trans-
formation F : R2 → R2 within a suitable space F of admissible functions,
such that

F(xj) = tj , j = 1, 2, . . . , N.(1)

Each coordinate Fk of the transformation function is calculated sepa-
rately, i.e. the interpolation problem Fk : R2 → R is solved for each k = 1, 2,
with the corresponding conditions

(2) Fk(xj) = tjk, j = 1, 2, . . . , N.

In order to have a class of basis functions that generate non-singular in-
terpolation matrices for any set of distinct points, we introduce the concept
of strictly positive definite functions [10]. We suppose that the interpolant
Fk : R2 → R has the form

(3) Fk(x) =
N∑
j=1

cjkΨ(x− xj),

cj being the coefficients to be found. A necessary condition to have unique
solvability of the interpolation problem is given by the following result [10].

Theorem 2.1. The interpolation problem (2), where Fk is of the form (3),
has a unique solution if the function Ψ is strictly positive definite on R2,
that is

N∑
i=1

N∑
j=1

cicjΨ(xi − xj) > 0,(4)

for any N pairwise different points x1,x2, . . . ,xN ∈ R2, and c =
[c1, c2, . . . , cN ]T ∈ RN , c 6= 0.
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Moreover, we remark that Theorem 2.1 is also satisfied for a strictly
conditionally positive definite function Ψ of order v if the quadratic form (4)
holds and

(5)

N∑
i=1

cip(xi) = 0,

for any polynomial p of degree at most v − 1.

3. Compactly supported radial basis functions.

In this section we consider some of the most popular families of CSRBFs,
Wendland’s and Gneiting’s functions (see [10,11,22]). Wendland’s functions
have been introduced in image registration context with the motivation that
their influence around a landmark is limited, in 2D and 3D images on a
circle or a sphere, respectively [16]. This property allows us the registration
of medical images where changes occur only locally. Here we also propose
the use of Gneiting’s functions, since they give better accuracy results in
some cases (see [10]).

In this paper we limit ourselves to list the explicit forms of these CSRBF
families on R2. They are all strictly positive definite and radial. Non-experts
or interested readers could find a complete presentation of their construction
and properties in [10].

3.1. Wendland’s functions.

Since Wendland’s functions are compactly supported, the interpolation
matrices can be made sparse by appropriately scaling the support of the
basic function. In the following we can consider only Wendland’s functions
depending on a shape parameter c ∈ R+. We list some of the most com-
monly used functions in R2 along with their degree of smoothness, that is

(6)

ϕ2,0(r)
.
= (1− cr)2+ , C0

ϕ2,1(r)
.
= (1− cr)4+ (4cr + 1) , C2

ϕ2,2(r)
.
= (1− cr)6+

(
35(cr)2 + 18cr + 3

)
, C4

ϕ2,3(r)
.
= (1− cr)8+

(
32(cr)3 + 25(cr)2 + 8cr + 1

)
, C6

where r is the Euclidean distance in R2. We remark that the functions ϕ2,k,
k = 0, 1, 2, 3, are strictly positive definite and radial on Rm, for m ≤ 3
(see [11]).
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Referring to the image registration context we can define Wendland’s
transformations in the following way:

Definition 3.1. Given a set of source landmark points SN = {xj ∈
R2, j = 1, 2, . . . , N}, with associated the corresponding set of target land-
mark points TN = {tj ∈ R2, j = 1, 2, . . . , N}, a Wendland’s transformation
W : R2 → R2 is such that each its component

(7) Wk : R2 → R, k = 1, 2,

assumes the following form

(8) Wk(x) = Wk(x1, x2) =
N∑
j=1

cjkϕ2,h(||x− xj ||2),

with x = (x1, x2) and xj = (xj1, xj2) ∈ R2.

From Definition 3.1 it follows that the transformation function Wk : R2 → R
is calculated for each k = 1, 2, and the coefficients cjk are to be obtained
by solving two systems of linear equations.

3.2. Gneiting’s functions.

Starting with Wendland’s functions and applying the turning bands
operator, Gneiting in 2002 obtained a family of compactly supported func-
tions [22]. Following [10], we can start with a function ϕs that is strictly
positive definite and radial on Rs for s ≥ 3, and applying the turning bands
operator results

(9) ϕs−2(r) = ϕs(r) +
rϕ′s(r)

s− 2
,

which is strictly positive definite and radial on Rs−2. For example, starting
with the Wendland function ϕ4,1(r) = (1− r)l+1

+ [(l + 1)r + 1] and applying
the turning bands operator we obtain the functions

(10) τ2,l(r) = (1− r)l+
(

1 + lr − (l + 1)(l + 4)

2
r2
)
,

which are strictly positive definite and radial on R2 provided l ≥ 7/2. We
list some specific functions from this family for various choices of l. All of
the functions are in C2(R).

(11)

τ2,7/2(r)
.
= (1− cr)7/2+

(
1 + 7

2cr −
135
8 (cr)2

)
, C2

τ2,5(r)
.
= (1− cr)5+

(
1 + 5cr − 27(cr)2

)
, C2

τ2,15/2(r)
.
= (1− cr)

15
2
+

(
1 + 15

2 cr −
391
8 (cr)2

)
, C2

τ2,12(r)
.
= (1− cr)12+

(
1 + 12cr − 104(cr)2

)
. C2
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With regard to the image registration context we can define Gneiting’s
transformations as follows.

Definition 3.2. Given a set of source landmark points SN = {xj ∈
R2, j = 1, 2, . . . , N}, with associated the corresponding set of target land-
mark points TN = {tj ∈ R2, j = 1, 2, . . . , N}, a Gneiting’s transformation
G : R2 → R2 is such that each its component

(12) Gk : R2 → R, k = 1, 2,

assumes the following form

(13) Gk(x) = Gk(x1, x2) =

N∑
j=1

cjkτ2,l(||x− xj ||2),

with x = (x1, x2) and xj = (xj1, xj2) ∈ R2.

As for Wendland’s transformation, from Definition 3.2 it follows that the
transformation function Gk : R2 → R is calculated for each k = 1, 2, and
the coefficients cjk are to be obtained by solving two systems of linear
equations.

We point out that in scattered data interpolation, in some cases, accu-
racy achieved using Gneiting’s functions is better than that obtained using
Wendland’s functions (see [10]).

4. Numerical experiments.

In this section, we compare the performances of the above methods when
they are applied to give image transformations. In particular, we consider
transformations defined by means of bivariate Wendland’s and Gneiting’s
functions, both of regularity C2.

In order to test the two different CSRBF interpolation schemes, we ob-
tained several numerical results on some test cases, which simulate typical
medical cases where image portions scale or shift. These image portions
represent rigid objects embedded in elastic material changing their posi-
tion or form. The approach we propose can cope with local differences
between corresponding images. In general these differences may be caused
by the physical deformation of human tissue due to surgeries or patholog-
ical processes such as tumor growth or tumor resection. However, the aim
is here to determine a transformation function, which connects the points
of the source and target images, so that the target image is affected by
the slightest possible deformation. The comparison is made also analyzing
the behaviour of the root mean squares error (RMSE). Root mean squares
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error is found computing the distances between the displacements of grid
points x ∈ X and the values obtained by the transformations. It assumes
the following form

(14) RMSE =

√∑
x∈X ‖x− F(x)‖22∑

x∈X 1
,

where ‖·‖2 is the Euclidean norm.
Here, for brevity, we refer to two test examples given in [17]. Finally, we

present some experimental results obtained by applying Wendland’s and
Gneiting’s transformations to real image data. More precisely, we consider
two X-ray images of the cervical of an anonymous patient taken at differ-
ent times. The considered real example is very similar to that taken by
Modersitzki in [5].

4.1. Test examples: circle expansion and contraction.

In this subsection we consider two opposite radial transformations, that
is, the expansion and the contraction of a circle (see Figure 1). They may
offer very schematic models for the growing and the resection of a tumor in
surrounding elastic brain tissue. In these models (given in [17]) the outer
circle corresponds to the skull bone, which is assumed to be rigid. The inner
circle represents the boundary of the tumor, whereas the space between the
inner and the outer circle is assumed to be filled with elastic material, which
corresponds to brain tissue.

Images are registered using 20 equidistant landmarks placed on the
inner circle and, to prevent an overall shift, also 40 quasi–landmarks, i.e.
landmarks at invariant positions, at the outer circle in the source and target
images. These point-landmarks, shown in Figure 1 for the circle expansion
(left) and the circle contraction (right), are marked by a circle (◦) and a
star (?), respectively.

In Tables 1 and 2 we report the root mean squares errors obtained by
using Wendland’s transformation defined by means of the function ϕ2,1,
called for brevity W2,1, and Gneiting’s transformations given by the func-
tions τ2,7/2 and τ2,5, called G2,7/2 and G2,5, respectively. Values of shape
parameters are chosen equal to 0.1 for all transformations. We point out
that in general CSRBF transformations give less deformations, and there-
fore registration results are better, if we use small values for the parameters,
say c ∈ [0.01, 0.3].

A comparison of RMSEs points out that errors for Gneiting’s transfor-
mation, for l = 7/2, are approximatively a half than those obtained using
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Table 1. Circle expansion - 20 landmarks:
RMSEs for c = 0.1.

W2,1 G2,7/2 G2,5

9.1226E − 2 4.0166E − 2 9.4606E − 2

Table 2. Circle contraction - 20 landmarks:
RMSEs for c = 0.1.

W2,1 G2,7/2 G2,5

9.1792E − 2 5.2041E − 2 7.9795E − 2

Wendland’s transformation, while for l = 5 Gneiting’s transformation is
comparable with the Wendland’s one.

It is well known that also shape and smoothness of the transformed grids
may be relevant to compare different transformations. To this aim in the
Figures 2 and 3 we present registration results obtained by the two CSRBFs
interpolation methods. Here we observe significant differences. Registration
result involving interpolation scheme W2,1 is worse than that obtained with
Gneiting’s transformation G2,7/2. In fact, for both circle expansion and con-
traction, Gneiting’s transformation produces a visibly smooth grid, while
images are visibly deformed when Wendland’s transformation is used. This
behaviour is observed in all the test cases analyzed during the experimental
phase of the work.
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Figure 1. Circle expansion (left) and contraction (right): source and target landmarks.

4.2. An application to medical images.

In this subsection we present some experimental results obtained by
applying Wendland’s and Gneiting’s transformations to real image data.
More precisely, we consider two X-ray images of the cervical of an anony-
mous patient taken at different times. The considered real example is very
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Figure 2. Circle expansion: registration results obtained by using Wendland’s (left) and
Gneiting’s transformations (right).
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Figure 3. Circle contraction: registration results obtained by using Wendland’s (left)
and Gneiting’s transformations (right).

similar to that given by Modersitzki in [5]. In Figure 4 we show the two
images along with landmarks and quasi-landmarks, setting on the left the
source image and on the right the target one. The size of both images is
512×512 pixels. In particular, within each of the two images we have manu-
ally selected 6 landmarks and, moreover, to fix transformation and prevent
an overall shift, we have added 12 quasi-landmarks on the boundaries of
the source and target images.

Each result in Figure 5 represents a registered image, obtained using
Wendland’s W2,1 and Gneiting’s G2,7/2 transformations, respectively. For
both transformations we have used the parameter value c = 0.1. We remark
that Gneiting’s registration result compares well with Wendland’s one.
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Figure 4. Source and target cervical images with landmarks and quasi-landmarks (left
to right).
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Figure 5. Real-life case: registration results obtained by Wendland’s (left) and Gneiting’s
(right) transformations.

5. Conclusions and future work.

We compared some well established compactly supported interpolation
methods, such as Wendland’s and Gneiting’s functions. To this aim, we
briefly recalled the two interpolation schemes. For the first time, as far as
we know, we proposed in the image registration context the use of com-
pactly supported radial basis Gneiting’s functions, which perform well in
scattered data interpolation when compared with other schemes. Gneiting’s
transformations, when compared with Wendland’s ones, perform better in
many test cases and examples. In the real case presented in this paper,
Gneiting’s and Wendland’s transformations are comparable. We point out
that this investigation is only a first step to include Gneiting’s interpolants
in the set of functions to be used in landmark-based image registration.
The next step, which is still a work in progress, consists in showing that
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Gneiting’s transformations preserve the topology.
Moreover, here we used interpolating transformations which accomplish

an exact match of corresponding landmarks. This implicitly means that the
landmark positions are exactly known. However, if we have to deal with
landmark localization errors, then it would be advantageous to weaken the
interpolation conditions by introducing an approximation scheme. Further
investigations in this direction are still required and ongoing.
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