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DepMiner: A software prototype for the extraction of
significant dependencies

Rosa Meo and Leonardo D’Ambrosi

University of Torino, Italy

Abstract. We proposeDepMinera software prototype implementing a simple
but effective model for the evaluation of itemsets, and inegal for the eval-
uation of the dependencies between the variables on a davhéinite values.
This method is based ad, the departure of the observed probability of a set of
variables in a database and a referential probabilitymedgéd in the condition
of maximum entropy. It is able to distinguish between depewies intrinsic to
the itemset and dependencies “inherited” from the subsgais: it is suitable to
evaluate the utility of an itemset w.r.t. its subsets anaetiuce the volume of non
significant itemsets. The method is powerful: at the same tetects significant
positive dependencies as well as negative ones. Skiseanti-monotonic it can
be embedded efficiently in algorithms. The system retuemasets ranked by a
normalized version ofA and the histogram showing their distribution. It employs
a statistical method for setting a threshold for

1 Introduction

In data mining there exist methods to discover significapeteencies and correlations
between the items of a frequent pattern with computatigrefficient algorithms [2,
1,9]. In order to determine the dependenceg-temsets witht > 2, either they
make the multi-way independence assumption or they ewathatcontribution to the
overall itemset of each variable separately [4, 12, 13].diffeculty stems from the fact
that there is not an easy way to determine a referential pitityaof a k-itemset/
that represents a condition of independence among thetsubse do not suppose
independence among all the single variable$.iBut this latter simple, independence
condition gives a problem: according to this definition afépendence, if a dependency
already exists in a subset 6f this dependency is “inherited” from the subset'tand

to all the supersets df [2]. Thus we do not have a way to distinguish if an intrinsic
dependency exists in an itemsetn addition to the dependencies inherited from its
subsets.

We proposed in [6] a solution based on the probabifity(I) thatI would have in
the condition of maximum entropy df The interestingness measure that we proposed
for an itemset is:

A(I) = P(I) — Py(I)

whereP(I) is the observed relative frequencyofA similar approach is proposed
in [10] based on K-L divergence.

Pg(I) is not computed by assumption that singletons are indepenbhstead it
takes in consideration the actual probability of occureeateach subset df, as ob-
served from the database. Thus, if the dependency of anetdnis intrinsic, due to



the synergy between all its items, then its probabiiy/) departs with respect to its
estimatePg ().

A(T) decreases with the increase in the cardinality of itemget@ consequence,
A'is not a suitable measure to compare itemsets of differedirelity. For this purpose
we employA,,, a version ofA normalized w.r.t. the probability of the itemset:

P(I) — Pp(I)

An(I) = P(I)

Thus withA,, (1) we make emerge the intrinsic, actual dependencies, exstirong all
the items inl. In the system prototype we emplay,, as a measure to rank the itemsets
and present the resulting ranking in an interactive dastthédgure 1 shows a screen-
shot of the dashboard with the itemsets ranking friglushroom(UCI Repository).
At the top of the ranking there are itemsets with a positveeaf A, : they are the
itemsets whose frequency is higher than expected. On theacpm@ negative value of
A,, occurs when their frequency is lower than expected.

2 Setting a threshold for A

Another problem that we have to solve is how large mustihesuch that an itemset is
deemed significant. In order to determine the range of valties, that correspond to
significant dependencies we use a randomized version ofafaset [5]. In a random-
ized dataset there are not dependencies between the eariapldefinition (because
variables values are located randomly).

At a successive step, we extract itemsets from the randohdataset and later
computeA,, from them. Finally we comparéd,, extracted in the real data antl, in
the randomized data. We run a statistical test'\prand accept as dependent an itemset
ifits A,, is higher than the maximumd,, of the itemsets extracted from the randomized
data. Thus the maximum value &,, observed in randomized data constitutes a lower
bound of accepted values in real data. Similarly, for theimimm (negative) value.

Consider the datasélushroom After randomization, we observed the maximum
value ofA,, = 0.04 while the minimum value i\,, = —0.03. In real data, the max-
imum is A,, = 0.85 and the minimum isA,, = —0.45. Thus it is evident that in
Mushroomthe positive dependencies are more abundant and more mahikdthe
negative dependencies are few and less evident. In Figure dhaw one screen-shot
of our system prototyp&epMiner, with the list of itemsets extracted froMushroom
The itemsets with a significant dependency are shown ovesendsackground while
non significant ones are shown over a yellow background.

In Figure 2 we show another screen-shot that presents ierdift colors the his-
tograms of the extracted itemsets. In red we show the itenesétacted from real data;
in blue the itemsets from randomized data. Each bin repteses number of obtained
itemsets (shown at the Y-axis) with a value of dependencyleguA,, (shown at the
X-axis). The bins with a positive value af,, represent a positive dependency. If their
position in the distribution is at the right of the extremesition of the blue bins they
represent itemsets with a significant positive dependercatse a value ofi,, such
extreme has never been observed in random data. Similatlydaed bins on the left of



the minimum position of the blue bins: they are the itemsaetis avsignificant negative
dependency.
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Fig. 1. Screen-shot: ranking of itemsetglsh- Fig.2. Histograms of Delta orMushroom (in
room). red) and on its randomization (in blue).

3 Prototype description

DepMineris implemented in java (1.6.0.12) and runs on a laptop. I ygeache POI
HSSF library for I/0O. The core of the algorithm for frequetletmsets extraction is LCM
FIMI algorithm (4.0) [11], the winner of the FIMI'04 compéitin. This algorithm is
treated as a black-box and could be substituted by any olperitam supporting the
same /O format. The system performs the following tasks:

presents an input form in which the user selects the datasgables;

helps to user in the setting of the FIMI parameters valoessup);

run the FIMI algorithm and builds the item-trie from itsut;

explores the item-trie depth-first by enforcing anti-romicity of A,, (see [8]);
computesA by the algorithm described in [7];

computegd,, and generates the itemsets ranking on its basis;
randomization of the dataset;

repeats steps 1-4 on the randomized dataset;
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9. finds the significant range of values4f, in real data by comparison with random-
ized data;
10. plots the ranking and the histogram on both the datasets.

The output of the itemsets ranking is implemented as a web palg TML. An ex-
ample is shown in Figure 1. GUI is implemented on JFreeChargpen source library
in java for the rendering of graphics and diagrams. It allamesxplore the itemsets rank-
ing by changing the criteria of ordering (by items, or by a&tirg/descending values
of A,).

Figure 2 shows another screen-shoD&pMiner The user can zoom on specific
areas of the histogram and observe in more detail the disiibof A,, . It is instructive
to observe the different distributions obtained in sparmtdense data. Usually dense
data have higher bins, located at more extreme positionth@contrary, in sparse data
A, values are lower and more scattered.

4 Concluding Information

We have presentddepMinersystem, implementing a method for the extraction of sig-
nificant dependencies between the values assumed by datavéables. We quantify
the volume of these dependencies by the histogrami.dh [8] we have conducted
an extensive experimental session in which we comparedtiténgs of the itemsets
obtained from DepMiner and from MINI [4]. DepMiner gave go@dults by compari-
son of the rankings by. Furthermore, itemsets with a significant dependency geovi
a better capability to compress results in comparison with Nerivable Itemsets [3].

In DepMiner the user can set the parameter values guidedlsytiem, explore the
results in an interactive way, change the itemsets rankiibgria and zoom details in
the statistical reports. From DepMiner web site (http:/iwlgodambrosi.it/depminer/)
it is possible to download a video.
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