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## Preface

The material in this book is based primarily on a set of lectures given at the University of Amsterdam in the first half of 1985. During my 198485 sabbatical leave from the University of Minnesota, I was fortunate enough to be visiting the Centrum voor Wiskunde en Informatica in Amsterdam. With the encouragement of Richard Gill and Piet Groeneboom and the interst of some others in Holland, it was agreed that $I$ would give some lectures on topics in probability inequalities to be sponsored both by the University of Amsterdam and the Centrum voor Wiskunde en Informatica. After some discussion it was decided that the lectures would highlight the following topics:
(i) majorization results and their extensions to reflection groups
(ii) association and the FKG inequality
(iii) log concavity, Anderson's theorem, and related topics.

To a large extent the treatment of the material is self contained, although the examples sometime require a bit of specialized statistical knowledge. In particular the canonical form of the multivariate analysis of variance model is assumed known in two examples. However, most examples can be skipped without interrupting the general development.

This book consists of six chapters and an appendix devoted to some special topics in convexity. It is recommended that the reader begin with the appendix because the material there is assumed known in the six chapters. In the first and introductory chapter stochastic ordering, monotone likelihood ratio, and symmetric unimodality on the real line are reviewed as a preview to association, the FKG inequality and log concavity on $\mathrm{R}^{\mathrm{n}}$. In addition the Behrens-Fisher problem is discussed in detail as it provides a very natural setting in which majorization arises.

The basic facts about majorization are established in Chapter 2 using a geometric approach which was outlined in Eaton (1984). This approach was chosen because it generalizes naturally to other group induced orderings such as those induced by reflection groups which are discussed in Chapter 6. Also in Chapter 2 the Schur concave functions are characterized and the so-called Convolution Theorem of Marshall and Olkin (1974) is established.

Chapter 3 is devoted to a number of statistical applications of majorization and some related ideas. Decreasing reflection functions are introduced and applied to ranking problems. The Composition Theorem of Hollander et al. (1977) is proved and is used to show certain parametric families have the property that expectations of Schur concave functions are Schur concave in a parameter vector.

Log concavity and some of its implications are developed in Chapter 4. Applications in this chapter include a derivation of some new concentration inequalities for Gauss-Markov estimators and a discussion of the behavior of power functions of some invariant tests in the multivariate analysis of variance problem.

Association, the FKG inequality and a variety of connected ideas form the bulk of Chapter 5. Two examples involving the multivariate normal distribution are also given. The first concerns the unbiasedness of certain invariant tests in multivariate analysis of variance problems (Perlman and Olkin (1980)), and the second shows that the coordinates of a multivariate normal random vector are associated iff the elements of the covariance are all non-negative (Pitt (1982)).

In the final chapter, we present what appears to be a fruitful approach in trying to extend various majorization results to other orderings induced by compact groups. The theory is far from complete and in fact there are many interesting examples where important questions are unanswered.

The interdependence between the chapters is roughly this. Chapter 1 is background for the remaining chapters. Chapters 2, 3 and 6 form a unit based on the common theme of group induced orderings and related topics. Both Chapters 4 and 5 are pretty much self contained units and can be read independently. As stated earlier, the Appendix contains material which is assumed in all chapters.

I would like to thank Richard Gill and Piet Groeneboom for arranging the lectures that lead to this book. The opportunity to visit the Centrum voor Wiskunde en Informatica and to lecture at the University of Amsterdam is greatly appreciated. The sabbatical leave from the University of Minnesota and the supplemental salary support provided by the National

Science Foundation under NSF Grant DMS-83-19924 are here gratefully ackowledged.

Finally, I want to thank Ann Marie Ruggles whose skill at the word processor made the preparation of this manuscript far less painful than it might have been. It was a pleasure to work with her.

Morris L. Eaton<br>February, 1986

## Notation

| $\mathrm{R}^{1}$ | the real line |
| :---: | :---: |
| $\mathrm{R}^{\mathrm{n}}$ | Euclidean coordinate space of all n -dimensional column vectors |
| $\mathrm{x}^{\prime}$ | the transpose of a coordinate vector $x \in R^{n}$ |
| $\mathrm{x}^{ \pm} \mathrm{y}$ | the vectors $x$ and $y$ are perpendicular--that is, $x$ ' $\mathrm{y}=0$ |
| $s_{p}$ | the vector space of all $\mathrm{p} \times \mathrm{p}$ real symmetric matrices |
| ${ }^{\text {p }}$ | the group of $n \times n$ orthogonal matrices |
| $P_{n}$ | the group of $n \times n$ permutation matrices |
| $D_{n}$ | the group of $n \times n$ diagonal matrices with 1 or -1 on the diagonal |
| F | a convex cone |
| F* | the dual cone of F |
| $R$ | a set of reflections |
| $F$ | the class of Schur concave functions |
| $\square$ | denotes end of proof, end of example, and end of remark |
| $E$ | expectation |
| i.i.d. | independent and identically distributed |
| $N\left(\mu, \sigma^{2}\right)$ | the univariate normal distribution with mean $\mu$ and variance $\sigma^{2}$ |
| $\mathrm{N}_{\mathrm{p}}(\mu, \Sigma)$ | the p dimensional normal distribution with mean vector $\mu$ and covariance matrix $\Sigma$. |
| $\chi_{\text {k }}^{2}$ | a chi-squared random variable with $k$ degress of freedom |
| W( $\Sigma, \mathrm{p}, \mathrm{n}$ ) | a Wishart distribution on $S_{p}$ with $n$ degrees of freedom and expectation of $\mathrm{n} \mathrm{\Sigma}$. |
| $L(\cdot)$ | the distributional law of "•" |
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## Chapter 1: Motivation

Many of the ideas associated with multivariate probability inequalities have their origins in related ideas on the real line, $\mathrm{R}^{1}$. In this chapter, some of these ideas are reviewed with an emphasis on their extension to more than one dimension. A rather natural stochastic ordering exists on $R^{1}$ and is discussed in Section 1. That monotone likelihood ratio (MLR) implies this stochastic ordering is reviewed and an alternative interpretation of MLR, which has a multivariate analog, is given. Unimodality and related topics such as log concavity, are covered in Section 2. In Section 3, the Behrens-Fisher problem is used to provide one, of many, possible statistical motivations for the study of majorization.

## Section 1: Stochastic Ordering on $\mathrm{R}^{1}$

For random variables $X$ and $Y$ with distribution functions $F$ and $G$, the following definition makes precise the rather intuitive idea that "X tends to be smaller than $Y$ ".

Definition 1.1: If $F(x) \geq G(x)$ for all $x \in R^{1}$, we say that $X$ is stochastically smaller than $Y$, and write $X \leq s t Y$.

The condition

$$
\begin{equation*}
F(x) \geq G(x), \quad x \in R^{1} \tag{1.1}
\end{equation*}
$$

is easily seen to be equivalent to the condition

$$
\begin{equation*}
F(x-)=P(X<x\} \geq P(Y<x)=G(x-), \quad x \in R^{1} \tag{1.2}
\end{equation*}
$$

since the continuity points of a distribution are dense in $\mathrm{R}^{1}$. An alternative formulation of (1.1) which has natural extensions to $R^{n}$ follows.

Proposition 1.1: The following are equivalent
(i) $\mathrm{X} \leq s t \mathrm{Y}$
(ii) $E f(\mathrm{X}) \leq E f(\mathrm{Y})$ for all non-decreasing $f$ for which the expectations are defined.

Proof: To show (ii) implies (i), take $f$ to be the indicator function of the open interval ( $x, \infty$ ). For (i) implies (ii), first consider a nonnegative bounded $f$ which is non-decreasing. For $x, u \in R^{1}$, define $H(u, x)$ by

$$
H(u, x)= \begin{cases}1 & \text { if } u \leq f(x) \\ 0 & \text { otherwise }\end{cases}
$$

Then,

$$
\int_{0}^{\infty} H(u, x) d u=f(x) .
$$

Thus,

$$
E f(\mathrm{X})=\int_{-\infty}^{\infty} f(\mathrm{x}) \mathrm{dF}(\mathrm{x})=\int_{0}^{\infty} \int_{-\infty}^{\infty} H(u, x) \mathrm{dF}(\mathrm{x}) \mathrm{du} .
$$

Since $f$ is non-decreasing, for each $u \in[0, \infty), H(u, \cdot)$ is the indicator function of an interval ( $a, \infty$ ) or $[a, \infty$ ). In either case, (1.1) and (1.2) show that

$$
\begin{equation*}
\int_{-\infty}^{\infty} H(u, x) d F(x) \leq \int_{-\infty}^{\infty} H(u, x) d G(x) \tag{1.3}
\end{equation*}
$$

Integrating (1.3) from 0 to $\infty$ establishes (ii). For other non-decreasing f's, (ii) follows by truncation, translation, and taking limits--the details of which are left to the reader.

For translation families, say $F_{\theta}$ with $\theta \in R^{1}$, it is clear that $\theta_{1} \leq \theta_{2}$ implies $F_{\theta_{1}}(x) \geq F_{\theta_{2}}(x)$ for $x \in R^{1}$. (By a translation family, I mean $F_{\theta}(x)$ $=F_{0}(x-\theta)$ for $x, \theta \in R^{1}$.). However, in more complicated situations, it is
sometimes not so clear when (1.1) holds. One useful sufficient condition is directly related to monotone likelihood ratio (MLR).

Definition 1.2: For two non-negative functions $\left(p_{1}, p_{2}\right)$ on $R^{1}$, the pair $\left(p_{1}, p_{2}\right)$ has a MLR if $x \leq y$ implies that

$$
\begin{equation*}
p_{1}(x) p_{2}(y) \geq p_{1}(y) p_{2}(x) \tag{1.4}
\end{equation*}
$$

Remark 1.1. The terminology monotone likelihood ratio arises from the observation that (1.4) is equivalent to the condition that the ratio $\left(p_{2} / p_{1}\right)(x)$ is non-decreasing--when there is no problem with $p_{1}$ vanishing. Of course, (1.4) is used in the definition so that points where $p_{1}$ vanishes do not cause a problem. $\square$

Remark 1.2: It is more common for MLR to be defined for a non-negative function $r$ of two real variables-say $r(x, \theta)$ for real $x$ and $\theta$. Then, $r$ has a MLR if $x_{1} \leq x_{2}$ and $\theta_{1} \leq \theta_{2}$ implies

$$
\begin{equation*}
r\left(x_{1}, \theta_{1}\right) r\left(x_{2}, \theta_{2}\right) \geq r\left(x_{1}, \theta_{2}\right) r\left(x_{2}, \theta_{1}\right) . \tag{1.5}
\end{equation*}
$$

However, it is more useful for our purposes to think of $\theta_{1}$ and $\theta_{2}$ fixed so (1.5) reduces to (1.4) if we set

$$
p_{i}(x)=r\left(x, \theta_{i}\right), \quad i=1,2 .
$$

Condition (1.4) has a likelihood interpretation which provides some motivation for a multivariate version of MLR to be discussed in Chapter 5. Assume that $p_{1}$ and $p_{2}$ are densities with respect to some dominating measure on $R^{1}$. Consider an observation pair ( $U, V$ ) with $U$ and $V$ independent where one of the two following alternatives holds:

$$
\begin{aligned}
& \text { A(i) }\left\{\begin{array}{l}
U \text { is from } p_{1} \\
V \text { is from } p_{2}
\end{array}\right. \\
& A(i i)\left\{\begin{array}{l}
U \text { is from } p_{2} \\
V \text { is from } p_{1}
\end{array}\right.
\end{aligned}
$$

To decide between $A(i)$ and $A(i i)$, look at the likelihood under each alternative. Condition (1.4) means that when $U \leq V, A(i)$ is more likely and when $\mathrm{V} \leq \mathrm{U}, \mathrm{A}(\mathrm{ii})$ is more likely. In other words, (1.4) guarantees that the pairing $\min (\mathrm{U}, \mathrm{V})$ with $\mathrm{p}_{1}, \max (\mathrm{U}, \mathrm{V})$ with $\mathrm{p}_{2}$ " is more likely.

Proposition 1.2: Suppose $p_{1}$ and $p_{2}$ are densities with respect to a dominating measure $\mu$ defined on $\mathrm{R}^{1}$. Let X (respectively $Y$ ) have the distribution determined by $\mathrm{p}_{1}$ (respectively $\mathrm{p}_{2}$ ). If (1.4) holds, then X sst Y.

Proof: Condition (ii) of Proposition 1.1 will be verified for a nondecreasing function $f$. Define $s$ on $R^{2}$ by

$$
s(x, y)=f(y)-f(x)
$$

so $s(x, x)=0$ and $s(x, y)=-s(y, x)$. Then

$$
\begin{aligned}
\delta= & E f(Y)-E f(X)=E s(X, Y)=\iint s(x, y) p_{1}(x) p_{2}(y) \mu(d x) \mu(d y)= \\
& \iint_{\{y>x\}} s(x, y) p_{1}(x) p_{2}(y) \mu(d x) \mu(d y)+\iint_{\{y<x\}} s(x, y) p_{1}(x) p_{2}(y) \mu(d x) \mu(d y) .
\end{aligned}
$$

In the second integral, interchange $x$ and $y$, and use the relation $s(y, x)=$ - $\mathrm{s}(\mathrm{x}, \mathrm{y})$ to obtain

$$
\delta=\iint_{\{y>x\}} s(x, y)\left[p_{1}(x) p_{2}(y)-p_{1}(y) p_{2}(x)\right] \mu(d x) \mu(d y)
$$

But on the set $\{y>x\}$, both $s(x, y)$ and the term in square brackets are nonnegative. Thus, $\delta \geq 0$.

Many examples of MLR arise in statistics in the form of parametric families as indicated in Remark 1.1. For example,

$$
\mathrm{r}(\mathrm{x}, \theta)=\beta(\theta) \mathrm{h}(\mathrm{x}) \exp [\theta \mathrm{x}], \quad \mathrm{x}, \theta \in \mathrm{R}^{1}
$$

satisfies (1.5) for non-negative functions $\beta$ and h . An alternative name for MLR is total positivity of order $2\left(\mathrm{TP}_{2}\right)$ which will arise in its multivariate version in Chapter 5. Further discussion of MLR, $\mathrm{TP}_{2}$ and related topics can be found in Karlin (1968), Lehmann (1959), Marshall and Olkin (1979) and the references there in.

Section 2: Symmetric Unimodality on $\mathrm{R}^{1}$
Some of the most common continuous distributions on $R^{1}$ such as the normal, Cauchy and double exponential, are symmetric and unimodal about their center. The following definition makes this notion precise.

Definition 1.3: A real valued function $f$ defined on $R^{1}$ is unimodal about $x_{0}$ if the function $h(t)=f\left(x_{0}+t\right), t \in R^{1}$ is non-increasing for $t \in[0, \infty)$ and non-decreasing for $t \in(-\infty, 0]$. If $f$ is unimodal about $x_{0}$ and $h(t)=$ $h(-t), t \in R^{1}$, then $f$ is a symmetric unimodal function about $x_{0}$. The function $f$ is symmetric unimodal if $f$ is symmetric unimodal about 0 .

When a random variable $X \in R^{1}$ has a density $p$ (with respect to Lebesque measure) which is symmetric unimodal, our intuition suggests that for fixed $a>0$, the function

$$
\begin{equation*}
g(b)=P\{-a+b \leq X \leq a+b\} \tag{1.6}
\end{equation*}
$$

should be decreasing for $b \in[0, \infty)$. That this is true is a special case of the following.

Proposition 1.3 (Wintner (1938)). Suppose $f_{1}$ and $f_{2}$ are two symmetric unimodal functions such that the convolution

$$
g(y)=\int_{-\infty}^{\infty} f_{1}(y-x) f_{2}(x) d x
$$

is well defined for each $y \in R^{1}$. Then $g$ is symmetric unimodal.

Proof: The symmetry of $g$ is easily checked. Thus, for $0 \leq y_{1}<y_{2}$, it must be shown that

$$
\delta=g\left(y_{2}\right)-g\left(y_{1}\right)
$$

is non-positive. With $c=\frac{1}{2}\left(y_{1}+y_{2}\right)$ and $b=\frac{1}{2}\left(y_{2}-y_{1}\right)$, write

$$
\delta=\int_{c}^{\infty}\left[f_{1}\left(y_{2}-x\right)-f_{1}\left(y_{1}-x\right)\right] f_{2}(x) d x+\int_{-\infty}^{c}\left[f_{1}\left(y_{2}-x\right)-f_{1}\left(y_{1}-x\right)\right] f_{2}(x) d x
$$

Making the change of variable $x$ to $x-c$, the first integral is

$$
I_{1}=\int_{0}^{\infty}\left[f_{1}(b-x)-f_{1}(-b-x)\right] f_{2}(x+c) d x
$$

With the change of variable $x$ to $-(x-c)$, the second integral is

$$
I_{2}=\int_{0}^{\infty}\left[f_{1}(b+x)-f_{1}(-b+x)\right] f_{2}(-x+c) d x
$$

Using the symmetry of $f_{1}$ and $f_{2}$, we then have

$$
\delta=\int_{0}^{\infty}\left[f_{1}(b-x)-f_{1}(-b-x)\right]\left[f_{2}(x+c)-f_{2}(c-x)\right] d x
$$

Because $b>0$, the symmetric unimodality of $f_{1}$ implies that

$$
f_{1}(b-x)-f_{1}(-b-x) \geq 0 \quad \text { for } x \in[0, \infty)
$$

since $|b-x| \leq|-b-x|$ for $x \in[0, \infty)$. Similarly,

$$
f_{2}(x+c)-f_{2}(c-x) \leq 0 \quad \text { for } x \in[0, \infty)
$$

and hence $\delta \leq 0$.

The above result is often paraphrased "the convolution of two symmetric unimodals is symmetric unimodal." It should be noted that this result is false without the symmetry assumption (see Gnedenko and Kolmogorov (1954), Appendix II). A direct application shows that g defined by (1.6) is symmetric unimodal. Just take $f_{2}$ to be the density $p$ of $X$ (assumed to be symmetric unimodal) and take $f_{1}$ to be the indicator function of the interval [-a,a]. Then, an easy calculation shows that $g(b)$ is the convolution of $f_{1}$ and $f_{2}$ evaluated at $b$, so $g$ is symmetric unimodal.

A particularly interesting class of symmetric unimodal functions on $R^{1}$ is the class of symmetric log concave functions.

Definition 1.4: A function $f$ defined on $R^{1}$ to $[0, \infty)$ is $\log$ concave if for all $x, y \in R^{1}$ and $\alpha \in(0,1)$,

$$
\begin{equation*}
f(\alpha x+(1-\alpha) y) \geq f^{\alpha}(x) f^{1-\alpha}(y) \tag{1.7}
\end{equation*}
$$

If (1.7) holds and if $f(x)=f(-x)$ for $x \in R^{1}$, then $f$ is a symmetric log concave function.

Proposition 1.4: A symmetric log concave function, $f$, is symmetric unimodal.

Proof: For $0 \leq y_{1}<y_{2}$, it must be shown that $f\left(y_{1}\right) \geq f\left(y_{2}\right)$. But $y_{1}$ is in the interval $\left(-y_{2}, y_{2}\right)$ so $y_{1}=\alpha\left(-y_{2}\right)+(1-\alpha) y_{2}$ for some $\alpha \in(0,1)$. Hence

$$
f\left(y_{1}\right)=f\left(\alpha\left(-y_{2}\right)+(1-\alpha) y_{2}\right) \geq f^{\alpha}\left(-y_{2}\right) f^{1-\alpha}\left(y_{2}\right)=f\left(y_{2}\right)
$$

where the last equality holds since $f\left(-y_{2}\right)=f\left(y_{2}\right)$.

The reason for writing the $\log$ concavity condition in the form (1.7) is
that $f$ is allowed to take on the value 0 . For example, the indicator function of any interval of $R^{1}$ is a $\log$ concave function. When $f$ is strictly positive, (1.7) just means $\log f$ is a concave function.

There is a connection between MLR and log concavity. Schoenberg (1951) has shown that a non-negative function $f$ on $R^{1}$ is $\log$ concave iff

$$
r(x, \theta)=f(x-\theta), \quad x, \theta \in R^{1}
$$

is $\mathrm{TP}_{2}$ (that is, r satisfies (1.5)).
Attempts to generalize unimodality to higher dimensions have led to numerous results which have applications in statistics and probability. Some of these are discussed in Chapter 4. Of course, the extension to higher dimension of the definition of $\log$ concavity is immediate (just let $x$ and $y$ be vectors in Definition 1.4). This will be exploited at length in Chapter 4.

## Section 3: The Behrens-Fisher Problem and Majorization

One version of the Behrens-Fisher problem goes as follows. Consider random variables $X_{1}, \ldots, X_{m+1}$ which are i.i.d. $N\left(\mu_{1}, \sigma_{1}^{2}\right)$ and $Y_{1}, \ldots, Y_{n+1}$ which are i.i.d. $N\left(\mu_{2}, \sigma_{2}^{2}\right)$, with the $X ' s$ and $Y$ 's independent. Here, $\mu_{i}, \sigma_{i}^{2}$, $i=1,2$ are unknown parameters. The problem is to provide a confidence statement (perhaps approximate) about $\mu_{1}-\mu_{2}$ with a specified confidence coefficient 1 - $\alpha$. An intuitively appealing procedure is to look at $\overline{\mathrm{X}}-\overline{\mathrm{Y}}$ which is $N\left(\mu_{1}-\mu_{2}, \tau^{2}\right)$ where

$$
\tau^{2}=\frac{\sigma_{1}^{2}}{\mathrm{~m}+1}+\frac{\sigma_{2}^{2}}{\mathrm{n}+1}
$$

To estimate $\tau^{2}$, consider the sample variances $s_{1}^{2}$ and $s_{2}^{2}$ where

$$
s_{1}^{2}=\frac{1}{m} \sum_{1}^{m+1}\left(X_{i}-\bar{X}\right)^{2}
$$

with a corresponding expression for $s_{2}^{2}$. Then $s_{i}^{2}$ is an unbiased estimator of $\sigma_{i}^{2}, i=1,2$ so

$$
\hat{\tau}^{2}=\frac{s_{1}^{2}}{m+1}+\frac{s_{2}^{2}}{n+1}
$$

is an unbiased estimator of $r^{2}$. Now, for fixed $c>0$, if we could bound (above and below) the probability

$$
\begin{equation*}
\delta=\mathrm{P}\left\{\left(\overline{\mathrm{X}}-\overline{\mathrm{Y}}-\left(\mu_{1}-\mu_{2}\right)\right)^{2} \leq \mathrm{c} \tau^{2}\right\} \tag{1.8}
\end{equation*}
$$

then we would have bounds for the confidence interval

$$
\begin{equation*}
\overline{\mathrm{X}}-\overline{\mathrm{Y}}-\sqrt{\mathrm{c} \tau} \leq \mu_{1}-\mu_{2} \leq \overline{\mathrm{X}}-\overline{\mathrm{Y}}+\sqrt{\mathrm{c}} \hat{r} \tag{1.9}
\end{equation*}
$$

The random variable

$$
\begin{equation*}
\mathrm{W}=\frac{\left(\overline{\mathrm{X}}-\overline{\mathrm{Y}}-\left(\mu_{1}-\mu_{2}\right)\right)^{2}}{\hat{\tau}^{2}}=\frac{\left[\frac{\overline{\mathrm{X}}-\overline{\mathrm{Y}}-\left(\mu_{1}-\mu_{2}\right)}{\tau}\right]^{2}}{\frac{\hat{\tau}^{2}}{\tau^{2}}} \tag{1.10}
\end{equation*}
$$

is the ratio of the two independent random variables

$$
\begin{equation*}
Z=\frac{\left(\bar{X}-\bar{Y}-\left(\mu_{1}-\mu_{2}\right)^{2}\right.}{\tau^{2}} \tag{1.11}
\end{equation*}
$$

and $\hat{\tau}^{2} / \tau^{2}$. Obviously $Z$ has a chi-squared distribution with 1 degree of freedom. With

$$
\lambda=\frac{(m+1)^{-1} \sigma_{1}^{2}}{(m+1)^{-1} \sigma_{1}^{2}+(n+1)^{-1} \sigma_{2}^{2}}
$$

The random variable $\hat{\tau}^{2} / \tau^{2}$ is

$$
\begin{equation*}
\hat{\tau}^{2} / \tau^{2}=\lambda m^{-1} V_{1}+(1-\lambda) n^{-1} V_{2} \tag{1.12}
\end{equation*}
$$

where $\mathrm{V}_{1}=\mathrm{ms}{ }_{1}^{2} / \sigma_{1}^{2}$ and $\mathrm{V}_{2}=\mathrm{ns}{ }_{2}^{2} / \sigma_{2}^{2}$. Clearly, $\mathrm{V}_{1}$ has a $\chi_{\mathrm{m}}^{2}$ distribution and $\mathrm{V}_{2}$ has a $\chi_{\mathrm{n}}^{2}$ distribution.

Proposition 1.5: Define weights $w_{i}, i=1, \ldots, m+n$ by

$$
w_{i}= \begin{cases}\frac{\lambda}{m}, & i=1, \ldots, m \\ \frac{1-\lambda}{n}, & i=m+1, \ldots, n+m\end{cases}
$$

Then $W$ given in (1.10) has the same distribution as

$$
\begin{equation*}
W_{1}=\frac{z}{\sum_{1}^{m+n} w_{i} U_{i}} \tag{1.13}
\end{equation*}
$$

where $Z, U_{1}, \ldots, U_{m+n}$ are i.i.d. random variables each with a $\chi_{1}^{2}$. distribution.

Proof: Since the $\chi_{k}^{2}$ distribution can be represented as the $k$-fold convolution of the $\chi_{1}^{2}$ distribution, (1.12) shows that $\hat{r}^{2} / \tau^{2}$ has the same distribution as $\Sigma_{1}^{m+n_{w_{i}}} U_{i}$. The result of the proposition now follows from the expression (1.10) for $W$ and (1.11) for $Z$.

The above proposition shows that to bound (1.8), it is necessary to study

$$
\begin{equation*}
\psi(w)=P\left\{Z<c\left(\sum_{1}^{m+n} w_{i} U_{i}\right)\right\} \tag{1.14}
\end{equation*}
$$

where $c>0$ is a fixed constant and the vector $w$ has coordinates $w_{1}, \ldots$, $w_{m+n}$ which satisfy $0<w_{i}<1, \Sigma w_{i}=1$.

Proposition 1.6: The function $\psi$ in (1.14) satisfies
(i) $\psi$ is a symmetric function of its arguments
(ii) $\psi$ is concave.

Proof: That (i) holds is clear since $U_{1}, \ldots, U_{m+n}$ are i.i.d. For (ii), first observe that for $t>0$, the distribution function of $Z$, say

$$
F(t)=P\{Z \leq t\},
$$

is concave since the density of $Z$ is decreasing on ( $0, \infty$ ). Therefore, for $\alpha$ $\in(0,1)$, for fixed $U_{1}, \ldots, U_{m+n}$, and for weight vectors $w$ and $v$ in the domain of $\psi$,

$$
F\left(\alpha c \Sigma w_{i} U_{i}+(1-\alpha) c \Sigma v_{i} U_{i}\right) \geq \alpha F\left(c \Sigma w_{i} U_{i}\right)+(1-\alpha) F\left(c \Sigma w_{i} U_{i}\right)
$$

Taking the expectation of this inequality over $U_{1}, \ldots, U_{m+n}$ yields

$$
\psi(\alpha w+(1-\alpha) v) \geq \alpha \psi(w)+(1-\alpha) \psi(v)
$$

which is just the concavity of $\psi$. $\square$

One consequence of Proposition 1.6 can be described as follows. Let $P_{m+n}$ be the group of $(m+n) \times(m+n)$ permutation matrices (see the Appendix for the definition of a permutation matrix). For a weight vector $w$, let $C(w)$ denote the convex set generated by all the gw where $g \in P_{m+n}$. For any vector $v \in C(w)$ the claim is that

$$
\begin{equation*}
\psi(v) \geq \psi(w) \tag{1.15}
\end{equation*}
$$

To see this, observe that if $v \in C(w)$, then

$$
v=\Sigma \alpha_{g} g w
$$

where the sum extends over $P_{m+n}$ and the non-negative weights $\alpha_{g}$ add up to 1. Since $\psi$ is concave,

$$
\psi(v)=\psi\left(\Sigma \alpha_{g} g w\right) \geq \Sigma \alpha_{g} \psi(g w)
$$

But $\psi(\mathrm{gw})=\psi(w)$ by (i) of Proposition 1.6. Hence

$$
\Sigma \alpha_{g} \psi(g w)=\psi(w) \Sigma \alpha_{g}=\psi(w)
$$

so (1.14) holds. In particular, if

$$
\alpha_{g}=\frac{1}{(m+n)!}, \quad g \in P_{m+n}
$$

then $v$ has all its coordinates equal to $1 /(m+n)$ which shows that (1.14) is maximized when all the $w_{i}$ are equal to $1 /(m+n)$. Of course, this provides a tight upper bound for (1.8).

Lower bounds for (1.8) also follow from (1.15), but a discussion of this is postponed until Chapter 3. The important observation at this point is that $v \in C(w)$ implies (1.15). This suggests a monotonicity property of $\psi$ relative to some partial ordering defined on the weight vectors. In fact, the above argument suggests that we define a relation among weight vectors given by $v \leq w$ iff $v \in C(w)$. This relation " $\leq$ " is exactly the definition of majorization adopted in the next chapter. Much of the material in Chapter 2 is devoted to characterizing and understanding the relation " $\leq$ ". In Chapter 3, the lower bounds for (1.8) are given together with other applications and extensions of the results in Chapter 2.

A number of authors have written papers concerned with bounding (1.8) and related problems. Let $F_{p, q}$ denote a random variable with and $F$ distribution with ( $p, q$ ) degrees of freedom. The argument above shows that

$$
P\left\{F_{1, m+n} \leq c\right\} \geq \delta
$$

where $\delta$ is given in (1.8)--in other words, the random variable $W$ of (1.10) is stochastically larger than $\mathrm{F}_{1, \mathrm{~m}+\mathrm{n}}$. This result was originally obtained by Hsu (1938) along with the companion result that $W$ is stochastically smaller than $F_{1, r}$ where $r=\min (m, n)$. (This result will be established in Chapter 3). Hajek (1962) extended Hsu's work using an argument very similar to the one given above. Mickey and Brown (1966) independently
established Hajek's results with Hajek-type arguments. This work was generalized in Lawton $(1965,1968)$ and later extended and modified in Eaton and Olshen (1972). The arguments in this last work use the full force of majorization.

## Chapter 2: Majorization, Basic Results

Three basic topics in majorization are discussed in this chapter. First, majorization is defined geometrically and is then characterized in an analytically useful way. Next the functions which are decreasing in the majorization ordering are described. Finally, the so called convolution theorem (Marshall and Olkin (1974)), which has many applications, is proved.

Before beginning with the formal discussion, it should be noted that the develópment given here is somewhat different than in other treatments. A geometric definition (Definition 2.1) is used because it has very natural extensions to many other cases of interest (see Chapter 6). However, unlike the traditional analytic definition, the geometric definition is hard to check in practice. (The equivalence of the two definitions is established in this chapter). But, the most convincing argument for using the geometric definition is that the general theoretical development following from this geometric point of view also carries over to other important cases with only minor modifications. This geometric treatment of majorization is similar in spirit to the development in Rado (1952). For a discussion and history of majorization, the reader is referred to Chapter 1 of Marshall and Olkin (1979) where the traditional analytic definition of majorization (due to Hardy, Littlewood and Polya (1934)) is used.

## Section 1: Majorization: Definition and Properties

The setting for our discussion is Euclidean $n$-dimensional space $R^{n}$ whose elements are represented as column vectors. If $x \in R^{n}$, then $x^{\prime}$ denotes the transpose of $x$. Let $P_{n}$ denote the group of $n \times n$ permutation matrices $g$ (see the Appendix for a discussion of $P_{n}$ ). For $x \in R^{n}$, the set \{ $g x \mid g \in P_{n}$ \} is the permutation orbit of $x$--often called the orbit of $x$ when the context is clear. Thus, the orbit of $x$ is just the set of vectors obtained by permuting the coordinates of $x$. When the coordinates of $x$ are distinct, the orbit of $x$ contains $n$ ! points.

For $x \in R^{n}, C(x)$ denotes the convex hull of the orbit of $x$. Hence $u \in$ $C(x)$ iff $u$ has a representation

$$
\mathrm{u}=\sum_{\mathrm{g}} \alpha_{\mathrm{g}} \mathrm{gx}
$$

where the sum is over $P_{\mathrm{n}}$ and the real numbers $\alpha_{\mathrm{g}}, \mathrm{g} \in \mathrm{P}_{\mathrm{n}}$, satisfy

$$
0 \leq \alpha_{g}, \quad \sum_{\mathrm{g}} \alpha_{\mathrm{g}}=1
$$

The convex set $C(x)$ is permutation invariant ( $u \in C(x)$ iff $g u \in C(x)$ ) and satisfies

$$
\begin{equation*}
C(x)=C(g x), \quad x \in R^{n}, \quad g \in P_{n} \tag{2.1}
\end{equation*}
$$

since the orbit of x is the same as the orbit of gx for any $\mathrm{g} \in \mathrm{P}_{\mathrm{n}}$.
Definition 2.1: A point $x$ is majorized by $y$ if $x \in C(y)$. Equivalently, $y$ majorizes $x$ when $x \in C(y)$.

When x is majorized by y , we write $\mathrm{x} \leq \mathrm{y}$. Here are some basic properties of the relation $\leq$.

Proposition 2.1: The following are equivalent:
(i) $x \leq y$
(ii) $C(x) \subseteq C(y)$
(iii) $g_{1} \mathrm{x} \leq \mathrm{g}_{2} \mathrm{y}$ for some $\mathrm{g}_{1}, \mathrm{~g}_{2} \in P_{\mathrm{n}}$.

Proof: That (ii) implies (i) is clear since $x \in C(x)$. For (i) implies (ii), observe that $x \leq y$ means that $x \in C(y)$ so that $g x \in C(y)$ for $g \in P_{n}$. Thus, the convexity of $C(y)$ implies that all convex combinations of the $g x$, $\mathrm{g} \in P_{\mathrm{n}}$ are in $\mathrm{C}(\mathrm{y})$--that is, $\mathrm{C}(\mathrm{x}) \subseteq \mathrm{C}(\mathrm{y})$. That (i) and (iii) are equivalent follows from (2.1) and the permutation invariance of $C(u)$ for $u$ $\in \mathrm{R}^{\mathrm{n}}$. $\square$

Proposition 2.2: The relation $\leq$ is transitive--that is, $x \leq y$ and $y \leq z$ implies $\mathrm{x} \leq \mathrm{z}$. If $\mathrm{x} \leq \mathrm{y}$ and $\mathrm{y} \leq \mathrm{x}$, then x is in the orbit of y , and conversely.

Proof: By (ii) of Proposition (2.1), $x \leq y$ and $y \leq z$ implies $C(x) \subseteq C(y) \subseteq$ $C(z)$ so $x \leq z$. For the second assertion, we have $C(x)=C(y)$ from (ii) of Proposition 2.1. But the set of extreme points of $C(x)$ is just the orbit of $x$. Since $C(x)=C(y)$, $x$ must be an extreme point of $C(y)$, so $x$ is in the orbit of $y$. The converse is obvious.

Now, we turn to the problem of giving an analytic description of the relation $\leq$. In what follows, $\leq$ is often called an ordering because of its geometric interpretation and the transitivity given in Proposition 2.2. The first observation is that $x \in C(y)$ iff

$$
\begin{equation*}
u^{\prime} x \leq \sup _{g \in P_{n}} u^{\prime} g y \quad \text { for all } u \in R^{n} \tag{2.2}
\end{equation*}
$$

This equivalence follows directly from Proposition A. 3 in the Appendix with $A$ taken to be the orbit of $y$ and $B=C(y)$. Thus the function

$$
\begin{equation*}
m[u, y]=\sup _{g \in P_{n}} u^{\prime} g y \tag{2.3}
\end{equation*}
$$

is important in understanding $\leq$.

Proposition 2. 3: For all $u, y \in R^{n}$, the function $m$ in (2.3) satisfies
(i) $m[u, y]=m[y, u]$
(ii) $m\left[g_{1} u, g_{2} y\right]=m[u, y]$ for $g_{1}, g_{2} \in P_{n}$
(iii) $m[u, \cdot]$ is convex for each $u$.

Proof: For (i), note that

$$
\begin{equation*}
u^{\prime} g y=y^{\prime} g^{\prime} u \tag{2.4}
\end{equation*}
$$

Since $P_{\mathrm{n}}$ is a group and $\mathrm{g}^{\prime}=\mathrm{g}^{-1}$, taking the sup over $P_{\mathrm{n}}$ of both sides of (2.4) yields (i). For (ii), we have

$$
\begin{aligned}
& m\left[g_{1} u, g_{2} y\right]=\sup _{g}\left(g_{1} u\right)^{\prime} g g_{2} y= \\
& \sup _{g} u^{\prime} g_{1}^{\prime} g g_{2} y=\sup _{g} u^{\prime} g y=m[u, y]
\end{aligned}
$$

since as $g$ ranges over $P_{n}$, so does $g_{1}^{\prime} \mathrm{gg}_{2}$ because $P_{\mathrm{n}}$ is a group. To prove (iii), first observe that for $u$ and $g$ fixed, the function

$$
y \rightarrow u^{\prime} g y, \quad y \in \mathbb{R}^{n}
$$

is linear in $y$ and hence convex. Since the supremum of convex functions is again convex, (iii) follows.

That $m$ completely characterizes $\leq i s$ the content of the next result.

Proposition 2.4: The following are equivalent:
(i) $\mathrm{x} \leq \mathrm{y}$
(ii) $m[u, x] \leq m[u, y]$ for all $u \in R^{n}$

Proof: If (i) holds, then (2.2) yields

$$
u^{\prime} x \leq m[u, y] \quad \text { for all } u \in R^{n} .
$$

Substituting g'u for ugives

$$
\begin{equation*}
u^{\prime} g x \leq m\left[g^{\prime} u, y\right]=m[u, y] \tag{2.5}
\end{equation*}
$$

where the last equality follows from (ii) of Proposition 2.3. Taking the sup over $g \in P_{\mathrm{n}}$ of (2.5) yields (ii). Conversely, if (ii) holds, then clearly (2.2) holds so $x \in C(y)$. Hence $x \leq y$ by definition. $\square$

Remark 1.1: For $y$ fixed, $m[\cdot, y]$ is easily seen to be the support function of $C(y)$--see Rockafeller (1970), p. 28 for the definition of the support function. That inequality (ii) in Proposition 2.4 is equivalent to $C(x) \subseteq$ C(y) is well known and a proof can be found in Rockafeller (1970) (Section 13). However, results in this chapter will be proved directly rather than relying on other sources. $\square$

The result in Proposition 2.4 shows that $m$ completely characterizes majorization. In addition, (ii) of Proposition 2.3 shows that $m$ is determined by its values on the quotient space $\mathrm{R}^{\mathrm{n}} / P_{\mathrm{n}}$ (with points being identified iff they are in the same orbit). Thus, to describe majorization, it is sufficient to calculate $m$ explicitly on some convenient representation of the quotient space $R^{n} / P_{n}$. It is this which is behind the technical development which follows.

Let $F \subseteq R^{n}$ be the set of $x$ whose coordinates, say $\alpha_{1}, \ldots, \alpha_{n}$, satisfy $\alpha_{1} \geq \ldots \geq \alpha_{n}$. Thus $F$ consists of all vectors whose coordinates are ordered (from largest to smallest). Also, let $\tau$ be the function on $R^{n}$ to $F$ which maps any point $u$ into the vector whose coordinates are the ordered coordinates of $u$. Since $r(u)=u$ for all $u \in F$, the map $r$ is onto. Of course, given $u \in R^{n}$, there is $a g \in P_{n}$ such that $g u=r(u)$. Hence the orbit of every point in $R^{n}$ has a non-empty intersection with $F$.

Proposition 2.5: For $x, y \in R^{n}$, the following are equivalent:
(i) $x \leq y$
(ii) $\quad \tau(\mathrm{x}) \leq \tau(\mathrm{y})$
(iii) $m[\tau(u), \tau(x)] \leq m[r(u), r(y)] \quad$ for $u \in R^{n}$.

Proof: After noting that $\tau(v)$ is in the orbit of $v$ for each $v \in R^{n}$, the equivalence of (i), (ii), and (iii) follows easily from Propositions 2.2, 2.3 and 2.4 .

The above result shows that if $m$ can be calculated explicitly on $F$, then the majorization ordering can be characterized. To this end, we have

Proposition 2.6: For $u, v \in F$,

$$
\begin{equation*}
\sup _{g \in P_{\mathrm{n}}} u^{\prime} g v=u^{\prime} v \tag{2.6}
\end{equation*}
$$

Proof: This result (due to Hardy, Littlewood and Polya (1934)) is proved by induction. For $n=2$, let $u$ have coordinates $\alpha_{1} \geq \alpha_{2}$ and $v$ have
coordinates $\beta_{1} \geq \beta_{2}$. Since $P_{2}$ has only two elements, the assertion (2.6) is

$$
\alpha_{1} \beta_{2}+\alpha_{2} \beta_{1} \leq \alpha_{1} \beta_{1}+\alpha_{2} \beta_{2}
$$

or equivalently that

$$
\alpha_{1}\left(\beta_{1}-\beta_{2}\right)+\alpha_{2}\left(\beta_{2}-\beta_{1}\right)=\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{1}-\beta_{2}\right) \geq 0
$$

But this latter inequality is true since $\alpha_{1}-\alpha_{2} \geq 0$ and $\beta_{1}-\beta_{2} \geq 0$.
Assume the result is true for $k=2, \ldots, n$ and consider the case of $\mathrm{n}+1$. For $\mathrm{u}, \mathrm{v} \in \mathrm{F} \subseteq \mathrm{R}^{\mathrm{n}+1}$ with coordinates $\alpha_{1} \geq \ldots \geq \alpha_{\mathrm{n}+1}$ and $\beta_{1} \geq \ldots \geq \beta_{\mathrm{n}+1}$, and for $g \in P_{n+1}$, we have

$$
\begin{equation*}
u^{\prime} g v=\sum_{1}^{n+1} \alpha_{i} \widetilde{\beta}_{i} \tag{2.7}
\end{equation*}
$$

where $\tilde{\beta}_{1}, \ldots, \tilde{\beta}_{n+1}$ is some permutation of $\beta_{1}, \ldots, \beta_{n+1}$. Let $j$ be the smallest index such that $\tilde{\beta}_{j}=\beta_{1}$. If $\mathrm{j}=1$, then

$$
u^{\prime} g v=\alpha_{1} \beta_{1}+\sum_{2}^{n+1} \alpha_{i} \widetilde{\beta}_{i}
$$

and the induction hypothesis gives

$$
\sum_{2}^{n+1} \alpha_{i} \bar{\beta}_{i} \leq \sum_{2}^{n+1} \alpha_{i} \beta_{i}
$$

which yields (2.6). If $j>1$, the case of $n=2$ shows that

$$
\alpha_{1} \widetilde{\beta}_{1}+\alpha_{j} \widetilde{\beta}_{j} \leq \alpha_{1} \widetilde{\beta}_{j}+\alpha_{j} \widetilde{\beta}_{1}-\alpha_{1} \beta_{1}+\alpha_{j} \widetilde{\beta}_{1}
$$

Hence (2.7) is bounded above by

$$
\alpha_{1} \beta_{1}+\alpha_{j} \widetilde{\beta}_{1}+\sum_{\substack{i=2 \\ i \neq j}}^{n+1} \alpha_{i} \widetilde{\beta}_{i}
$$

Applying the induction hypothesis yields

$$
\alpha_{j} \tilde{\beta}_{1}+\sum_{\substack{i=2 \\ i \neq j}}^{n+1} \alpha_{i} \tilde{\beta}_{i} \leq \sum_{i=2}^{n+1} \alpha_{i} \beta_{i}
$$

which implies (2.6).

Proposition 2.7: For $x, y \in F$, the following are equivalent:
(i) $x \leq y$
(ii) $u^{\prime}(y-x) \geq 0$ for all $u \in F$.

Proof: Suppose (i) holds. Then for all $u \in F$, Proposition 2.6 shows that $m[u, x]=u^{\prime} x$ and $m[u, y]=u^{\prime} y$. Thus, by Proposition 2.4, $u^{\prime} x \leq u^{\prime} y$ for all $u \in F$ so (ii) holds. Conversely, if (ii) holds, then

$$
m[u, x]=u^{\prime} x \leq u^{\prime} y=m[u, y] \quad \text { for all } u \in F
$$

Since $m$ is bi-invariant,

$$
m[g u, x]=m[u, x] \leq m[u, y]=m[g u, y]
$$

for all $g \in P_{n}$ and $u \in F$. But, as $g$ ranges over $P_{n}$ and $u$ ranges over $F, g u$ ranges over $\mathrm{R}^{\mathrm{n}}$. Hence

$$
m[v, x] \leq m[v, y] \quad \text { for all } v \in R^{n}
$$

which implies $\mathrm{x} \leq \mathrm{y}$. $\square$

An alternative way to state Proposition 2.7 is in terms of the dual cone to $F$ which is denoted by $\mathrm{F}^{*}$. Recall (see the Appendix) that

```
F*}={w|\mp@subsup{u}{}{\prime}w\geq0\quad\mathrm{ for all u G F }.
```

Proposition 2.8: For $x, y \in F$, the following are equivalent
(i) $x \leq y$
(ii) $y-x \in F^{*}$.

Proof: Just use Proposition 2.7. $\square$

To translate Proposition 2.8 into a useable analytic criterion for $\mathrm{x} \leq$ $y$ when $x$ and $y$ are in $F$, recall Example A. 2 from the Appendix. In the notation of that example, $t_{i}$ is the vector whose $i$ th coordinate is 1 , whose ( $i+1$ ) th coordinate is -1 , and the remaining coordinates are $0, i=1, \ldots$, $\mathrm{n}-1$. Thus

$$
F=\left\{x \mid t_{i}^{\prime} x \geq 0, i=1, \ldots, n-1\right\}
$$

and $\left\{t_{1}, \ldots, t_{n-1}\right\}=T$ is a frame for $F^{*}$. Also, $e_{i}$ is the vector in $R^{n}$ whose first $i$ coordinates are 1 and the remaining coordinates are 0 , $i=1, \ldots, n$. As shown in Example A.2, the set $\left\{e_{1}, \ldots, e_{n},-e_{n}\right\}=E$ is a frame for $F$.

Proposition 2.9: Define the set B by

$$
B=\left\{x \mid e_{i}^{\prime} x \geq 0, i=1, \ldots, n-1, e_{n}^{\prime} x=0\right\}
$$

Then $B=F^{*}$.

Proof: First observe that $e_{i}^{\prime} t_{j}=\delta_{i j}$ for $i=1, \ldots, n$ and $j=1, \ldots, n-1$. If $x \in F^{*}$, then $x=\Sigma_{1}^{n-1} b_{i} t_{i}$ with $b_{i} \geq 0$ since $T$ is a frame for $F^{*}$. Thus, $e_{j}^{\prime} x=b_{j} \geq 0$ for $j=1, \ldots, n-1$ and $e_{n}^{\prime} x=0$ so $x \in B$. Conversely suppose $x$ $\in B$. Since $\left\{t_{1}, \ldots, t_{n-1}, e_{n}\right\}$ is a basis for $R^{n}$ and $e_{n}^{\prime} x=0$, $x$ can be written as $x=\Sigma_{1}^{n-1} a_{i} t_{i}$, for some real numbers $a_{1}, \ldots, a_{n_{\bar{k}}}$. But $0 \leq e_{j}^{\prime} x=$ $a_{j}$ so the $a_{j}$ are non-negative. Hence $x \in F^{*}$. Thus $B=F_{\bar{*}}$. $\quad \square$

Proposition 2.10: Let $x, y$ be elements of $F$ with coordinates $\alpha_{1} \geq \ldots \geq \alpha_{n}$
and $\beta_{1} \geq \ldots \geq \beta_{\mathrm{n}}$. The following are equivalent:
(i) $x \leq y$
(ii) $\quad \Sigma_{1}^{k} \alpha_{i} \leq \Sigma_{1}^{k} \beta_{i}, \quad k=1, \ldots, n-1$ and $\Sigma_{1}^{n} \alpha_{i}=\Sigma_{1}^{n} \beta_{i}$.

Proof: For $x, y \in F$, it has been shown that $x \leq y$ iff $y-x \in F^{*}$. From Proposition 2.9, $y-x \in F^{*}$ iff

$$
e_{i}^{\prime}(y-x) \geq 0, i=1, \ldots, n-1 \text { and } e_{n}^{\prime}(y-x)=0
$$

These $n$ conditions are exactly those given in (ii).

The equivalence of Definition 2.1 and the classical definition of majorization is now an easy consequence of Proposition 2.10. Consider vectors $x$ and $y$ in $R^{n}$ with coordinates $a_{1}, \ldots, a_{n}$ and $b_{1}, \ldots, b_{n}$. Let $a_{(1)} \geq \ldots \geq a_{(n)}$ denote the coordinates of $\tau(x) \in F$ and $b_{(1)} \geq \ldots \geq b_{(n)}$ denote the coordinates of $r(y) \in F$.

Theorem 2.11: For $x, y \in R^{n}$, the following are equivalent:
(i) $\mathrm{x} \leq \mathrm{y}$
(ii) $\quad \Sigma_{1}^{k}{ }_{(i)} \leq \Sigma_{1}^{k}{ }_{(i)}, k=1, \ldots, n-1$ and $\Sigma_{1}^{n} a_{(i)}=\Sigma_{1}^{n} b_{(i)}$.

Proof. Since $x \leq y$ iff $\tau(x) \leq \tau(y)$, the equivalence follows immediately from Proposition 2.10.

Condition (ii) of Theorem 2.11 provides an easily verifiable condition to determine whether or not $x \leq y$. This condition is most useful in examples.

## Section 2: The Path Lemma; Decreasing Functions

Many inequalities can be established by proving a certain function defined on $R^{n}$ is decreasing (equivalently, Schur concave) in the majorization ordering. Here is the formal definition.

Definition 2.2: A real valued function $f$ defined on $R^{n}$ is decreasing in the majorization ordering if $x \leq y$ implies that $f(x) \geq f(y)$.

In what follows, we will simply say $f$ is decreasing when the context is clear. Other writers call decreasing functions Schur concave functions because of Schur's basic contributions to the theory and applications of majorization (see Marshall and Olkin (1979) for a discussion). A function is increasing (Schur convex) if -f is decreasing.

Here are a couple of elementary facts.

Proposition 2.12: If $f$ is decreasing, then $f$ is $P_{n}$-invariant--that is, $f(x)=f(g x)$ for all $x \in R^{n}$ and $g \in P_{n}$. If $f$ is $P_{n}$-invariant and concave, then $f$ is decreasing.

Proof: The first assertion follows by noting that $\mathrm{x} \leq \mathrm{gx} \leq \mathrm{x}$ for all $\mathrm{x} \in$ $\mathrm{R}^{\mathrm{n}}$ and $\mathrm{g} \in \mathrm{P}_{\mathrm{n}}$. Hence if f is decreasing,

$$
f(x) \geq f(g x) \geq f(x)
$$

so $f$ is $P_{n}$-invariant. For the second assertion, consider $\mathrm{x} \leq \mathrm{y}$ so x has the representation

$$
\mathrm{x}=\sum_{\mathrm{g}} \alpha_{\mathrm{g}} \mathrm{gy}
$$

where the non-negative weights $\alpha_{g}$ add up to 1 ; that is, $x$ is a convex combination of the $\mathrm{gy}, \mathrm{g} \in \mathrm{P}_{\mathrm{n}}$. The concavity of f implies

$$
f(x) \geq \sum_{g} \alpha_{g} f(g y)
$$

Since $f$ is $P_{n}$-invariant, $f(g y)=f(y)$ for $g \in P_{n}$ and since the $\alpha_{g}$ add up to 1 , we have $f(x) \geq f(y)$.

A primary goal of this section is to provide some useful necessary and sufficient conditions that a function $f$ be decreasing. Under a minor continuity assumption, the results of Marshall, Walkup and Wets (1967) discussed in the Appendix (see Theorem A.6) are directly applicable. To see this, first observe that decreasing functions $f$ must be $P_{n}$-invariant
and hence $f$ is completely determined by its values on the convex cone $F$ defined above. But on F (this is the convex set B in Theorem A.6), the majorization ordering is the same as the partial cone ordering defined by the convex cone $F^{*}$ (Proposition 2.8). In other words, for $x, y \in F, x \leq y$ iff $y-x \in F^{*}$. Since $F$ has a non-empty interior, Theorem A. 6 yields

Proposition 2.13: Suppose $f_{1}$ defined on $R^{n}$ is $P_{n}$-invariant and let $f$ be the restriction of $f_{1}$ to $F$. Assume $f_{1}$ is continuous at the boundary of $F$. The following are equivalent
(i) $f_{1}$ is decreasing
(ii) For each frame vector $t_{i}$, $i=1, \ldots, n-1$ of $F^{*}$ and for each $x$ $\in F$, the function $\beta \rightarrow f\left(x+\beta t_{i}\right)$ is decreasing for $\beta \geq 0$ as long as $x+\beta t_{i} \in F$.

Proof: If (i) holds, then $f$ is decreasing on $F$ and Theorem A. 6 gives (ii). Conversely, given (ii), Theorem A. 6 implies that $f$ is decreasing on $F$. Since $f_{1}$ is $P_{n}$-invariant, this implies $f_{1}$ is decreasing on $R^{n}$.

Proposition 2.14: (Ostrowski (1952)). Suppose $f_{1}$ defined on $R^{n}$ is $P_{n}$ invariant and let $f$ be the restriction of $f_{1}$ to $F$. Assume that $f_{1}$ has a differential on $R^{n}$. The following are equivalent
(i) $f_{1}$ is decreasing
(ii) For each $x$ in the interior of $F$, say $F^{0}$,

$$
\frac{\partial f}{\partial x_{i}}(x) \leq \frac{\partial f}{\partial x_{i+1}}(x), \quad i=1, \ldots, n-1
$$

Proof: First assume (i). For each $x \in F^{0}$, and for each $i, f\left(x+\beta t_{i}\right)$ is decreasing in $\beta$ for $\beta$ in some non-degenerate interval $[0, \in)$, and $\beta \rightarrow$ $f\left(x+\beta t_{i}\right)$ is defined and differentiable in some interval ( $\delta, \in$ ) with $\delta<0<$ $\in$. Thus

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \beta} \mathrm{f}\left(\mathrm{x}+\beta \mathrm{t}_{\mathrm{i}}\right)\right|_{\beta=0}=\frac{\partial \mathrm{f}}{\partial \mathrm{x}_{\mathrm{i}}}(\mathrm{x})-\frac{\partial \mathrm{f}}{\partial \mathrm{x}_{\mathrm{i}+1}}(\mathrm{x}) \leq 0 .
$$

Hence (ii) holds. Conversely, if (ii) holds, we have that $\beta \rightarrow f\left(x+\beta t_{i}\right)$ is decreasing in $\beta$ for $x \in F^{0}$ as long as $x+\beta t_{i}$ is in $F$. Thus, if $x \leq y$ with
$x, y \in F^{0}, f(x) \geq f(y)$. Since $f_{1}$ has a differential, $f_{1}$ is continuous so $f$ is continuous on $F$. Thus, for any $x, y \in F$ with $x \leq y$, consider $u \in F^{0}$ so $x+\lambda u$ and $y+\lambda u$ are both in $F^{0}$ for $\lambda>0$. Since $x+\lambda u \leq y+\lambda u$, the above argument gives

$$
f(x+\lambda u) \geq f(y+\lambda u) \quad \text { for } \lambda>0
$$

Letting $\lambda \rightarrow 0$ yields $f(x) \geq f(y)$ so $f$ is decreasing on $F$. The $P_{n}$ invariance of $f_{1}$ implies that $f_{1}$ is decreasing. $\square$

Slightly sharper results than those above concerning the decreasing functions can be obtained via a more detailed analysis of the majorization ordering. To motivate this analysis, recall the "path argument" used in the proof of Theorem A.6. In the present context, this "path argument" shows that if $x \leq y$ are both in $F^{0}$ (the interior of $F$ ), then there exists vectors $z_{0}, z_{1}, \ldots, z_{m}$ all in $F^{0}$ with $z_{0}=x, z_{m}=y$ and $z_{i+1}=z_{i}+\gamma_{i} u_{i}$ where $\gamma_{i}>0$ and $u_{i} \in T=\left(t_{1}, \ldots, t_{n-1}\right)-$ a frame for $F^{*}$. Obviously $z_{i} \leq$ $z_{i+1}$ since $z_{i+1}-z_{i} \in F^{*}$. In fact, if we define

$$
z_{i+1}(\beta)=z_{i}+\beta u_{i} ; \quad 0 \leq \beta \leq \gamma_{i}
$$

for $i=0, \ldots, m-1$, then for $\beta_{1} \leq \beta_{2}, z_{i+1}\left(\beta_{1}\right) \leq z_{i+1}\left(\beta_{2}\right)$. Thus, $z_{i+1}(\beta)$ defines a line segment connecting $z_{i}$ and $z_{i+1}$, and as $\beta$ increases, $z_{i+1}(\beta)$ increases in the majorization ordering. Denoting this "path" from $x$ to $y$ by $z_{0} \rightarrow z_{1} \rightarrow \ldots \rightarrow z_{m}$, we have a "monotone" path from $x$ to $y$ which lies in $F$. An important point is that the path remains in $F$. It is $F$ where the ordering has been characterized. It was this path construction which provided Theorem A. 6 .

The above path construction fails when $x$ and $y$ are in the boundary of $F$ with $\mathrm{x} \leq \mathrm{y}$. For example, take $\mathrm{n}=4$ and consider

$$
y=\left(\begin{array}{r}
1 \\
0 \\
0 \\
-1
\end{array}\right) \quad, \quad x=\left(\begin{array}{r}
1 / 3 \\
1 / 3 \\
1 / 3 \\
-1
\end{array}\right)
$$

Then $x \leq y$ by Theorem 2.1 and $x, y \in F$. But, it is easy to see that $x+\gamma t_{i}$,
$i=1,2,3$ is not in $F$ for any $\gamma>0$. Thus, there can be no "path" in $F$ from $x$ to $y$ if we are only allowed to start the path with vectors of the form $x+\gamma t_{i}, \gamma>0$ where $t_{i}$ is a frame vector for $F^{*}$. The construction below provides a path from $x$ to $y$, which is in $F$, by enlarging the set of frame vectors. The technical details follow.

For integers $i$ and $j$, with $1 \leq i<j \leq n$, let $t_{i j}$ be the vector whose ith coordinate is 1 , whose $j$ th coordinate is -1 , and whose remaining coordinates are zero. Observe that the $n \times n$ matrix

$$
\begin{equation*}
R_{i j}=I_{n}-t_{i j} t_{i j}^{\prime} \tag{2.8}
\end{equation*}
$$

is the element of $P_{n}$ with permutes the ith and $j$ th coordinate of $x \in R^{n}$. Further, let $\Delta$ be the set of all the $t_{i j}, 1 \leq i<j \leq n$. It is easy to check that each $u \in \Delta$ is an element of $F^{*}$.

Proposition 2, 15: Consider $x, y \in F$ with $x \not y$ and $x \leq y$. Then there exists a $u \in \Delta$ and a $\gamma>0$ such that
(i) $x \leq x+\gamma u \leq y$
(ii) $x+\gamma u \in F$
(iii) The number of coordinates of $y-x$ which are zero is at least one less than the number of coordinates of $y-(x+\gamma u)$ which are zero.

Proof: Let the coordinates of $x$ and $y$ be $a_{1} \geq \ldots \geq a_{n}$ and $b_{1} \geq \ldots \geq b_{n}$ so

$$
\begin{align*}
& \sum_{1}^{\alpha} a_{i} \leq \sum_{1}^{\alpha} b_{i}, \quad \alpha=1, \ldots, n-1 \\
& \sum_{1}^{n} a_{i}=\sum_{1}^{n} b_{i} \tag{2.9}
\end{align*}
$$

Let $j$ be the smallest index such that $a_{j}<b_{j}$ and let $k$ be the largest index such that $a_{k}>b_{k}$. Such indices exist because $x \not y$ and because of (2.9). From the definition of $j$ and because of (2.9), $a_{i}=b_{i}$ for $i=$ $1, \ldots, j-1$. Also, we claim that

$$
\begin{equation*}
a_{i}=b_{i} \text { for } i=k+1, \ldots, n \tag{2.10}
\end{equation*}
$$

To verify this claim, observe that the definition of $k$ implies $a_{i} \leq b_{i}$ for $i=k+1, \ldots$, n. But $\Sigma_{1}^{k} a_{i} \leq \Sigma_{1}^{k} b_{i}$ so if $a_{i}>b_{i}$ for some $i=k+1, \ldots$, n, we obtain a contradiction to $\Sigma_{1}^{n} a_{i}=\Sigma_{1}^{n} b_{i}$. Hence (2.10) holds. Now, define $\gamma$ by

$$
\gamma=\min \left(b_{j}-a_{j}, a_{k}-b_{k}\right)>0
$$

and pick $u=t_{j k} \in \Delta$. With these choices for $\gamma$ and $u$, and the above remarks, it is now routine to verify (i), (ii) and (iii).

Proposition 2.16: Consider $x, y \in F$ with $x \not y y$ and $x \leq y$. Then there exists vectors $z_{0}, z_{1}, \ldots, z_{m}$ in $F$ such that
(i) $x=z_{0} \leq z_{1} \leq \ldots \leq z_{m}=y$
(ii) $z_{i+1}=z_{i}+\gamma_{i} u_{i}$ with $\gamma_{i}>0, u_{i} \in \Delta$ for $i=0, \ldots, m-1$
(iii) $m \leq n-1$.

Proof: First apply Proposition 2.15 to $x$ and $y$ to yield (with $z_{0}=x$ )

$$
z_{1}=z_{0}+\gamma_{0} u_{0}
$$

satisfying (i), (ii) and (iii) of Proposition 2.15. If $z_{1}=y$, we are done. If not, apply Proposition 2.15 to the pair $z_{1}, y$ to yield

$$
z_{2}=z_{1}+\gamma_{1} u_{1}
$$

satisfying (i), (ii) and (iii) of Proposition 2.15. Continuing this procedure until we have $z_{m}=y$ yields the claimed sequence of $z^{\prime} s$. Because of (iii) of Proposition 2.15, the procedure takes at most $n$ steps. But, in fact, the procedure takes at most $n-1$ steps because $x \leq y$ implies that $y$ $x$ cannot have $n-1$ zero coordinates; the sum of the coordinates of $x$ and y are the same. $\quad$ व

The proof of Proposition 2.15 is a minor modification of the construction of so called T-transforms used by Muirhead (1903) and Hardy,

Littlewood and Polya (1934). For a more complete discussion of Ttransforms, see Marshall and Olkin (1979, p. 21).

It is now possible to give an alternative characterization of the decreasing functions. Recall that the vector $t_{12} \in \Delta$ has first coordinate 1 , second coordinate -1 , and the remaining coordinates are zero.

Proposition 2.17: Let $f$ be a $P_{n}$-invariant function defined on $R^{n}$. The following are equivalent:
(i) $f$ is decreasing
(ii) for each vector $v$ which is perpendicular to $t_{12}$ (that is, $v^{\prime} t_{12}=0$ ), the function

$$
\begin{equation*}
\beta \rightarrow f\left(v+\beta t_{12}\right) \tag{2.11}
\end{equation*}
$$

is decreasing on $[0, \infty)$.

Proof: First assume $f$ is decreasing and consider $v$ perpendicular to $t_{12}$ (which we write as $v \perp t_{12}$ in what follows). For $0 \leq \beta_{1} \leq \beta_{2}$, it must be shown that

$$
\begin{equation*}
f\left(v+\beta_{1} t_{12}\right) \geq f\left(v+\beta_{2} t_{12}\right) \tag{2.12}
\end{equation*}
$$

But the matrix $R_{12}$ defined in (2.8) is an element of $P_{n}$ and satisfies

$$
R_{12} v=v, R_{12} t_{12}=-t_{12}
$$

Since $0 \leq \beta_{1} \leq \beta_{2}$, we see that $v+\beta_{1} t_{12}$ is a convex combination of $v+\beta_{2} t_{12}$ and $R_{12}\left(v+\beta_{2} t_{12}\right)=v-\beta_{2} t_{12}$. Thus, $v+\beta_{1} t_{12}$ is in $C\left(v+\beta_{2} t_{12}\right)$ and since $f$ is decreasing, (2.12) holds.

Conversely, assume that (ii) holds and consider $x$ and $y$ with $x \leq y$. It must be verified that

$$
\begin{equation*}
f(x) \geq f(y) \tag{2.13}
\end{equation*}
$$

Since $f$ is $P_{n}$-invariant, we can assume $x$ and $y$ are in $F$. Now, let $z_{0}=x$,
$z_{1}, \ldots, z_{m}=y$ be the vectors given in Proposition 2.16. Since $z_{i} \leq z_{i+1}$, it suffices to show that

$$
\begin{equation*}
f\left(z_{i}\right) \geq f\left(z_{i+1}\right) \tag{2.14}
\end{equation*}
$$

for $i=0, \ldots, m-1$. But from (ii) of Proposition 2.16, $z_{i+1}=z_{i}+\gamma_{i} u$ where $u \in \Delta$ and $\gamma_{i}>0$ so it suffices to show that

$$
\begin{equation*}
\Psi(\gamma)=f\left(z_{i}+\gamma u\right) \tag{2.15}
\end{equation*}
$$

is decreasing in $\gamma$ for $\gamma \in[0, \infty)$. Since $u \in \Delta, u=t_{j k}$ for some integers $j, k$ with $1 \leq j<k \leq n$. Write $z_{i}$ as

$$
\begin{equation*}
z_{i}=v_{i}+\delta t_{j k} \tag{2.16}
\end{equation*}
$$

where $v_{i}{ }^{\perp} t_{j k}$. Since $z_{i} \in F, 0 \leq t_{j k}^{\prime} z_{i}-2 \delta$ so $\delta \geq 0$. Therefore, $\Psi$ given in (2.15) is

$$
\begin{equation*}
\Psi(\gamma)=f\left(v_{i}+(\gamma+\delta) t_{j k}\right) \tag{2.17}
\end{equation*}
$$

where $v_{i} \perp t_{j k}$. Now, let $g$ be an element of $P_{n}$ such that $g t_{j k}=t_{12^{--s u c h}}$ a $g$ clearly exists. Since $f$ is invariant

$$
\Psi(\gamma)=f\left(g\left(v_{i}+(\gamma+\delta) t_{j k}\right)\right)=f\left(g v_{i}+(\gamma+\delta) t_{12}\right) .
$$

Because $v_{i}$ is perpendicular to $t_{j k}$ and $g$ is an orthogonal transformation, $g v_{i}$ is orthogonal to $g t_{j k}=t_{12}$. By (ii) with $v=g v_{i}$,

$$
\beta \rightarrow f\left(\mathrm{gv}_{\mathrm{i}}+\beta \mathrm{t}_{12}\right)
$$

is decreasing for $\beta \in[0, \infty)$. Since $\delta \geq 0$, this implies $\Psi$ is decreasing on $[0, \infty)$, and the proof is complete.

$$
\text { If } f \text { is } P_{\mathrm{n}} \text {-invariant, then for } \mathrm{v} \perp \mathrm{t}_{12} \text { the function }
$$

$$
\begin{equation*}
\Psi(\beta)=\mathrm{f}\left(\mathrm{v}+\beta \mathrm{t}_{12}\right), \quad \beta \in \mathrm{R}^{1} \tag{2.18}
\end{equation*}
$$

is always symmetric on $R^{1}$. This follows from

$$
f\left(v+\beta t_{12}\right)=f\left(R_{12}\left(v+\beta t_{12}\right)\right)=f\left(v-\beta t_{12}\right)
$$

as in the proof of Proposition 2.17. Thus, another way to state this proposition is that $f$ is decreasing iff $\Psi$ given in (2.18) is unimodal (about 0 )--the symmetry of $\Psi$ is automatic when $f$ is invariant. Since $v \perp$ $t_{12}$, the first two coordinates of $v$ are the same, say $\alpha$. Let $\alpha_{3}, \ldots, \alpha_{n}$ be the remaining coordinates of $v$. Then (2.18) is just

$$
\begin{equation*}
\Psi(\beta)=f\left(\alpha+\beta, \alpha-\beta, \alpha_{3}, \ldots, \alpha_{n}\right) \tag{2.19}
\end{equation*}
$$

and (ii) is that $\Psi$ is decreasing on $[0, \infty)$. Of course, when $f$ has a differential, we have

Proposition 2.18: Suppose f is $P_{\mathrm{n}}$-invariant and f has a differential. The following are equivalent
(i) f is decreasing
(ii) $\frac{\partial f}{\partial x_{1}}(x) \leq \frac{\partial f}{\partial x_{2}}(x)$ for all vectors $x$ with $x_{1} \geq x_{2}$ where $x$ has coordinates $x_{1}, \ldots, x_{n}$.

Proof:: Obvious from Proposition 2.17.

We close this section with a few comments about doubly stochastic matrices which are discussed in the appendix. An early result in the development of majorization is

Proposition 2.19 (Hardy, Littlewood and Polya (1929)). The following are equivalent:
(i) $\mathrm{x} \leq \mathrm{y}$
(ii) $\mathrm{x}=\mathrm{Qy}$ for some doubly stochastic matrix Q .

Proof: That (i) implies (ii) is obvious from Definition 2.1 because a
convex combination of permutation matrices is doubly stochastic. The converse is a direct consequence of Birkhoff's Theorem in the Appendix. However a direct proof can also be given using the characterization of $\leq$ given in Theorem 2.11. For this direct proof, see the proof of Theorem A. 4 in Marshall and Olkin (1979, p. 20).

## Section 3: The Convolution Theorem:

To motivate the main result of this section, suppose that $f$ is a density function on $R^{n}$ which is decreasing in the sense of Definition 2.2. Examples of such densities (which are most easily shown to be decreasing by using Proposition 2.17 or Proposition 2.18) are:
(i) $f(x)=h\left(\|x\|^{2}\right)$ where $h$ is decreasing on $[0, \infty)$
(ii) $f(x)=\frac{n}{1} k\left(x_{i}\right)$ where $k$ is a density on $R^{1}$ which is $\log$ concave
(iii) $f$ corresponds to a normal distribution with mean 0 and covariance $\Sigma$ which satisfies $\sigma_{i i}=\sigma_{11}$ for $i=1, \ldots, n$ and $\sigma_{i j}=\sigma_{12}$ for $\mathbf{i} \neq \mathbf{j}, \mathrm{i}, \mathrm{j}=1, \ldots, \mathrm{n}$.
Consider a rectangular subset of $R^{n}$ given by

$$
A=\left\{x \mid c \leq x_{i} \leq d, \quad i=1, \ldots, n\right\}
$$

so $A$ is permutation invariant and convex. Then the function

$$
\begin{equation*}
\Psi(\theta)=\int_{A} f(x-\theta) d x \tag{2.20}
\end{equation*}
$$

is the probability of $A$ as a function of the translation parameter $\theta \in R^{n}$. For example, A might be the acceptance region of a test designed to test $\theta$ $=0$ in which case $1-\Psi(\theta)$ is the power function of the test. The problem is to say something about the behavior of the function $\Psi$ as $\theta$ varies. Since $A$ is $P_{n}$-invariant and convex, it follows easily that the indicator function of $A$, say $I_{A}$, is a decreasing function on $R^{n}$. Thus,

$$
\Psi(\theta)=\int I_{A}(x) f(x-\theta) d x=\int I_{A}(x) f(-(\theta-x)) d x
$$

which we recognize as the convolution of the two decreasing functions $I_{A}$ and $f_{1}$ defined by $f_{1}(x)=f(-x)$. That $f_{1}$ is again a density and is decreasing is easily checked. Hence it seems natural to ask if $\Psi$, being the convolution of two decreasing functions, is itself a decreasing function (compare to the conclusion of Proposition 1.3). That this is in fact true was established in Marshall and 01kin (1974). This result immediately yields useful inequalities for the function $\Psi$. For example, over the set of $\theta^{\prime}$ s which satisfy $\Sigma \theta_{i}=1, \Psi$ is maximized when $\theta=\theta_{0}$ all of whose coordinates are $n^{-1}$. This is a consequence of $\theta_{0} \leq \theta$ for all $\theta^{\prime} s$ whose coordinates add up to 1 and the fact that $\Psi$ is decreasing.

Here is the formal statement of one version of the convolution theorem.

Theorem 2.20: (Marshall and 01kin (1974)). Suppose $f_{1}$ and $f_{2}$ are Lebesgue measurable functions defined on $R^{n}$ which are both decreasing in the sense of Definition 2.2. Suppose that $f_{2} \geq 0$ and is integrable and suppose that $f_{1}$ is bounded. Then the convolution

$$
\begin{equation*}
h(y)=\int_{R^{n}} f_{1}(y-x) f_{2}(x) d x \tag{2.21}
\end{equation*}
$$

is also decreasing.

Proof: The idea of the proof is to use Proposition 2.17 and Wintner's Theorem (Proposition 1.3). For simplicity of notation, set $t=t_{12} / \sqrt{2}$ where $t_{12}$ is the vector in Proposition 2.17.

First observe that $h$ is $P_{n}$-invariant since because $f_{1}$ and $f_{2}$ are and each $g \in P_{\mathrm{n}}$ preserves Lebesgue measure. More specifically,

$$
\begin{aligned}
h(g y) & =\int f_{1}(g y-x) f_{2}(x) d x=\int f_{1}\left(y-g^{-1} x\right) f_{2}(x) d x \\
& =\int f_{1}\left(y-g^{-1} x\right) f_{2}\left(g^{-1} x\right) d x=\int f_{1}(y-x) f_{2}(x) d x=h(y)
\end{aligned}
$$

The second equality follows from the invariance of $f_{1}$, the third from the invariance of $f_{2}$, and the fourth because Lebesgue measure is invariant under the change of variable $x \rightarrow g^{-1} x$. Thus, to show $h$ is decreasing it must be verified that for each vector $v \perp t$, the function

$$
\begin{equation*}
\beta \rightarrow \mathrm{h}(\mathrm{v}+\beta \mathrm{t}) \tag{2.22}
\end{equation*}
$$

is decreasing on $[0, \infty)$.
Let $M$ be the linear subspace of $R^{n}$ which is perpendicular to $t$, so $R^{n}$ can be written as the orgthogonal direct sum

$$
\begin{equation*}
R^{n}=M+\operatorname{span}\{t\} \tag{2.23}
\end{equation*}
$$

Thus, each $x \in R^{n}$ can be written uniquely in the form

$$
x=w+\gamma t, \quad w \in M, \gamma \in R^{1}
$$

where $w \perp t$ since $w \in M$. Since the transformation from $x$ to ( $w, t$ ) is an orthogonal transformation, we have

$$
\begin{equation*}
h(v+\beta t)=\int_{M} \int_{-\infty}^{\infty} f_{1}(v+\beta t-w-\gamma t) f_{2}(w+\gamma t) d \gamma d w \tag{2.24}
\end{equation*}
$$

where "dw" means Lebesgue measure on $M$. Since $f_{1}$ and $f_{2}$ are decreasing, Proposition 2.17 shows that for each $z \in M$,

$$
\begin{equation*}
\alpha \rightarrow f_{i}(z+\alpha t) \tag{2.25}
\end{equation*}
$$

is a symmetric unimodal function on $R^{1}$ for $i=1,2$.
Now, for $v$ fixed, consider the function

$$
K(w, \beta)=\int_{-\infty}^{\infty} f_{1}(v-w+(\beta-\gamma) t) f_{2}(w+\gamma t) d \gamma
$$

By assumption, the integral in (2.24) is well defined, so except for $w$ in a Lebesgue null set $N \subseteq M, K(w, \beta)$ is a finite number. For $w \notin N$, (2.25) shows that $K(w, \bullet)$ is in fact the convolution on $R^{1}$ of two symmetric unimodal functions since $v-w \in M$ and $w \in M$. Thus, by Proposition 1.3, for $w \notin N, K(w, \cdot)$ is a symmetric unimodal function on $R^{1}$. Hence

$$
h(v+\beta t)=\int_{M} K(w, \beta) d w=\int_{M \cap N} c(w, \beta) d w .
$$

For $w \in M \cap N^{c}, K(w, \beta)$ is a decreasing function for $\beta \in[0, \infty)$ and hence so is the integral over $M \Omega N^{\mathrm{C}}$. Thus, the function given in (2.22) is decreasing on $[0, \infty)$ and the proof is complete.

It should be emphasized that the key to the above proof is Wintner's Theorem together with the characterization of the decreasing functions given in Proposition 2.17. This technique is used again in a more general setting in Chapter 6.

Before extending Theorem 2.20 to functions $f_{1}$ which are unbounded, it is useful to discuss the class $F$ of all $f: R^{n} \rightarrow R^{\dagger}$ which are decreasing. A subset $B \subseteq R^{n}$ is called monotone if the indicator function $I_{B}$ is in $F$. Hence a monotone set is necessarily invariant under permutations. Also, if $B$ is $P_{n}$-invariant and convex, it follows easily that $I_{B} \in F$.

## Proposition 2.21

(i) A set $B$ is monotone iff for each $x \in B, C(x) \subseteq B$.
(ii) $A$ function $f$ is decreasing iff for each $k \in R^{1}$, the set $B_{k}=\{x \mid f(x) \geq k\}$ is monotone.

Proof: The first assertion follows immediately from the definition of monotone. For the second assertion, first assume $B_{k}$ is monotone for each k. To show $f$ is decreasing, consider $x \leq y$ and pick $k=f(y)$. By (i), $x \in$ $C(y) \subseteq B_{k}$ as $y \in B_{k}$ when $k=f(y)$. Thus,

$$
f(x) \geq k=f(y)
$$

so $f$ is decreasing. Conversely, when $f$ is decreasing, consider $B_{k}$ and let $u \in B_{k}$. Then $f(u) \geq k$ so each $x \in C(u)$ satisfies $f(x) \geq f(u) \geq k$. Hence $C(u) \subseteq B_{k}$ and by (i), $B_{k}$ is monotone.

Now, observe that $F$ is a convex cone of functions which is closed under minimum and maximum. That is, if $k_{1}, k_{2}$ are in $F$, then $h_{1}(x)=$
$\max \left\{k_{1}(x), k_{2}(x)\right\}$ and $h_{2}(x)=\min \left(k_{1}(x), k_{2}(x)\right\}$ are also in $F$. Hence if $f_{1} \in$ $F$, then for $m=1,2, \ldots$,

$$
f_{1}^{(m)}(x)=\max \left\{-m, \min \left(m, f_{1}(x)\right\}\right)
$$

is bounded in absolute value by $m$, is in $F$, and

$$
f_{1}(x)=\lim _{m \rightarrow \infty} f_{1}^{(m)}(x) .
$$

To extend Theorem 2.20, consider a non-negative integrable function $f_{2}$ and assume that $f_{1}$ satisfies

$$
\begin{equation*}
\int\left|f_{1}(x)\right| f_{2}(y-x) d x<+\infty \tag{2.26}
\end{equation*}
$$

for each $y \in R^{n}$. With $f_{1}^{(m)}$ as defined above, Theorem 2.20 shows that

$$
h_{m}(y)=\int f_{1}^{(m)}(x) f_{2}(y-x) d x
$$

is in $F$. Assumption (2.26) and the Dominated Convergence Theorem yield

$$
\lim _{m \rightarrow \infty} h_{m}(y)=\int f_{1}(x) f_{2}(y-x) d x=h(y) .
$$

Since $F$ is closed under the taking of pointwise limits, it follows that $h \in$ $F$. Thus, Theorem 2.20 holds when (2.26) holds.

## Section 4: Majorization on Subsets of $\mathrm{R}^{\mathrm{n}}$

In this section, we briefly discuss the validity of some of the previous results when majorization is restricted to a non-empty subset $X \subseteq$ $\mathrm{R}^{\mathrm{n}}$. It is assumed that $X$ is a $P_{\mathrm{n}}$-invariant set--that is, $\mathrm{x} \in X$ implies gx $\in X$ for all $\mathrm{g} \in P_{\mathrm{n}}$. A particularly important example of such an $X$ is the set of all vectors in $R^{n}$ whose coordinates are integers.

The first observation is that all the results and discussion in Section 1 are valid for any set $X$ because these results concern only the meaning of
" $x \leq y$ " which does not involve $X$. In other words, the discussion in Section 1 concerns two vectors $x$ and $y$ and the meaning of " $x \leq y$ ". However, there should be a minor modification in Proposition 2.3 because the appropriate domain of definition for $m$ is $\mathrm{R}^{\mathrm{n}} \mathrm{xX}$ so (ii) of Proposition 2.3 needs to be interpreted appropriately. With this one provision, Propositions 2.1 through and including Proposition 2.11 remain true as stated.

Now, again let $X$ be a $P_{n}$-invariant subset of $R^{n}$ and let $f$ be a real valued function defined on $X$. As in Definition 2.2, $f$ is decreasing (on $X$ ) if for $x, y \in X, x \leq y$ implies $f(x) \geq f(y)$. However, much care must be taken with regard to the validity of Propositions 2.12 through 2.18. In the next few paragraphs, some of the issues regarding these propositions will be discussed.

Since $X$ is $P_{n}$ invariant, the validity of the first assertion of Proposition 2.12 is clear. For the second assertion, $X$ must be a set where concavity makes sense. For example, if $X$ is a convex set, then the second claim is certainly true.

In the context of Proposition 2.13, the appropriate domain of definition of $f$ is $X \cap F$ which is non-empty since $X$ is non-empty and $P_{n}$ invariant. However, $X \cap F$ must be convex and have a non-empty interior in order that Theorem A. 6 apply. When $X \cap F$ does satisfy these assumptions, the argument used to prove Proposition 2.13 is valid since Theorem A. 6 applies.

The function $f$ in Proposition 2.14 is assumed to have a differential, and for this to make sense on $X$, the most natural assumption is that $X$ is an open set. However, Proposition 2.13 is used in the proof of Proposition 2.14 and to use this, $X \cap F$ must be convex and have a non-empty interior. It may be possible to assume less than this, but things need to be checked very carefully.

The key idea in Propositions 2.15, 2.16 and 2.17 is the construction of a path from $x$ to $y$ which stays in $F$ (when $x \leq y$ ). For the case at hand, the path must be constructed so that the nodes of the path (the vectors $z_{i}$ in Proposition 2.16) stay in $X \cap F$. This depends crucially on the structure of $X$ and needs to be checked in particular cases. But, there is one special case of great interest where these results are valid--namely when $X$ is the set of all vectors in $R^{n}$ whose coordinates are all integers (this $X$
is often called the integer lattice in $R^{n}$ ). The checking of the arguments in these Propositions for this particular $X$ is routine and is left to the reader.

A discussion of Proposition 2.18 for a general set $X$ is omitted. Proposition 2.19 is valid as it only involves a statement about $\mathrm{x} \leq \mathrm{y}$.

We close this discussion with some remarks about the Convolution Theorem when $X$ is the integer lattice in $R^{n}$. In this case $X$ is an abelian group and counting measure on $X$ is an invariant measure. That is, if $\mu$ denotes the measure which assigns measure 1 to each point of the countable set $X$, then for any subset $B \subseteq X$,

$$
\mu(B+x)=\mu(B), \quad x \in X
$$

Let $f_{1}$ be a bounded function on $X$ and let $f_{2} \geq 0$ be integrable on the measure space $(X, \mu)$. The appropriate definition of the convolution is

$$
\begin{equation*}
h(y)=\int_{X} f_{1}(y-x) f_{2}(x) \mu(d x) \tag{2.27}
\end{equation*}
$$

Suppose further that $f_{1}$ and $f_{2}$ are decreasing. The question is whether or not $h$ need be decreasing. The answer is yes and a proof consists of "mimicking" that given for Theorem 2.20. The idea is to use the appropriate modification of Proposition 2.17 for the integer lattice and show that the function

$$
\begin{equation*}
\beta \rightarrow \mathrm{h}\left(\mathrm{v}+\beta \mathrm{t}_{12}\right) \tag{2.28}
\end{equation*}
$$

is decreasing on $\{0,1,2, \ldots\}$ for each vector $v \in X$ which is perpendicular to $t_{12}$. The details are much the same as in the proof of Theorem 2.20 , with one important exception. Namely, a discrete version of Wintner's Theorem is needed. Thus, suppose $k_{1}$ and $k_{2}$ are two symmetric real valued functions defined on $Z=\{0, \pm 1, \pm 2, \ldots\}$ which are decreasing on $\{0,1,2, \ldots\}$. Then the convolution

$$
k_{3}(y)=\sum_{x} k_{1}(y-x) k_{2}(x)
$$

is also symmetric and decreasing on $\{0,1,2, \ldots\}$. The proof of this is much the same as the proof of Wintner's Theorem adapted to the case at hand. We note that an alternative proof of the Convolution Theorem for the integer lattice $X$ is given in Chapter 3 as an application of the so called Composition Theorem.

## Chapter 3: Majorization: Applications and Extensions

Many applications of majorization in statistics and probability provide at least partial solutions to the following rather general problem.

Consider a parametric family of probability densities $f_{1}(x \mid \theta)$ on a space $X$ (densities with respect to a fixed $\sigma$-finite measure $\mu$ ) with $\theta \in \theta$ and let $h_{1}$ be a real valued function. The problem is to "describe" the behavior of the function

$$
\begin{equation*}
\Psi_{1}(\theta)=\int h_{1}(x) f_{1}(x \mid \theta) \mu(d x) \tag{3.1}
\end{equation*}
$$

Naturally, "solutions" to this problem require further assumptions and special structures on $X$ and $\theta$. The convolution theorem (Theorem 2.20) is an example of a solution when $X=\theta=R^{n}, f_{1}(x \mid \theta)=f_{0}(x-\theta)$ is a translation family and both $h_{1}$ and $f_{0}$ are decreasing functions. In this case, $\Psi_{1}$ is a decreasing function which provides some information concerning the behavior of $\Psi_{1}$.

A related problem, which is connected to the discussion of the BehrensFisher problem given in Chapter 1, concerns linear combinations of real valued random variables. For example, suppose $X$ is a random vector in $R^{n}$ with a distribution function $F$. Given a real valued function $h_{2}$ defined on $\mathrm{R}^{1}$, consider

$$
\begin{equation*}
\Psi_{2}(\theta)=E h_{2}\left(\sum_{1}^{n} \theta_{i} X_{i}\right) \tag{3.2}
\end{equation*}
$$

where $X$ has coordinates $X_{1}, \ldots, X_{n}$ and $\theta \in R^{n}$ has coordinates $\theta_{1}, \ldots, \theta_{n}$. Again, the problem is to describe the behavior of $\Psi_{2}$ under various
assumptions on $F$ when $\theta$ ranges over some set of interest. When $X_{1}, \ldots, X_{n}$ are i.i.d. random variables, and when $h_{2}$ is concave, the argument given to prove Proposition 1.6 shows that $\Psi_{2}$ is concave. Of course, this implies that $\Psi_{2}$ is decreasing in the sense of majorization.

Much of this chapter is devoted to results which use majorization and related notions to provide at least partial solutions to problems resembling those above. In Section 3.1, the Behrens-Fisher problem, introduced in Chapter 1, is discussed together with some related material.

An important generalization of the decreasing functions is introduced
in Section 3.2 where the definition of the so called decreasing reflection (DR) functions is motivated. Some basic results concerning DR functions are given in Section 3.3 and a variety of applications appear in Section 3.4.

Many of the results and techniques presented here and in the previous chapter have extensions. Some of these extensions are treated, although rather incompletely, in Chapter 6. Thus, if some definitions and results appear to be phrased or formulated in what appears to be an unusual manner, the reader should keep in mind that the style of the presentation here has been selected with these extensions in mind.

## Section 3.1. The Behrens-Fisher Problem and Related Topics

Recall that the problem introduced in Section 1.3 involved the study of a function

$$
\begin{equation*}
\Psi(w)=P\left(Z \leq c \sum_{1}^{m+n} w_{i} U_{i}\right\} \tag{3.3}
\end{equation*}
$$

where $Z, U_{1}, \ldots, U_{m+n}$ are i.i.d. chi-squared random variables with one degree of freedom, $c$ is a fixed positive constant and the weights $w_{i}$, $i=$ $1, \ldots, m+n$ are defined in Proposition 1.5. The problem is to give upper and lower bounds on $\Psi$. An immediate consequence of Proposition 1.6 is

Proposition 3.1: The function $\Psi$ in (3.3) is decreasing (in the sense of Definition 2.2) on the set of $w^{\prime} s$ which satisfy $0 \leq w_{i}$ for $i=1, \ldots, m+n$ and $w \neq 0$.

Proof: The proof of Proposition 1.6 shows that $\Psi$ is $P_{n}$-invariant and concave on the given set of $w^{\prime} s$. The result follows from Proposition 2.12. ㅁ

Sharp bounds for (3.3) can now be had easily.

Proposition 3.2: Assume (without loss of generality) than $m \leq n$. For any set of weights $w_{1}, \ldots, w_{m+n}$ as defined in Proposition 1.5, the following
double inequality is valid:

$$
\begin{equation*}
P\left(Z \leq \mathrm{cm}^{-1} \sum_{1}^{m} U_{i}\right\} \leq \Psi(w) \leq P\left(Z \leq c(m+n)^{-1} \sum_{1}^{m+n} U_{i}\right\} \tag{3.4}
\end{equation*}
$$

Proof: Consider the weight vectors $w^{(1)}$ and $w^{(2)}$ defined by: $w^{(1)}$ has its first $m$ coordinates equal to $\mathrm{m}^{-1}$ and its remaining coordinates zero; $\mathrm{w}^{(2)}$ has all its $(m+n)$ coordinates equal to $(m+n)^{-1}$. Since $\Psi$ is decreasing, (3.4) follows once it is verified that

$$
\begin{equation*}
w^{(2)} \leq w \leq w^{(1)} \tag{3.5}
\end{equation*}
$$

for all weight vectors $w$ as given in Proposition 1.5. However, the verification of (3.5) is routine if one uses Proposition 2.10. Thus (3.4) holds. $\square$

The bounds given in (3.4) are obviously tight in the sense that there are weight vectors w under consideration which achieve both the upper and lower bounds. In this sense, Proposition 3.2 provides a complete solution to the problem posed in Chapter 1. The two inequalities in (3.4) are originally due to Hsu (1938).

A cursory examination of the proof of Proposition 1.6 immediately yields further results on decreasing functions. Recall that a random vector $X \in R^{n}$ has an exchangeable distribution (or $X$ is exchangeable) if $X$ and $g X$ have the same distribution for all $g \in P_{n}$. Here is a result due to Marshall and Proschan (1965).

Proposition 3.3: Suppose $X \in R^{n}$, with coordinates $X_{1}, \ldots, X_{n}$, is exchangeable and let $H: R^{n} \rightarrow R^{1}$ be $P_{n}$-invariant and concave. For each vector $w \in R^{n}$ with coordinates $w_{1}, \ldots, w_{n}$ let

$$
\begin{equation*}
\Psi(w)=E H\left(w_{1} X_{1}, \ldots, w_{n} X_{n}\right) \tag{3.5}
\end{equation*}
$$

Then $\Psi$ is $P_{n}$-invariant and concave, and hence decreasing.

Proof: For each w, let $D(w)$ denote the $n \times n$ diagonal matrix with diagonal elements $w_{1}, \ldots, w_{n}$. For each $g \in P_{n}$, it is easily verified that

$$
D(g w)=g D(w) g^{\prime}
$$

and

$$
\begin{equation*}
D(a w+b v)=a D(w)+b D(v) \tag{3.6}
\end{equation*}
$$

for $a, b, \in \mathbb{R}^{1} ; w, v \in \mathbb{R}^{n}$. Now, (3.5) can be written

$$
\begin{equation*}
\Psi(\mathrm{w})=E H(D(\mathrm{w}) \mathrm{X}) \tag{3.7}
\end{equation*}
$$

Using the symmetry of $H$ and the exchangeability of $x$, we have

$$
\begin{aligned}
\Psi(g w) & =E H(D(g w) X)=E H\left(g D(w) g^{\prime} X\right)= \\
& =E H\left(D(w) g^{\prime} X\right)=E H(D(w) X)=\Psi(w)
\end{aligned}
$$

so $\Psi$ is invariant. The concavity of $\Psi$ follows from (3.6) and the concavity
of $H-$ i.e., for $w, v \in R^{n}$ and $\alpha \in(0,1)$,

$$
\begin{aligned}
\Psi(\alpha w & +(1-\alpha) v)=E H(D(\alpha w+(1-\alpha) v) X) \\
& =E H(\alpha D(w) X+(1-\alpha) D(v) X) \\
& \geq \alpha E H(D(w) X)+(1-\alpha) E H(D(v) \mathrm{X})=\alpha \Psi(w)+(1-\alpha) \Psi(v) .
\end{aligned}
$$

Thus $\Psi$ is concave so by Proposition 2.10, $\Psi$ is decreasing. $\square$

In Proposition 3.3, $\Psi$ need not be defined for all $w \in \mathbb{R}^{n}$, but only in some symmetric convex subset of $\mathrm{R}^{\mathrm{n}}$--just so long as the expressions involved are well defined. The above argument remains valid. In fact, $\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{n}}$ need not even be real valued random variables, but can be random vectors--see Eaton and Olshen (1972) for an application. A particularly interesting function H is

$$
H(x)=h\left(\sum_{1}^{n} x_{i}\right)
$$

where $x$ has coordinates $x_{1}, \ldots, x_{n}$ and $h$ is a concave function on $R^{1}$. That this H satisfies the assumptions of Proposition 3.3 is easily checked.

Both the convolution theorem and Proposition 3.3 provide sufficient conditions that certain expectations of functions of a random vector be decreasing functions of a vector of parameters. In the convolution theorem, the parameters are translation parameters while in Proposition 3.3 the vector $w$ is not a "traditional parameter", but in the context of Proposition 3.2, w is a vector of scale parameters. Before beginning the discussion of more general conditions under which the function defined in (3.1) is decreasing, we pause here to mention the problem of "coordinate systems." To wit, even though a $P_{n}$-invariant function $\Psi(\theta)$ may not be decreasing in $\theta \in R^{n}$, it is sometimes possible to introduce a new coordinate system say $\theta=h(\eta)$ with $\eta \in R^{n}$, so that the function

$$
g(\eta)=\Psi(h(\eta))
$$

is decreasing. An example will suffice.

Example 3.1: Consider independent random variables $Y_{1}$ and $Y_{2}$ with densities on $[0, \infty)$

$$
f\left(y \mid \theta_{i}\right)=\frac{1}{\theta_{i}} \exp \left[-y / \theta_{i}\right], \quad y \geq 0
$$

where $\theta_{i}>0, i=2$. Consider

$$
\Psi(\theta)=P\left\{Y_{1}+Y_{2} \leq 1\right\}
$$

for $\theta_{i}>0, i=1,2$. P. Diaconis has shown (unpublished work of 1976) that for $\theta_{1}+\theta_{2} \geq 1, \Psi$ is decreasing, but for $\theta_{1}+\theta_{2} \leq 2 / 3$, $\Psi$ is increasing. The method of proof is the verification of the derivative conditions in Proposition 2.18 and is not given here. However, if we set $X_{i}=\log Y_{i}$, $i$ $=1,2, \eta_{i}=\log \theta_{i}, i=1,2$, and

$$
g(\eta)=\Psi\left(e^{\eta_{1}}, e^{\eta_{2}}\right)
$$

a bit of calculation shows that:
(i) The density of $X_{i}$ is $h\left(x-\eta_{i}\right), i=1,2$ where

$$
h(v)=e^{v}\left(\exp \left[-e^{v}\right]\right), \quad v \in R^{1}
$$

(ii) The function $g$ is given by

$$
g(\eta)=\iint_{R} 2 I_{B}\left(x_{1}, x_{2}\right) h\left(x_{1}-\eta_{1}\right) h\left(x_{2}-\eta_{2}\right) d x_{1} d x_{2}
$$

where

$$
B=\left\{u \in R^{2} \mid e^{u_{1}}+e^{u_{2}} \leq 1\right\}
$$

But, since $B$ is a convex symmetric set, $I_{B}$ is a decreasing function on $R^{2}$. Also, since $h$ is a $\log$ concave function, it follows that $x \rightarrow h\left(x_{1}\right) h\left(x_{2}\right)$ is also decreasing on $R^{2}$. Since $g$ is the convolution of two decreasing functions, $g$ is decreasing. Obviously, this argument can be extended to more variables and other cases. The point of the above example is that sometimes a change of variable can yield a decreasing function from one which was not decreasing. The change of variable in this example was fairly obvious, but this is certainly not the case in general.

## Section 3.2: Decreasing Reflection Functions: Motivation

In this section, we discuss an estimation problem which is intended to motivate the definition of a Decreasing Reflection Function given in the next section. In addition to having applications in ranking problems (see Eaton (1967)), these DR function play a role in showing functions of the form (3.1) are decreasing when neither Theorem 2.20 nor Proposition 3.3 are applicable. These applications are discussed in detail in the following two sections.

Consider independent random variables $X_{i}, i=1, \ldots, n$ with $L\left(X_{i}\right)=$
$N\left(\theta_{i}, 1\right) i=1, \ldots n-$ that $i s$, the distribution of $X_{i}$ is normal with mean $\theta_{i}$ and variance $1, i=1, \ldots, n$. Let $X$ and $\theta$ be $n$-vectors whose coordinates are respectively $X_{1}, \ldots, X_{n}$ and $\theta_{1}, \ldots, \theta_{n}$. Then, the density of $x$ given $\theta$ is

$$
\begin{equation*}
f(x \mid \theta)=\frac{1}{(\sqrt{2 \pi})^{n}} \exp \left[-\frac{1}{2} \sum_{1}^{n}\left(x_{i}-\theta_{i}\right)^{2}\right] \tag{3.8}
\end{equation*}
$$

where $x$ an $\theta$ are in $R^{n}$. The vector $\theta \in R^{n}$ is assumed unknown and an observation $x \in \mathbb{R}^{n}$ is available. The problem is to "estimate the order of the coordinates of $\theta$." In other words, after seeing $x$, we are supposed to announce our guess concerning which coordinate of $\theta$ is largest, second largest,..., smallest. A more precise mathematical description of this problem is useful. In the notation of Chapter 2, let $F \subseteq R^{n}$ be the convex cone of vectors $u$ whose coordinates satisfy $u_{1} \geq \ldots \geq u_{n}$. Each parameter vector $\theta$ can be written

$$
\begin{equation*}
\theta=\mathrm{k} \eta ; \quad \eta \in \mathrm{F} \text { and } \mathrm{k} \in P_{\mathrm{n}} . \tag{3.9}
\end{equation*}
$$

Hence, $\eta$ is the vector of ordered coordinates of $\theta$ and $k^{-1}=k^{\prime}$ is a permutation matrix which puts the coordinates of $\theta$ in order--that is, $k^{\prime} \theta=$ $\eta$. The possible non-uniqueness of $k$ caused by the equality of some of the coordinates of $\theta$ will not be an issue.

In terms of the parameterization $\mathrm{k} \eta$ given in (3.9), the problem is to estimate $k$ (or equivalently, $k^{\prime}$ ) on the basis of the data $x$. Because of the symmetry in the density $f$ in (3.8), it is intuitively clear that the answer to this estimation problem should be given by $k(x) \in P_{n}$ where

$$
\begin{equation*}
x=k(x) z ; \quad z \in F, \quad k(x) \in P_{n} \tag{3.10}
\end{equation*}
$$

Namely, the estimated order of the coordinates of $\theta$ is just the observed order of the coordinates of $x$. In fact a bit more is true as is shown in Proposition 3.5, but before turning to this, it is useful to isolate two properties of $f$ in (3.8).

Proposition 3.4: The density of $f$ in (3.8) satisfies:
(i) $f(x \mid \theta)=f(g x \mid g \theta)$ for $x, \theta \in R^{n}$ and $g \in P_{n}$.
(ii) For integers $j$ and $k, 1 \leq j \neq k \leq n$, if $x$ and $\theta$ satisfy $x_{j} \geq$ $-x_{k}$ and $\theta_{j} \geq \theta_{k}$, then

$$
\begin{equation*}
f(x \mid \theta) \geq f\left(x_{(j, k)} \mid \theta\right) \tag{3.11}
\end{equation*}
$$

where $x_{(j, k)}$ is the vector $x$ with its $j$ th and $k$ th coordinates interchanged.
Proof: That (i) holds is clear from the expression (3.8) for f. For assertion (ii), a bit of algebra shows that

$$
\log f(x \mid \theta)-\log f\left(x_{(j, k)} \mid \theta\right)-\left(x_{j}-x_{k}\right)\left(\theta_{j}-\theta_{k}\right) \geq 0
$$

so (3.11) holds. $\quad$.

Proposition 3.5: For each $\mathrm{x} \in \mathrm{R}^{\mathrm{n}}$ and $\eta \in \mathrm{F}$,

$$
\begin{equation*}
\mathrm{f}(\mathrm{x} \mid \mathrm{k} \eta) \leq \mathrm{f}(\mathrm{x} \mid \mathrm{k}(\mathrm{x}) \eta), \quad \mathrm{k} \in P_{\mathrm{n}} \tag{3.12}
\end{equation*}
$$

where $k(x)$ is defined by (3.10). Thus, for each $\eta \in F$, the maximum likelihood estimator of $k$ in the parameterization $\theta=k \eta$ is $k(x)$.

Proof: Since $k^{-1}(x) x=z \in F$, (i) of Proposition (3.4) shows that (3.12) is equivalent to

$$
\begin{equation*}
f\left(k^{-1} x \mid \eta\right) \leq f\left(k^{-1}(x) x \mid \eta\right)=f(z \mid \eta) \tag{3.13}
\end{equation*}
$$

for each $k \in P_{n}$. Setting $y=k^{-1} x$, we see that $y$ is a permutation of $x$ so the ordered coordinates of $y$ are just $z_{1} \geq z_{2} \geq \ldots \geq z_{n}$ which are the coordinates of $z$. Thus, it must be shown that

$$
\begin{equation*}
f(y \mid \eta) \leq f(z \mid \eta) \tag{3.14}
\end{equation*}
$$

Let $y_{1}, \ldots, y_{n}$ be the coordinates of $y$. If $y=z$, obviously (3.14) holds
so assume $y \neq z$. Let $r(y, z)$ be the number of non-zero coordinates of $y-z$. Since $y \not z z, 1 \leq r(y, z) \leq n$.

There are two cases.
Case 1: $y_{1}<z_{1}$. In this case, let $j$ be the largest index such that $y_{j}=$ $z_{1}$ so $y_{(1)}>y_{1}$. Let $y^{(1)}$ be the vector with coordinates $y_{1}^{(1)}=y_{j}, y_{j}^{(1)^{j}}=$ $y_{1}, y_{i}^{(1)}=y_{i}$ for $i \neq 1$, $m$. Applying (ii) of Proposition 3.4 with $" x=$ $y^{(1)}, \eta=\theta, j=1$ and $k=j "$, we see that

$$
\text { and } \left.\quad \begin{array}{ll}
f(y \mid \eta) \leq f\left(y^{(1)} \mid \eta\right)  \tag{3.15}\\
& r\left(y^{(1)}, z\right) \leq n-1
\end{array}\right\}
$$

Case 2: $y_{1}=z_{1}$. In this case, set $y^{(1)}=y$ so again (3.15) holds.
Now, construct a vector $y^{(2)}$ by applying the Case 1 and Case 2 analysis to the second coordinates of $y^{(1)}$ and $z$. This yields
and

$$
\left.\begin{array}{l}
\mathrm{f}\left(\mathrm{y}^{(1)} \mid \eta\right) \leq \mathrm{f}\left(\mathrm{y}^{(2)} \mid \eta\right)  \tag{3.16}\\
\mathrm{r}\left(\mathrm{y}^{(2)}, \mathrm{z}\right) \leq \mathrm{n}-2
\end{array}\right\}
$$

Applying this procedure $n-1$ times yields $\mathrm{y}^{(1)}, \ldots, \mathrm{y}^{(\mathrm{n}-1)}$ such that

$$
\mathrm{f}(\mathrm{y} \mid \eta) \leq \mathrm{f}\left(\mathrm{y}^{(1)} \mid \eta\right) \leq \ldots \leq \mathrm{f}\left(\mathrm{y}^{(\mathrm{n}-1)} \mid \eta\right)
$$

But $y^{(n-1)}=z$ since $r\left(y^{(n-1)}, z\right)=0$ and the proof is complete.

The key to the above proof is the construction of the sequence $y^{(1)}, y^{(2)}, \ldots, y^{(n-1)}$. In fact, the proof shows that the conclusion of Proposition 3.5 remains valid for any function satisfying (i) and (ii) of Proposition 3.4. It is these two conditions which define a DR function. This is discussed carefully in the next section.

## Section 3. 3: Decreasing Reflection Functions: Basics

In order to give a proper definition and justify the term Decreasing Reflection (DR) function, a little notation is needed. In $R^{n}$, for any vector $u \neq 0$, let

$$
\begin{equation*}
R_{u}=I_{n}-2 \frac{u u^{\prime}}{u^{\prime} u} \tag{3.17}
\end{equation*}
$$

where $I_{n}$ is the $n \times n$ identity. The symmetry of $R_{u}$ is clear, and the identity $R_{u}^{2}=I_{n}$ is easily verified. Thus, $R_{u}$ is a symmetric orthogonal matrix. Since

$$
\begin{equation*}
R_{u} u=-u \text {, and } R_{u} v=v \tag{3.18}
\end{equation*}
$$

for any $v \perp^{\prime} u$ (i.e., $v$ is perpendicular to $u$ ), $R_{u}$ has the geometric interpretation as the reflection across the hyperplane perpendicular to $u$-that is, across

$$
H_{u}=\left\{v \mid u^{\prime} v=0\right\}
$$

In other words, $R_{u}$ is the identity on $H_{u}$ and is "minus the identity" on the one dimensional subspace span ( $u$ ). The term reflection is used for matrices of the form (3.17). Note that $R_{c u}=R_{u}$ for any real number $c \neq 0$. Also

$$
R_{T u}=\Gamma R_{u} \Gamma^{\prime}
$$

for any $n \times n$ orthogonal matrix $\Gamma$.
The group $P_{n}$ contains some reflections of particular interest. Let $\Delta_{1}$ be the set of all vectors $u \in R^{n}$ which have ( $n-2$ ) coordinates zero, one coordinate equal to one, and one coordinate equal to minus one. Notice that for each $u \in \Delta_{1}$, either $u \in \Delta$ or $-u \in \Delta$ where $\Delta$ is defined just after (2.8). Also, each $R_{i j}$ in (2.8) is a $R_{u}$ for some $u \in \Delta$ and conversely. The notation $t_{12}$ is reserved for the particular vector in $\Delta$ given by

$$
\mathrm{t}_{12}=\left(\begin{array}{c}
1 \\
-1 \\
0 \\
\vdots \\
0
\end{array}\right) .
$$

Now, let $X$ and $Y$ be symmetric subsets of $R^{n}$--that is, $g X=X$ for all $g$ $\in P_{\mathrm{n}}$ and the same for $Y$.

Definition 3.1: A real valued function $f$ defined on $X \times Y$ is a Decreasing Reflection function (a DR function) if
(i) $f(x, y)=f(g x, g y)$ for $x \in X, y \in Y, g \in P_{n}$
(ii) for each $u \in \Delta$, $u^{\prime} x u^{\prime} y \geq 0$ implies that

$$
\begin{equation*}
f(x, y) \geq f\left(x, R_{u} y\right) \tag{3.20}
\end{equation*}
$$

Before giving examples, the following result shows that (ii) need only be checked for $u=t_{12}$.

Proposition 3.6: Let $f$ be a real valued function of $X \times Y$ which satisfies (i) of Definition 3.1. The following are equivalent:
(i) $£$ is a $D R$ function
(ii) the condition $t_{12}^{\prime} x t_{12}^{\prime} y \geq 0$ implies that

$$
\begin{equation*}
f(x, y) \geq f\left(x, R_{t_{12}} y\right) \tag{3.21}
\end{equation*}
$$

Proof: Clearly (i) implies (ii) since $t_{12} \in \Delta$. Conversely assume (ii) holds and let $u \in \Delta$. Hence there exists a $g \in P_{n}$ such that $g u=t_{12}$. For $x \in X$ and $y \in Y$ such that $u^{\prime} x u^{\prime} y \geq 0$, it must be verified that (3.20) holds. For such an $x$ and $y$,

$$
\begin{aligned}
u^{\prime} x u^{\prime} u & =u^{\prime} g^{\prime} g x u^{\prime} g^{\prime} g y=(g u)^{\prime} g x(g u)^{\prime} g y \\
& =t_{12}^{\prime}(g x) t_{12}^{\prime}(g y) \geq 0
\end{aligned}
$$

Applying (3.21) with $x$ replaced by $g x$ and $y$ replaced by gy, we have

$$
\begin{equation*}
f(g x, g y) \geq f\left(g x, R_{t_{12}} g y\right) \tag{3.22}
\end{equation*}
$$

Using the assumed invariance of $f$, this yields

$$
f(x, y)=f(g x, g y) \geq f\left(g x, R_{t_{12}} g y\right)=f\left(x, g^{\prime} R_{t_{12}} g y\right)
$$

But, from (3.19) with $g=\Gamma^{\prime}$, it follows that

$$
g^{\prime} R_{t_{12}} g=R_{g^{\prime} t_{12}}=R_{u}
$$

so (3.20) holds. $\square$

The verification that a given function $f$ defined on $X \times Y$ is a $D R$ function is ordinarily most easily accomplished by checking that $f$ is invariant (i.e., (i) of Definition (3.1) holds) and then verifying (ii) of Proposition 3.6. If $x$ and $y$ have coordinates $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$, the condition $t_{12}^{\prime} x_{12}^{\prime} y \geq 0$ simply means

$$
\begin{equation*}
\left(x_{1}-x_{2}\right)\left(y_{1}-y_{2}\right) \geq 0 . \tag{3.23}
\end{equation*}
$$

In other words, if $x_{1}>x_{2}$ then $\dot{y}_{1}>y_{2}$ and if $x_{1}<x_{2}$ then $y_{1}<y_{2}$. When (3.23) holds, then (3.21) has to be verified. In the two classes of examples below (from Eaton (1967)), the verification is easy and is left to the reader.

Example 3.2: For symmetric subsets $X$ and $Y$ of $R^{n}$, consider $f$ of the form

$$
\begin{equation*}
f(x, y)=\Psi_{1}(x) \Psi_{2}(y) \prod_{i=1}^{n} g\left(x_{i}, y_{i}\right) \tag{3.24}
\end{equation*}
$$

where each $\Psi_{i}$ is $P_{n}$-invariant and non-negative on $R^{n}, i=1,2$ and $g$ is a non-negative function of two real variables. The invariance of $f$ is clear. If $g$ has a MLR, then (ii) of Proposition 3.6 is easily checked. Conversely when $\Psi_{1}, \Psi_{2}$ and $g$ are strictly positive, then (ii) of Proposition 3.6 holds iff $g$ has a MLR. Thus Definition 3.1 can be thought of as one possible attempt at generalizing MLR. Examples of probability densities which can be written in the form (3.24) with $x$ being the variable of the density and $y$ being a vector of parameters include the multinomial density, the density of $n$ independent Poisson random variables with different parameters, the
density of $n$ independent Gamma random variable with either different shape parameters (but the same scale parameter) or different scale parameters with the same shape parameter.

Example 3.3: In this example, take $X=Y=R^{n}$ and consider an $f$ of the form

$$
f(x, y)=\Psi\left((x-y)^{\prime} A(x-y)\right)
$$

where $\Psi$ is a non-increasing function defined on $R^{1}$ and the $n \times n$ matrix $A$ has the so-called intraclass correlation form:

$$
A=\alpha I_{n}+\beta e e^{\prime}
$$

where $e$ is the vector of ones in $R^{n}$ and the scalars $\alpha$ and $\beta$ satisfy $\alpha \geq 0$, $\alpha+n \beta \geq 0$. Because of the structure of $A, f$ is invariant. Also, a calculation similar to that used in the proof of Proposition 3.4 shows that (3.21) holds. $\square$

The analog of Proposition 3.5 for $D R$ functions is

Proposition 3.7: Suppose $f$ is a DR function defined on $X \times Y$. Fix $y \in X \cap F$. For $\mathrm{k} \in P_{\mathrm{n}}$ and $\mathrm{x} \in X$,

$$
\sup _{k \in P_{n}} f(k x, y)=f\left(k_{0} x, y\right)
$$

where $k_{0}$ is any element of $P_{n}$ such that $k_{0} x \in F$.

Proof: The proof is the same as the proof of Proposition 3.5. $\square$

The connection between the $D R$ functions and the decreasing functions (in the sense of Definition 2.2) follows. This result is due to Hollander et al. (1977).

Proposition 3.8: Suppose $X \subseteq R^{n}$ is a symmetric subset of $R^{n}$ such that $x, y$
$\in X$, implies that $x-y \in X$. Let $f_{0}$ be a real valued function defined on $X$. The following are equivalent:
(i) $f_{0}$ is decreasing
(ii) The function $f$ defined on $X \times X$ by $f(x, y)=f_{0}(x-y)$ is a $D R$ function.

Proof: First suppose $f_{0}$ is decreasing. Thus $f_{0}$ is $P_{n}$ invariant so for each $g \in P_{n}$,

$$
f(g x, g y)=f_{0}(g x-g y)=f_{0}(g(x-y))=f_{0}(x-y)=f(x, y) .
$$

Hence $f$ is invariant. To show $f$ is a DR function, (3.21) needs to be verified. For notational convenience, let $t=t_{12}$ and consider $x, y \in X$ with t'xt'y $\geq 0$. Then, write $x=u+\alpha$ with $u \perp t$ and $y=v+\beta t$ with $v \perp$ t. Thus

$$
f\left(x, R_{t} y\right)=f_{0}\left(x-R_{t} y\right)=f_{0}(u-v+(\alpha+\beta) t) .
$$

But, the condition t'xt'y $=\alpha \beta \geq 0$ implies that $|\alpha-\beta| \leq|\alpha+\beta|$ so the vector $x-y=u-v+(\alpha-\beta) t$ is in the line segment connecting $u-v-(\alpha+\beta) t=$ $R_{t}(u-v+(\alpha+\beta) t)$ and $u-v+(\alpha+\beta) t$. Since $f_{0}$ is decreasing, this implies that

$$
\begin{aligned}
f_{0}(x-y) & =f_{0}(u-v+(\alpha-\beta) t) \\
& \geq f_{0}(u-v+(\alpha+\beta) t)=f_{0}\left(x-R_{t} y\right)
\end{aligned}
$$

so (3.21) holds.
Conversely, assume $f$ is a $D R$ function. Since $f$ is invariant, $f_{0}$ is invariant. To show $f_{0}$ is decreasing we use (ii) of Proposition 2.17. Thus, for $0 \leq \beta_{1} \leq \beta_{2}$, and $v \perp t$, it must be shown that

$$
\begin{equation*}
f_{0}\left(v+\beta_{1} t\right) \geq f_{0}\left(v+\beta_{2} t\right) . \tag{3.25}
\end{equation*}
$$

Set $x=v+\frac{1}{2}\left(\beta_{1}+\beta_{2}\right) t$ and $y=\frac{1}{2}\left(\beta_{2}-\beta_{1}\right) t$. Then $t^{\prime} x t^{\prime} y \geq 0$ so (3.21) holds. Hence

$$
f_{0}\left(v+\beta_{1} t\right)=f(x, y) \geq f\left(x, R_{t} y\right)=f_{0}\left(v+\beta_{2} t\right)
$$

so (3.25) holds.

Of course there is a version of Proposition 3.8 which relates increasing functions to $D R$ functions--namely, assume $X$ is closed under addition. Then $f_{0}$ is increasing iff $f_{0}(x+y)$ is a $D R$ function on $X \times X$. The proof of this assertion is essentially the same as that for Proposition 3.8 .

We close this section with a few remarks about $D R$ functions. Exploitation of (i) and (ii) of Definition 3.1 occurred in the work of Savage (1957), although the isolation of (i) and (ii) into a definition appeared in Eaton (1967) in work on ranking problems. In that paper, DR functions were said to have "Property M." Later Hollander et al. (1977) in their study of majorization and probability inequalities used "decreasing in transposition" for these functions and other functions defined on $P_{n}$. Such functions are called "arrangement increasing" in Marshall and 01kin (1979) (see 6.F).

The plethora of terminology concerning functions satisfying Definition 3.1 seems to be due to various authors' interpretations of the condition and applications of the results concerning such functions. There is a likelihood interpretation which I find rather appealing. First, write the function in question as $f(x, \theta)$ with $x \in X \subseteq R^{n}$ and $\theta \in \theta \subseteq R^{n}$. Think of $x$ as the variable in the density $f$ and $\theta$ as the value of the parameter in $\theta$. For a given $u \in \Delta$, the hyperplane

$$
H_{u}=\left\{z \mid u^{\prime} z=0\right\}
$$

divides $\mathrm{R}^{\mathrm{n}}$ into two parts:

$$
H_{u}^{+}=\left\{z \mid u^{\prime} z \geq 0\right\}
$$

and

$$
H_{u}^{-}=\left\{z \mid u^{\prime} z \leq 0\right\}
$$

with $H_{u}$ being the intersection. The reflection $R_{u}$ maps $H_{u}^{+}$onto $H_{u}^{-}$and $H_{u}^{-}$ onto $H_{u}^{+}$. The condition $u^{\prime} x u^{\prime} \theta \geq 0$ simply means $x$ and $\theta$ are either both in $\mathrm{H}_{\mathrm{u}}^{+}$or both in $\mathrm{H}_{u^{-}}^{-}$-that is, they are both on the same side of $\mathrm{H}_{u}$. Hence, when $u^{\prime} x u^{\prime} \theta \geq 0$, then $u^{\prime} x u^{\prime}\left(R_{u} \theta\right) \leq 0$ so $x$ and $R_{u} \theta$ are on opposite sides of $H_{u}$. Now, the condition

$$
f(x, \theta) \geq f\left(x, R_{u} \theta\right)
$$

means that $\theta^{\prime} s$ on the same side of $H_{u}$ as $x$ are always more likely than the reflected $\theta$. In other words, reflection decreases the likelihood when $x$ and $\theta$ are on the same side of $H_{u}$. Hence the term decreasing reflection function.

Decreasing reflection functions are defined for other groups than $P_{n}$ in Chapter 6, but are only discussed rather briefly since the main applications currently known are for the group $P_{n}$. However, the same interpretation given above, which depends only on the geometry of reflections, continues to hold.

## Section 3.4: The Composition Theorem and First Applications

In this section, we first establish a result due to Hollander et al. (1977) concerning the composition of two DR functions. The applications here include an alternative proof of the Convolution Theorem and a decision theoretic treatment of the ranking problem discussed in Section 3.2.

Here is the Composition Theorem.

Theorem 3.9 (Hollander et al. (1977)). Let $X, Y$, and $Z$ be symmetric subsets of $R^{n}$. Suppose $f_{1}$ is a $D R$ function on $X \times Y$ and $f_{2}$ is a $D R$ function on $Y \times Z$. Let $\mu$ be a $P_{n}$-invariant $\sigma$-finite measure defined on $Y$ such that

$$
\begin{equation*}
f_{3}(x, z)=\int_{y} f_{1}(x, y) f_{2}(y, z) \mu(d y) \tag{3.26}
\end{equation*}
$$

is well defined for each $x \in X$ and $z \in Z$. Then $f_{3}$ is a $D R$ function.

Proof: To show $f_{3}$ is $P_{n}$-invariant, we use the invariance of $f_{1}, f_{2}$ and the assumed invariance of $\mu$ to compute as follows. For $g \in P_{n}$,

$$
\begin{aligned}
f_{3}(g x, g z) & =\int_{Y} f_{1}(g x, y) f_{2}(y, g z) \mu(d y)=\int_{Y} f_{1}\left(x, g^{-1} y\right) f_{2}\left(g^{-1} y, z\right) \mu(d y) \\
& =\int_{Y} f_{1}(x, y) f_{2}(y, z) \mu(d y)=f_{3}(x, z)
\end{aligned}
$$

so $f_{3}$ is invariant.
To complete the proof, condition (ii) of Proposition 3.6 needs to be verified. To this end, let $u=t_{12}$ and consider $x \in X$ and $z \in Z$ satisfying $u^{\prime} x u^{\prime} z \geq 0$. Thus, it must be shown that

$$
\delta=f_{3}(x, z)-f_{3}\left(x, R_{u} z\right) \geq 0
$$

Let

$$
\begin{aligned}
& Y^{+}=\left\{y \mid y \in Y, u^{\prime} y>0\right\} \\
& Y^{-}=\left\{y \mid y \in Y, u^{\prime} y<0\right\}
\end{aligned}
$$

and

$$
Y^{0}=\left\{y \mid y \in Y, u^{\prime} y=0\right\}
$$

so $Y=Y^{+} \cup Y^{-} \cup Y^{0}$. Using the relation $R_{u} u=-u$ and the invariance of $f_{1}$ and $\mathrm{f}_{2}$, an easy calculation shows that

$$
\delta=\int_{Y^{+}}\left[f_{1}(x, y)-f_{1}\left(x, R_{u^{\prime}} y\right)\right]\left[f_{2}(y, z)-f_{2}\left(y, R_{u} z\right)\right] \mu(d y) .
$$

This equality is a consequence of the relation $R_{u} Y^{-}=Y^{+}$and the fact that the above integral over the set $Y^{0}$ is zero. Now, because $u^{\prime} x u^{\prime} z \geq 0$ and $y$ $\in Y^{+}$, the integrand in the above expression for $\delta$ is non-negative. Hence $\delta$ $\geq 0$ and the proof is complete.

The Composition Theorem together with Proposition 3.8 provides an easy alternative proof of the Convolution Theorem (Theorem 2.20). To see this, consider $h_{1}$ and $h_{2}$ which are decreasing on $R^{n}$ so that the convolution

$$
\begin{equation*}
h_{3}(x)=\int_{R^{n}} h_{1}(x-y) h_{2}(y) d y \tag{3.27}
\end{equation*}
$$

is well defined. To show $h_{3}$ is decreasing, it must be verified that

$$
f_{3}(x, z)=h_{3}(x-z)
$$

is a $D R$ function on $R^{n} \times R^{n}$. But

$$
\begin{align*}
h_{3}(x-z) & =\int_{R^{n}} h_{1}(x-z-y) h_{2}(y) d y \\
& =\int_{R^{n}} h_{1}(x-y) h_{2}(y-z) d y \tag{3.27}
\end{align*}
$$

where the second equality follows from the simple change of variable $y \rightarrow$ $y+z$ and the translation invariance of Lebesgue measure. But both $f_{1}(x, y)$ $h_{1}(x-y)$ and $f_{2}(y, z)=h_{2}(y-z)$ are DR functions by Proposition 3.8. Thus, by the Composition Theorem with $X=Y=Z=R^{n}, f_{3}$ is a $D R$ function so $h_{3}$ is decreasing.

It is very natural to ask to what extent the Convolution Theorem is valid for spaces which are subsets of $\mathrm{R}^{\mathrm{n}}$. Since the natural setting for the Convolution Theorem is an additive group, we assume $X \subseteq R^{n}$ is a group under addition and assume that $\mu(\mathrm{dx})$ is a translation invariant measure on $X$. Both $X$ and $\mu$ are assumed to be $P_{n}$-invariant. Suppose $h_{1}$ and $h_{2}$ are decreasing on $X$ such that the convolution

$$
h_{3}(x)=\int_{X} h_{1}(x-y) h_{2}(y) \mu(d y)
$$

is defined. As long as Proposition 3.8 is valid for the space $X$, the argument in the previous paragraph holds without change. Thus, $h_{3}$ is again
decreasing subject to the above proviso. For example, if $X$ is the set of vectors in $R^{n}$ whose coordinates are integers and $\mu$ is counting measure on $X$, the above argument holds. (See Section 2.4 for a discussion of majorization on other spaces than $R^{n}$ ).

The final example of this section concerns a decision theoretic extension of the "ranking problem" discussed in Section 3.2. The reader who is completely unfamiliar with the language of statistical decision theory may skip this example since it is not used in the sequel. However, for those with even a modest familiarity with decision theory, the arguments below are quite complete and the example is a nice application of the Composition Theorem. In essence, the following example provides a proof of a main result in Eaton (1967).

Example 3.4: Let $X$ and $\theta$ be symmetric subsets of $R^{n}$ and suppose $f(x, \theta)$ is a density of $X$ with respect to a $P_{n}$-invariant measure $\mu$. It is assumed that f is a DR function. The statistical problem is to "rank the coordinates of $\theta$ " on the basis of an observation vector $X$ with density $f(x, \theta)$. Now, a ranking of the coordinates of $\theta$ simply consists of some permutation of the vector $a_{0}$ : whose coordinates are $n, n-1, \ldots, 1$. For example, if $\mathrm{n}=4$, then

$$
a_{0}=\left(\begin{array}{l}
4 \\
3 \\
2 \\
1
\end{array}\right)
$$

Let us agree that a given permutation of $a_{0} \in R^{4}$ is our ranking; for example, the vector

$$
\left(\begin{array}{l}
3 \\
1 \\
2 \\
4
\end{array}\right)
$$

would assert that $\theta_{4}$ is the largest (it receives the largest rank), $\theta_{1}$ is the second largest, $\theta_{3}$ is the third largest and $\theta_{2}$ is the smallest. With this convention, an action space for the decision problem consists of the permutations of $a_{0}$.

Thus, for the general case, the action space for the decision problem is $A=\left\{\mathrm{ga}_{0} \mid \mathrm{g} \in P_{\mathrm{n}}\right\}$ where $\mathrm{a}_{0}$ is the fixed vector with coordinates $\mathrm{n}, \mathrm{n}$ $1, \ldots, 1$. Thus, each element $a \in A$ is just some permutation of $n, n-1, \ldots$, $1-$-say $a_{1}, \ldots, a_{n}$; the interpretation is the action a gives the asserted ranks of the coordinates of $\theta$. Thus, $a_{i}$ is the asserted rank of $\theta_{i}$, $i=1, \ldots, n$ where large rank corresponds to large values.

Now, consider a loss function $L$ defined on $A \times \theta$ to $\mathrm{R}^{1}$. It is assumed that $-L$ (minus $L$ ) is a $D R$ function. This means two things. First that $L$ is invariant (i.e. $\mathrm{L}(\mathrm{a}, \theta)=\mathrm{L}(\mathrm{ga}, \mathrm{g} \theta), \mathrm{g} \in P_{\mathrm{n}}$ ) which seems very reasonable because of the symmetry of the problem. Second, using characterization (ii) of Proposition 3.6, this assumption means that if $a_{1}>a_{2}$ and $\theta_{1}>\theta_{2}$ (these are the first two coordinates of a and $\theta$ ), then

$$
-L(a, \theta) \geq-L\left(a, R_{t_{12}} \theta\right)
$$

or equivalently, the loss for action

$$
\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right) \quad \text { at } \quad\left(\begin{array}{c}
\theta_{1} \\
\theta_{2} \\
\vdots \\
\theta_{n}
\end{array}\right)
$$

is no larger than the loss for action

$$
\left(\begin{array}{l}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right) \quad \text { at } \quad\left(\begin{array}{c}
\theta_{2} \\
\theta_{1} \\
\vdots \\
\theta_{n}
\end{array}\right)
$$

In other words, with $a_{3}, \ldots, a_{n}$ and $\theta_{3}, \ldots \theta_{n}$ fixed, when $\theta_{1}>\theta_{2}$, saying that the rank of $\theta_{1}$ is $a_{1}$ and the rank of $\theta_{2}$ is $a_{2}$ (when $a_{1}>a_{2}$ ) gets no more loss than saying the rank of $\theta_{2}$ is $a_{1}$ and the rank of $\theta_{1}$ is $a_{2}$. This assumption seems to be a minimal requirement given our problem and the interpretation of $a \in A$.

Now, for simplicity we assume that each $\mathrm{x} \in X$ has distinct coordinates.

This assumption is made so that some annoying technical details will not obfuscate the essence of the argument below. With this assumption, each x $\in X$ can be written uniquely as

$$
x=k(x) z
$$

where $z \in F$ and $k(x) \in P_{n}$ (recall that $F$ is the convex cone of vectors whose coordinates are ordered largest to smallest). Recall that a decision rule, say $\delta$, is a measurable function defined on $X$ and taking values in $A$. Properties of a decision rule $\delta$ are measured in terms of the risk function

$$
\begin{equation*}
\mathrm{R}(\delta, \theta)=\int \mathrm{L}(\delta(x), \theta) f(x, \theta) \mu(\mathrm{dx}) \tag{3.28}
\end{equation*}
$$

which is just the expected loss from using $\delta$ at the parameter value $\theta$. Also, given any distribution $H$ on $\theta$, the average risk of $\delta$ is

$$
\mathrm{R}_{\mathrm{H}}(\delta)=\int_{\theta} \mathrm{R}(\delta, \theta) \mathrm{H}(\mathrm{~d} \theta) .
$$

A decision rule $\delta_{H}$ is a Bayes rule for $H$ if

$$
R_{H}\left(\delta_{H}\right) \leq R_{H}(\delta) \quad \text { for all } \delta
$$

Now, we turn to the main result for the above ranking problem. Consider the decision rule $\delta_{0}$ defined as follows. For $\mathrm{x} \in X$, write $\mathrm{x}=$ $k(x) z$ with $z \in F$ and $k(x) \in P_{n} \cdot \delta_{0}$ is defined by

$$
\begin{equation*}
\delta_{0}(x)=k(x) a_{0} \tag{3.29}
\end{equation*}
$$

Proposition 3.10: For any distribution $H$ on $\theta$ with is $P_{n}$-invariant, $\delta_{0}$ is a Bayes rule for $H$.

Proof: For any decision rule $\delta$, it must be verified that

$$
\begin{equation*}
\mathrm{R}_{\mathrm{H}}\left(\delta_{0}\right) \leq \mathrm{R}_{\mathrm{H}}(\delta) \tag{3.30}
\end{equation*}
$$

To this end, let

$$
Q(a, x)=\int L(a, \theta) f(x, \theta) H(d \theta)
$$

Since $-L$ and $f$ are $D R$ functions and $H$ is $P_{n}$-invariant, the Composition Theorem implies that $-Q$ is a $D R$ function on $A X X$. Write $a=g a_{0}$ for $g \in P_{n}$ and $x=k(x) z$, and note that both $z$ and $a_{0}$ are in $F$. Since $-Q$ is invariant, an application of Proposition 3.7 yields

$$
-Q\left(g a_{0}, k(x) z\right) \leq-Q\left(k(x) a_{0}, k(x) z\right)
$$

for all $x \in X$ and $g \in P_{n}$. Hence

$$
\begin{equation*}
Q(a, x) \geq Q\left(k(x) a_{0}, x\right) \tag{3.31}
\end{equation*}
$$

for $a \in A$ and $x \in X$. Since $\delta_{0}(x)=k(x) a_{0}$, (3.31) implies that for any decision rule $\delta$,

$$
\begin{equation*}
\mathrm{Q}(\delta(\mathrm{x}), \mathrm{x}) \geq \mathrm{Q}\left(\delta_{0}(\mathrm{x}), \mathrm{x}\right) \tag{3.32}
\end{equation*}
$$

Integrating both sides of (3.32) with respect to $\mu(d x)$ yields

$$
\iint L(\delta(x), \theta) f(x, \theta) H(d \theta) \mu(d x) \geq \iint L\left(\delta_{0}(x), \theta\right) f(x, \theta) H(d \theta) \mu(d x)
$$

which is just (3.30). Thus $\delta_{0}$ is Bayes for any $P_{n}$-invariant $H$.
The above result was proved in Eaton (1967) by showing essentially that $Q$ is a $D R$ function and then applying the argument given in Proposition 3.5. Of course, due to the work in Hollander et al. (1977), it is now clear the Composition Theorem together with the argument in Proposition 3.5 is what underlies this result. Proposition 3.10 provides a relatively easy proof of the fact that the decision rule $\delta_{0}$ is both minimax and admissible.

Proposition 3.11: The decision rule $\delta_{0}$ is minimax and admissible for any
loss function $L$ such that $-L$ is a $D R$ function.

Proof: To show $\delta_{0}$ is minimax, it must be verified (by the definition of minimax) that

$$
\begin{equation*}
\sup _{\theta} R\left(\delta_{0}, \theta\right)=\inf _{\delta} \sup _{\theta} R(\delta, \theta) \tag{3.33}
\end{equation*}
$$

For any $\theta \in \theta$, let $H_{\theta}$ be the distribution with mass ( $\left.n!\right)^{-1}$ at each $g \theta, g \in$ $P_{n}$. Since the sup of an average is no greater than an average of sup's, we have

$$
\begin{equation*}
\sup _{\theta} \mathrm{R}(\delta, \theta) \geq \sup _{\theta} \int \mathrm{R}(\delta, \eta) \mathrm{H}_{\theta}(\mathrm{d} \eta) \tag{3.34}
\end{equation*}
$$

Since for each $\theta, H_{\theta}$ is a $P_{n}$-invariant distribution on $\theta$, Proposition (3.10) implies that

$$
\int \mathrm{R}(\delta, \eta) \mathrm{H}_{\theta}(\mathrm{d} \eta) \geq \int \mathrm{R}\left(\delta_{0}, \eta\right) \mathrm{H}_{\theta}(\mathrm{d} \eta)=\mathrm{R}\left(\delta_{0}, \theta\right)
$$

where the last inequality is a consequence of the easily established identity

$$
\begin{equation*}
\mathrm{R}\left(\delta_{0}, \mathrm{~g} \theta\right)=\mathrm{R}\left(\delta_{0}, \theta\right) \tag{3.34}
\end{equation*}
$$

for all $\theta \in \theta$ and $g \in P_{n}$. Hence the right hand side of (3.33) is bounded below by $\sup R\left(\delta_{0}, \theta\right)$. But, trivially, the right hand side of (3.33) is bounded above by this expression. Hence (3.33) holds so $\delta_{0}$ is minimax.

To show $\delta_{0}$ is admissible, we argue by contradiction. Thus, assume $\delta_{0}$ is not admissible so there exists a decision rule $\delta_{1}$ such that

$$
\left.\begin{array}{ll}
R\left(\delta_{1}, \theta\right) \leq R\left(\delta_{0}, \theta\right) & \text { for all } \theta \in \theta  \tag{3.35}\\
R\left(\delta_{1}, \theta_{0}\right)<R\left(\delta_{0}, \theta_{0}\right) & \text { for some } \theta_{0} \in \theta
\end{array}\right\}
$$

Using the notation above, let $H_{\theta_{0}}$ be the $P_{n}$-invariant distribution which puts mass $(\mathrm{n}!)^{-1}$ at each $\mathrm{g} \theta_{0}, \mathrm{~g} \in \mathrm{P}_{\mathrm{n}}$. Because of (3.35) and the fact that $\theta_{0}$ gets positive mass from $H_{\theta_{0}}$, integration of (3.35) yields

$$
\mathrm{R}_{\mathrm{H}_{\theta_{0}}}\left(\delta_{1}\right)<\mathrm{R}_{\mathrm{H}_{\theta_{0}}}\left(\delta_{0}\right)
$$

which contradicts the fact that $\delta_{0}$ is Bayes for $H_{\theta_{0}}$.

Further refinements of these results as well as a number of examples and extensions can be found in Eaton (1967). Other applications to ranking problems can also be found in Hollander et al. (1977).

## Section 3.5: Further Examples and Applications

In this section further examples and techniques are presented related to the problem of finding conditions under which the function in (3.1) is decreasing. Here is an example in which the technique is to verify the differential conditions of Proposition 2.18.

Example 3.5: Suppose $X_{1}, \ldots, X_{n}$ are independent Bernoulli random variables--that is,

$$
X_{i}= \begin{cases}1 & \text { with probability } p_{i} \\ 0 & \text { with probability } 1-p_{i}\end{cases}
$$

for $i=1, \ldots, n$. Fix $\Sigma_{1}^{n} p_{i}=n \lambda$. Gleser (1975) has shown that if $x$ satisfies $0 \leq x \leq n \lambda-2$, then (Gleser (1975))

$$
\begin{equation*}
\Psi(p)=P\left(\Sigma_{1}^{n} x_{i} \leq x\right) \tag{3.36}
\end{equation*}
$$

is a decreasing function of the vector $p$ whose coordinates $p_{1}, \ldots, p_{n}$ satisfy $\Sigma p_{i}=n \lambda$. As mentioned above, the technique is to verify the conditions of Proposition 2.17 via differentiation (i.e. as in Proposition
2.18). It is useful to interpret the above result. The mean of $\Sigma_{1}^{n} X_{i}$ is $n \lambda$ which is fixed. Since $x \leq n \lambda-2,(3.36)$ is a left tail probability.
Intuitively, tail areas should decrease as variance decreases. But the variance of $\Sigma_{1}^{n} X_{i}$ is $\Sigma p_{i}\left(1-p_{i}\right)$ which is decreasing in the majorization ordering with $\Sigma p_{i}=n \lambda$ fixed. Hence the above confirms our intuition. However, it is shown by Gleser (1975) that this result is false for x 's satisfying $n \lambda-2<x \leq n \lambda$. Thus, the result is somewhat delicate. For the details of the proof and other results, see Gleser (1975). $\square$

The next example contains a result due to Y. Rinott (1973).

Example 3.6: Suppose $N \in R^{k}$ has a multinomial distribution $M(k, p, n)$--that is, $N$ has integer coordinates $N_{1}, \ldots, N_{k_{k}}$ which satisfy $0 \leq N_{i}$ and $\Sigma_{1}^{k} N_{i}=n$ where $n$ is a positive integer, and $p \in R^{k}$ is a vector of probabilities, $p_{1}, \ldots, p_{k}$, which satisfy $\Sigma_{1}^{k} p_{i}=1$. For future reference, we will write the probability function of $N$ rather carefully. First, let $X$ be the set of all vectors in $\mathrm{R}^{\mathrm{k}}$ which have integer coordinates, and let $\mu$ be counting measure on $X$. Let $A$ be the set of vectors in $X$, say $x$, whose coordinates satisfy $0 \leq x_{i}$ and $\Sigma_{1}^{k} x_{i}=n$. Then the density of $N$, with respect to $\mu$, given the parameter vector $p$, is

$$
\begin{equation*}
f(x \mid p)=\frac{n!}{x_{1}!\ldots x_{k}!} \prod_{1}^{k} p_{i}^{x_{i}} I_{A}(x) \tag{3.37}
\end{equation*}
$$

where $I_{A}$ is the indicator function of $A$. Of course, $f(\cdot \mid p)$ vanishes off the set $A$. Rinott proved that if $h$ defined on $A$ to $R^{1}$ is decreasing in the majorization sense, then

$$
\begin{equation*}
\Psi(p)=E_{p} h(N)=\int_{X} h(x) f(x \mid p) \mu(d x) \tag{3.38}
\end{equation*}
$$

is also decreasing. Thus, $\Psi$ is maximized when each $p_{i}$ is $1 / k$ and $\Psi$ is minimized at the corners of the probability simplex. Rinott (1973) proved this result by verifying the differential condition in Proposition 2.18 and then he noted that a similar result follows for the Poisson distribution by averaging over $n$. An alternative method of proof was given by Nevius et
al. (1977) which first establishes the Poisson result and then arrives at the multinomial via a conditioning argument. We will take this second route in proving Rinott's (1973) Theorem below. $\quad$ व

To introduce the methods developed in Proschan and Sethuraman (1977), Nevius et al. (1977) and Hollander et al. (1977), we first treat the case of Poisson variables and then take a careful look at the argument to see what makes it work. Let $X_{1}, \ldots, X_{k}$ be independent Poisson random variables with parameters $\theta_{1}, \ldots, \theta_{k}$. Thus $X_{i}$ has a density on the integers given by

$$
\begin{equation*}
p\left(u \mid \theta_{i}\right)=\frac{e^{-\theta_{i} \theta_{i}^{u}}}{u!} I_{[0, \infty)}(u), \quad u=0, \pm 1, \pm 2, \ldots \tag{3.39}
\end{equation*}
$$

with respect to counting measure. As usual, $I_{[0, \infty)}$ is the indicator function of $[0, \infty)$. The sample space for the random vector $X$ with coordinates $X_{1}, \ldots, X_{k}$ is, as usual, the set $X \subseteq R^{k}$ which consists of all vectors which have integer coordinates. Let $\mu$ denote counting measure on $X$ so the density of X is

$$
\begin{equation*}
f(x \mid \theta)=\prod_{i=1}^{k} \frac{e^{-\theta_{i} x_{i}}{ }_{i}}{x_{i}!} I_{[0, \infty)}\left(x_{i}\right) \tag{3.40}
\end{equation*}
$$

where $x \in X$ has coordinates $x_{1}, \ldots, x_{n}$, and $\theta \in(0, \infty)^{k}=\theta$ has coordinates $\theta_{1}, \ldots, \theta_{k}$. Now let $h: X \rightarrow R^{1}$ be an increasing function (these are a bit more convenient than the decreasing functions in this example, but multiplication by a minus one changes from increasing to decreasing and vice versa) and consider

$$
\begin{equation*}
\Psi(\theta)=E_{\theta} \mathrm{h}(\mathrm{X})=\int \mathrm{h}(\mathrm{x}) f(\mathrm{x} \mid \theta) \mu(\mathrm{dx}) \tag{3.41}
\end{equation*}
$$

We now proceed to show that $\Psi$ is increasing. To the end, recall that $\Psi$ is increasing iff $\Psi(\theta+\eta)$ is a $D R$ function (see the remark after Proposition 3.8). Hence we consider

$$
\begin{equation*}
\Psi(\theta+\eta)=\int_{X} h(x) f(x \mid \theta+\eta) \mu(d x) \tag{3.42}
\end{equation*}
$$

But, the Poisson distribution is a convolution family--that is, the density $f$ has the property that for $\theta, \eta \in \theta$,

$$
\begin{equation*}
f(x \mid \theta+\eta)=\int_{X} f(x-y \mid \theta) f(y \mid \eta) \mu(d y) \tag{3.43}
\end{equation*}
$$

which is most easily verified with characteristic functions. Substituting (3.43) into (3.42) and interchanging orders of integration yields

$$
\begin{align*}
\Psi(\theta+\eta) & =\int\left[\int h(x) f(x-y \mid \theta) \mu(d x)\right] f(y \mid \eta) \mu(d y) \\
& =\int\left[\int h(y+x) f(x \mid \theta) \mu(d x)\right] f(y \mid \eta) \mu(d y) \tag{3.44}
\end{align*}
$$

The second equality follows from a change of variable and the translation invariance of the measure $\mu$ on $X$. But, because $p$ in (3.39) has a MLR, $f$ in (3.40) is a $D R$ function. Since $h$ is increasing, $h(y+x)$ is a $D R$ function. Hence the Composition Theorem implies that

$$
H(y, \theta)=\int_{X} h(y+x) f(x \mid \theta) \mu(d x)
$$

is a $D R$ function. Thus

$$
\Psi(\theta+\eta)=\int \mathrm{H}(\mathrm{y}, \theta) \mathrm{f}(\mathrm{y} \mid \eta) \mu(\mathrm{dy})
$$

and a second application of the Composition Theorem shows that $\Psi$ is a DR function. Thus $\Psi$ is increasing which yields

Proposition 3.12: If $X$ has the density (3.40) on $X$ and $h: X \rightarrow R^{1}$ is increasing (decreasing), then $\Psi$ given by (3.41) is increasing (decreasing). Now, the essentials in the above are that

> (i) $X$ is a group under addition and the dominating measure for the density is translation invariant and permutation invariant
> (ii) $\theta$ is closed under addition
> (iii) the density $f(x \mid \theta)$ is a $D R$ function and satisfies the convolution property (3.43).

Here is another example where the same argument as above is valid.
Example 3.7. (Nevius et al. (1977)). Take $X=\mathrm{R}^{\mathrm{k}}, \theta=(0, \infty)^{\mathrm{k}}$ and set

$$
\begin{equation*}
f(x \mid \theta)=\prod_{i=1}^{k} p\left(x_{i} \mid \theta_{i}\right) \tag{3.46}
\end{equation*}
$$

where

$$
p(u \mid \eta)=\frac{u^{\eta-1} \lambda^{-\eta} \exp [-u / \lambda]}{\Gamma(\eta)} I_{(0, \infty)}(u)
$$

Here $\lambda>0$ is a fixed constant, $\Gamma(\cdot)$ denotes the gamma function, $\eta \in(0, \infty)$, and $u \in R^{1}$. The dominating measure $\mu$ on $X$ is Lebesgue measure so $f$ in (3.46) is the density of $k$ independent gamma random variables with shape parameters $\theta_{1}, \ldots, \theta_{k}$ and a common scale parameter. That (i), (ii), and (iii) in (3.45) hold is easily verified so the argument given in the Poisson case is valid. Thus, if $h$ is increasing (decreasing) on $X$ to $R^{1}$, then

$$
\Psi(\theta)=E_{\theta} \mathrm{h}(\mathrm{X})
$$

is increasing (decreasing) on $\theta . \quad \square$

Example 3.8: In this example, a proof of Rinott's (1973) result concerning the multinomial distribution (see Example 3.6) is given. Throughout this example, the notation established in Example 3.6 is used. Thus $N$ has a $M(k, p, n)$ distribution and $N$ takes values in the set $A \subseteq X$. The density of $N$ on $X$ is given by (3.37). If $h$ is a decreasing function defined on $A$, the
assertion is that

$$
\begin{equation*}
\Psi(\mathrm{p})=E_{\mathrm{p}} \mathrm{~h}(\mathrm{~N}) \tag{3.47}
\end{equation*}
$$

is decreasing. Since $A$ is a finite set, $h$ is bounded below on $A$ by some constant--say M. Define $h *$ on $X$ by

$$
h *(x)= \begin{cases}h(x) & \text { if } x \in A \\ M & \text { if } x \notin A .\end{cases}
$$

It is easy to verify that $h *$ is decreasing on $X$. Let $X$ have coordinates $X_{1}, \ldots, X_{k}$ which are independent, and $X_{i}$ is Poisson with parameter $p_{i}$-the ith coordinate of p. Proposition 3.12 shows that

$$
\begin{equation*}
\Psi^{*}(\mathrm{p})=E_{\mathrm{p}} \mathrm{~h}^{*}(\mathrm{X}) \tag{3.48}
\end{equation*}
$$

is decreasing. But, the conditional distribution of $X$ given $\Sigma_{1}^{k_{1}} X_{i}=r$ is $M(k, p, r)$, and the marginal distribution of $\Sigma_{1}^{k} X_{i}$ is Poisson with parameter 1. Thus

$$
\Psi *(\mathrm{p})=E_{\mathrm{p}} E_{\mathrm{p}}\left(\mathrm{~h} *(\mathrm{X}) \mid \Sigma_{1}^{k_{1}}\right)=\sum_{\mathrm{r}=0}^{\infty} E\left(\mathrm{~h} *(\mathrm{X}) \mid \sum_{1}^{k_{\mathrm{X}}^{\mathrm{X}}}{ }^{\infty}=\mathrm{r}\right) \mathrm{q}_{\mathrm{r}}
$$

where $q_{r}=P\left(\Sigma_{1}^{k} X_{i}=r\right)$. From the definition of $h *$, we have

$$
\Psi *(p)=q_{n} E\left(h *(X) \mid \sum_{1}^{k} X_{i}=n\right)+M\left(1-q_{n}\right)=q_{n} \Psi(p)+M\left(1-q_{n}\right)
$$

Since $q_{n}>0$, it follows the $\Psi$ is decreasing.

For further examples and applications of the type above, the reader should consult Gleser (1975), Rinott (1973), Proschan and Sethuraman (1977), Hollander et al. (1977), Nevius et al. (1977), and Marshall and Olkin (1979, Chapters $3,11,12$ ). Some nice applications to matching problems are discussed in Marshall and 01kin (1979, p. 304-305).

The final example in this section concerns the accuracy of confidence
intervals for a mean based on the t-statistic when the observations are not normal, but only satisfy a weak symmetry condition. The relevant references for this example are Efron (1969) and Eaton (1970, 1974).

Example 3.9: Consider random variables $X_{1}, \ldots, X_{n}$ and assume a "linear model" type structure:

$$
x_{i}=\mu+\epsilon_{i}, \quad i=1, \ldots, n
$$

where $\mu$ is an unknown parameter and $\epsilon_{1}, \ldots, \epsilon_{\mathrm{n}}$ are random variables. To describe the assumption on the joint distribution of $\epsilon_{1}, \ldots, \epsilon_{n}$, let $D_{n}$ denote the group of all $n \times n$ diagonal matrices whose diagonal elements are either 1 or -1 . Thus, $D_{n}$ has $2^{n}$ elements. It is assumed that the random vector $\epsilon$, with coordinates $\epsilon_{1}, \ldots, \epsilon_{\mathrm{n}}$ satisfies

$$
\begin{equation*}
L(\epsilon)=L\left(D_{\epsilon}\right) \quad \text { for } D \in D_{\mathrm{n}} . \tag{3.49}
\end{equation*}
$$

In other words, the distribution of $\epsilon$ is $D_{n}$-invariant--such distributions were said to have orthant symmetry by Efron (1969). If $\epsilon$ has a mean vector and satisfies (3.49), then the mean vector of $\epsilon$ must be zero.

Given the model above, one possible way to construct a confidence interval for $\mu$ is to use the t-statistic (as if $X_{1}, \ldots, X_{n}$ were i.i.d. $N\left(\eta, \sigma^{2}\right)$ ). In other words, let $c_{n-1}$ be the (1- $\alpha$ )/2 upper percentage point of a $t_{n-1}$ distribution and use the interval

$$
\begin{equation*}
\bar{x} \pm \frac{c}{n-1} \sqrt{\sqrt{n(n-1)}}\left(\Sigma_{1}^{n}\left(x_{i}-\bar{x}\right)^{2}\right)^{1 / 2} . \tag{3.50}
\end{equation*}
$$

Of course, to evaluate the statistical properties of this procedure, we must try to calculate the probability that this random interval covers the parameter $\mu$. This probability is

$$
\begin{equation*}
\delta=P\left(|\bar{X}-\mu| \leq \frac{c_{n-1}}{\sqrt{n(n-1)}}\left(\Sigma_{1}^{n}\left(X_{i}-\bar{x}\right)^{2}\right)^{1 / 2},\right. \tag{3.51}
\end{equation*}
$$

Because of our model assumption, this can be written

$$
\delta=P\left\{\left(\Sigma_{1}^{n} \epsilon_{i}\right)^{2} \leq \frac{n}{n-1} c_{n-1}^{2}\left(\Sigma_{1}^{n} \epsilon_{i}^{2}-\frac{1}{n}\left(\Sigma_{1}^{n} \epsilon_{i}\right)^{2}\right)\right\}
$$

which, after some manipulation, is

$$
\begin{equation*}
\delta=P\left(\left|\Sigma_{1}^{n} \epsilon_{i}\right| /\left(\Sigma_{1}^{n} \epsilon_{i}^{2}\right)^{1 / 2} \leq d_{n}\right) \tag{3.52}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{n}=\left[1+\frac{c_{n-1}^{2}-1}{n}\right]^{-1 / 2} c_{n-1} \tag{3.53}
\end{equation*}
$$

Now, from an inferential point of view, it would be useful to have lower bounds on (3.52) so that the constructed interval would have a guaranteed coverage probability. Equivalently, we will try to develop some upper bounds on

$$
\begin{equation*}
\beta=P\left(\left|\Sigma_{1}^{n} \epsilon_{i}\right| /\left(\Sigma \epsilon_{i}^{2}\right)^{1 / 2} \geq d_{n}\right\} \tag{3.54}
\end{equation*}
$$

The assumption (3.49) on the distribution of $\epsilon$ implies that $\epsilon$ has the same distribution as the random vector

$$
Z=\left(\begin{array}{c}
U_{1} \theta_{1} \\
U_{2} \theta_{2} \\
\vdots \\
U_{n} \theta_{n}
\end{array}\right)
$$

where $U_{1}, \ldots, U_{n}$ are i.i.d. random variables taking the values $\pm 1$ each with probability $1 / 2$. The distribution of the $\theta_{i}$ 's is specified by

$$
L\left(\left[\begin{array}{c}
\theta_{1} \\
\vdots \\
\theta_{n}
\end{array}\right]\right)=L\left(\left(\begin{array}{c}
\left|\epsilon_{1}\right| \\
\vdots \\
\left|\epsilon_{n}\right|
\end{array}\right)\right)
$$

and the vector of $U^{\prime} s$ is independent of the vector of $\theta^{\prime} s$. A bit of reflection should convince the reader that these assertions are plausible-for a proof, see Efron (1969). Since $\epsilon$ and $Z$ have the same distribution, (3.55) can be substituted into (3.54) yielding

$$
\begin{equation*}
\beta=P\left(\left|\Sigma_{1}^{n} U_{i} \theta_{i}\right| /\left(\Sigma_{1}^{n} \theta_{i}^{2}\right)^{1 / 2} \geq d_{n}\right\} \tag{3.56}
\end{equation*}
$$

Now, condition on $\theta_{1}, \ldots, \theta_{n}$, set $\xi_{i}=\theta_{i} /\left(\Sigma_{1}^{n} \theta_{i}^{2}\right)^{1 / 2}$ and let

$$
\begin{equation*}
\Psi(\xi)=P\left(\left|\Sigma_{1}^{n} \xi_{i} U_{i}\right| \geq d_{n}\right\} \tag{3.57}
\end{equation*}
$$

where $\xi_{i} \geq 0, \Sigma_{1}^{n} \xi_{i}^{2}=1$. Thus, to obtain upper bounds on $\beta$, it is sufficient to obtain upper bounds on $\Psi(\xi)$ which are valid for all $\xi$ with $\Sigma_{1}^{n} \xi_{i}^{2}=1$, and $\xi_{i} \geq 0$.

Now, Efron (1969) argues as follows. Regard $\xi_{1}, \ldots, \xi_{n}$ as fixed constants satisfying $\xi_{i} \geq 0$ and $\Sigma_{1}^{n} \xi_{i}^{2}=1$. Look at the even moments (the odd moments are zero)

$$
\begin{equation*}
\mu_{r}(\xi)=E\left(\Sigma_{1}^{n} \xi_{i} U_{i}\right)^{2 r} \tag{3.58}
\end{equation*}
$$

for $r=1,2, \ldots$. Efron (1969) proves that $\mu_{r}(\xi)$ is bounded above by $E V^{2 r}$ where V is $\mathrm{N}(0,1)$. This suggests that $|\mathrm{V}|$ is stochastically larger (at least approximately) than $\left|\Sigma_{1} \xi_{i} U_{i}\right|$ which in turn suggests that (3.57) is bounded above (at least approximately) by $P\left(|V| \geq d_{n}\right\}$. But $P\left(|V| \geq d_{n}\right\}$ is close to $\alpha$ because
(i) the $t_{n-1}$ distribution is close to the $N(0,1)$ for moderate and large $n$
(ii) $d_{n}$ is close to $c_{n-1}$ for moderate and large $n$, and for values of $c_{n-1}$ which occur in practice.
Now it, in fact, is not true that $|\mathrm{V}|$ is stochastically larger than Now it, in fact, is not true that $|V|$ is st
$n^{-1 / 2} \Sigma_{1}^{n} U_{i}$. However, Efron's result shows that

$$
\begin{equation*}
E\left(\Sigma_{1}^{\mathrm{n}} \xi_{i} \mathrm{U}_{\mathrm{i}}\right)^{2 \mathrm{r}} \leq E \mathrm{~V}^{2 \mathrm{r}} \tag{3.59}
\end{equation*}
$$

for $r=1,2, \ldots$ and all $\xi_{i} \geq 0$ satisfying $\Sigma_{1}^{n} \xi_{i}^{2}=1$. One way to try to sharpen this result is to extend the inequality (3.59) to functions other than $x \rightarrow x^{2 r}$. That is, for what functions $f$ is it true that

$$
\begin{equation*}
E f\left(\Sigma_{1}^{n} \xi_{i} U_{i}\right) \leq E f(V) \tag{3.60}
\end{equation*}
$$

for all n and $\xi_{1}, \ldots, \xi_{\mathrm{n}}$ satisfying $\xi_{i} \geq 0, \Sigma_{1}^{n} \xi_{i}^{2}=1$ ? Using majorization, this equation was partially answered in Eaton $(1970,1974)$. The details follow.

Proposition 3.13: Let $f$ be defined on $R^{1}$ to $R^{1}$. Suppose that $f$ is symmetric and has a first derivative $\mathrm{f}^{\prime}$. Suppose further that
(i) for each $c \geq 0$ and for $t>0$, the function

$$
t \rightarrow t^{-1}\left[f^{\prime}(c+t)-f^{\prime}(c-t)\right]
$$

is non decreasing on ( $0, \infty$ ).
For $\delta \in \mathbb{R}^{\mathrm{n}}$ with coordinates $\delta_{1}, \ldots, \delta_{\mathrm{n}}$ which satisfy $\delta_{i} \geq 0, \Sigma_{1}^{\mathrm{n}} \delta_{i}=1$, let

$$
\begin{equation*}
g(\delta)=E f\left(\Sigma_{1}^{n} \sqrt{\delta_{i}} U_{i}\right) \tag{3.61}
\end{equation*}
$$

Then $g$ is decreasing.

Proof: The proof is quite standard--the conditions of Proposition 2.18 will be verified. That $g$ is $P_{n}$-invariant is clear since $U_{1}, \ldots, U_{n}$ are i.i.d. To verify (ii) of Proposition 2.18, set $W=\Sigma_{3}^{n} \sqrt{\delta_{i}} U_{i}$. By assumption, $f$ is symmetric. Since $W$ has a symmetric distribution and is independent of ( $\mathrm{U}_{1}, \mathrm{U}_{2}$ ), for fixed ( $\delta_{3}, \ldots, \delta_{\mathrm{n}}$ ), $\mathrm{g}(\delta)$ in (3.61) can be written as an average (over $c$ ) of functions

$$
\begin{equation*}
\mathrm{g}_{\mathrm{c}}(\delta)=E_{\mathrm{U}_{1} \mathrm{U}_{2}} \mathrm{f}\left(\sqrt{\delta_{\mathrm{i}}} \mathrm{U}_{1}+\sqrt{\delta_{2} \mathrm{U}_{2}}+\mathrm{c}\right) \tag{3.62}
\end{equation*}
$$

for $c \geq 0$. Since an average of decreasing functions is decreasing it suffices to show that $g_{c}$ in (3.62) satisfies (ii) of Proposition 2.18 for
each $c \geq 0$. Since $f$ is symmetric $f^{\prime}(-x)=-f^{\prime}(x)$. Using this if we set $t_{1}$ $=\delta_{1}^{1 / 2}+\delta_{2}^{1 / 2}$ and $t_{2}=\delta_{1}^{1 / 2}-\delta_{2}^{1 / 2}$, a computation yields

$$
\begin{aligned}
\Delta & =\frac{\partial \mathrm{g}_{\mathrm{c}}}{\partial \delta_{1}}-\frac{\partial \mathrm{g}_{\mathrm{c}}}{\partial \delta_{2}} \\
& =\frac{1}{2} E f^{\prime}\left(\sqrt{\delta_{1} U_{1}}+\sqrt{\delta_{2} U_{2}}+c\right)\left[\delta_{1}^{-1 / 2} U_{1}-\delta_{2}^{-1 / 2} U_{2}\right] \\
& =\frac{1}{8 \sqrt{\delta_{1} \delta_{2}} t_{1} t_{2}}\left\{\frac{f^{\prime}\left(c+t_{2}\right)-f^{\prime}\left(c-t_{2}\right)}{t_{2}}-\left[\frac{f^{\prime}\left(c+t_{1}\right)-f^{\prime}\left(c-t_{1}\right)}{t_{1}}\right]\right\} .
\end{aligned}
$$

Since $0<t_{2} \leq t_{1}$, assumption (i) shows that $\Delta \leq 0$. Thus (ii) of Proposition 2.18 holds so $g$ is decreasing.

Condition (i) of $f$ in Proposition 3.13 is not so easy to check. A sufficient condition for (i) to hold is that $f$ have three derivations and f''' be non-decreasing on ( $0, \infty$ ) (for a proof, see Eaton (1974)). In particular, the functions $x \rightarrow x^{2 r}, r=1,2, \ldots$ all satisfy (i).

Here are some immediate consequences of Proposition 3.13.

## Proposition 3.14. Let $f$ satisfy the assumptions of Proposition 3.13

(i) $E f\left(n^{-1 / 2} \Sigma_{1}^{n} U_{i}\right)$ is non-decreasing in $n$.
(ii) If there exists an $\epsilon>0$ such that $E\left|f\left(n^{-1 / 2} \Sigma_{1}^{n} U_{i}\right)\right|^{1+\epsilon}$ is bounded in n , then for $L(Z)=\mathrm{N}(0,1)$,

$$
\begin{equation*}
E f\left(\sum_{1}^{n} \sqrt{\delta_{i} U_{i}}\right) \leq E f(Z) \tag{3.63}
\end{equation*}
$$

$$
\text { for all } \mathrm{n} \text { and all } \delta_{1}, \ldots, \delta_{\mathrm{n}} \text { satisfying } \delta_{i} \geq 0 \text { and } \Sigma_{1}^{n} \delta_{i}=1
$$

Proof: (i) follows from Proposition 3.13 by noting that the vector in $R^{n}$ with coordinates $(n-1)^{-1 / 2}, \ldots,(n-1)^{-1 / 2}, 0$ majorizes the vector with coordinates $\mathrm{n}^{-1 / 2}, \ldots, \mathrm{n}^{-1 / 2}$.

For (ii), the Central Limit Theorem shows $\Sigma_{1}^{n} n^{-1 / 2} U_{i}$ converges in distribution to $Z$. Since $f$ is continuous, $f\left(\Sigma_{1}^{n} n^{n}-1 / 2 U_{i}\right)$ converges in distribution to $f(Z)$. The uniform boundedness of the ( $1+\epsilon$ ) absolute moment implies that

$$
\lim _{n \rightarrow \infty} E f\left(\Sigma_{1}^{n} n^{-1 / 2} U_{i}\right)=E f(Z)
$$

Since the sequence of expectations is non-decreasing in $n$ (by part (i)), we have

$$
E f\left(\Sigma_{1}^{n} n^{-1 / 2} U_{i}\right) \leq E f(Z)
$$

The conclusion (3.63) follows since $g(\delta)$ in (3.61) is maximized for $\delta \in R^{n}$ with all coordinates equal to $\mathrm{n}^{-1 / 2}$.

The assumptions in (ii) are easily shown to hold for $f(x)=x^{2 r}, r=$ $1,2, \ldots$ so (3.63) give Efron's (1969) result in this case. The validity of (3.63) for other random variables than $U_{1}, \ldots, U_{n}$ is discussed in Eaton (1974). One application to probability inequalities for (3.57) (and hence for (3.51)) follows. Let $d>0$ be a fixed number. Let $f$ be a nonnegative non-decreasing function on $R^{1}$ which satisfies $f(d)=1$, and satisfies the assumptions of Proposition 3.14. A pointwise argument together with (3.63) gives

$$
\begin{equation*}
\mathrm{P}\left\{\left|\Sigma_{1}^{n} \xi_{i} U_{i}\right| \geq \mathrm{d}\right\} \leq E f\left(\Sigma_{1}^{n} \xi_{i} U_{i}\right) \leq E f(Z) \tag{3.64}
\end{equation*}
$$

for $\xi_{1}, \ldots, \xi_{\mathrm{n}}$ satisfying $\Sigma_{1}^{n} \xi_{1}^{2}=1$. The problem is now to choose $f$ in a clever way to make $E f(Z)$ as small as possible. This problem has not been solved completely, but there is some evidence to suggest that f's of the form

$$
f_{u}(x)=\left\{\begin{array}{cc}
0 & \text { if }|x| \leq u \\
\frac{(|x|-u)^{3}}{(d-u)^{3}} & \text { if }|x| \geq u
\end{array}\right.
$$

for $0 \leq u<d$ yield reasonably tight bounds for (3.64) (See Eaton (1974) for the argument which suggests such $f^{\prime} s$ ). Since $f_{u}^{\prime \prime}$ ' is non-decreasing and since $f_{u}(d)=1$, (3.64) yields

$$
\begin{equation*}
P\left(\left|\Sigma_{1}^{n} \xi_{i} U_{i}\right| \geq d\right\} \leq \inf _{0 \leq u<d} E f_{u}(Z) \tag{3.65}
\end{equation*}
$$

This infimum has not been computed explicitly, but some upper bounds are known which produce relatively good upper bounds when $d \geq 2$. See Eaton (1970,1974) for further details.

## Chapter 4: Log Concavity and Related Topics

A main result of this chapter, due to Prekopa (1973), asserts that if $f(x, y)$ defined on $R^{m} \times R^{n}$ is log concave, then the "marginal function"

$$
\begin{equation*}
h(x)=\int_{R^{n}} f(x, y) d y \tag{4.1}
\end{equation*}
$$

is $\log$ concave on $R^{m}$. This fact has a number of important consequences and applications. For example, results in Anderson (1955), Sherman (1955), Mudholkar (1966), and Davidovic et al. (1969) all follow easily from the above assertion. These results along with some applications are discussed below.

## Section 1: Log concave functions

Let $f$ be a non-negative real valued function defined on $R^{n}$.

## Definition 4.1: The function $f$ is $\log$ concave if for $\operatorname{all} x, y \in R^{n}$ and $\alpha \in$

 $(0,1)$,$$
\begin{equation*}
f(\alpha x+(1-\alpha) y) \geq f^{\alpha}(x) f^{1-\alpha}(y) \tag{4.2}
\end{equation*}
$$

In some situations, a non-negative function $h$ defined on a convex subset $D \subseteq R^{n}$ satisfies (4.2). In this case, observe that

$$
f(x)=\left\{\begin{array}{cc}
h(x) & \text { if } x \in D \\
0 & \text { if } x \notin D
\end{array}\right.
$$

is defined on all of $R^{n}$ and also satisfies (4.2). For this reason, the domain of definition of $\log$ concave functions is always taken to be $R^{n}$. Here are some elementary facts which are useful.

Proposition 4.1: If $f$ is log concave on $R^{n}$, then for each $c \geq 0$, the sets $\{x \mid f(x) \geq c\}$ and $\{x \mid f(x)>c\}$ are convex.

Proof: Elementary.

Proposition 4.2: Suppose $B$ is a subset of $R^{n}$. Then $I_{B}$, the indicator function of $B$, is $\log$ concave iff $B$ is a convex set.

Proof: Elementary. $\square$

Proposition 4.3: Let $f$ be non-negative and defined on $R^{n}$. Then $f$ is $\log$ concave iff for each $x, y \in R^{n}$, the function

$$
\begin{equation*}
\Psi(t)=f(x+t y) \tag{4.3}
\end{equation*}
$$

is $\log$ concave on $R^{1}$.

Proof: If $f$ is $\log$ concave, then for $t_{1}, t_{2}, \in R^{1}$ and $\alpha \in(0,1)$,

$$
\begin{aligned}
\Psi\left(\alpha t_{i}\right. & \left.+(1-\alpha) t_{2}\right)=f\left(x+\left(\alpha t_{1}+(1-\alpha) t_{2}\right) y\right) \\
& =f\left(\alpha\left(x+t_{1} y\right)+(1-\alpha)\left(x+t_{2} y\right)\right) \geq f^{\alpha}\left(x+t_{1} y\right) f^{1-\alpha}\left(x+t_{2} y\right) \\
& =\Psi^{\alpha}\left(t_{1}\right) \Psi^{1-\alpha}\left(t_{2}\right)
\end{aligned}
$$

Conversely, if $\Psi$ is $\log$ concave,

$$
\begin{aligned}
& f(\alpha x+(1-\alpha) y)=f(y+\alpha(x-y))=\Psi(\alpha) \\
& \quad \geq \Psi^{\alpha}(1) \Psi^{1-\alpha}(0)=f^{\alpha}(x) f^{1-\alpha}(y)
\end{aligned}
$$

Proposition 4.4: Suppose $f$ is $\log$ concave on $R^{n}$ and $A$ is an $n \times m$ matrix. Then the function $h$ defined on $R^{m}$ by $h(u)=f(A u)$ is log concave.

Proof: Elementary.

Proposition 4.5: Suppose $f$ is defined on $R^{m} \times R^{n}$ and is $\log$ concave. Fix $u$ in $R^{m}$ and define $h$ on $R^{n}$ by $h(v)=f(u, v)$. Then $h$ is $\log$ concave.

Proof: Elementary. $\square$

Proposition 4.6: Suppose $f$ defined on $R^{m}$ is log concave and define $h$ on $R^{m} \times R^{n}$ by $h(u, v)=f(u)$. Then $h$ is $\log$ concave. Also, if $f_{1}$ and $f_{2}$ are log
concave on $R^{m}$, then the product $f_{1} f_{2}$ is also log concave.
Proof: Elementary. $\square$

## Section 2: Prekopa's Theorem

Here is a special case of Prekopa's Theorem (1973) which in fact implies the general result alluded to in the introduction to this chapter.

Theorem 4.7. Suppose $f$ defined on $R^{2}$ is $\log$ concave and let $h$ be defined by

$$
\begin{equation*}
h(x)=\int_{-\infty}^{\infty} f(x, y) d y \tag{4.4}
\end{equation*}
$$

If $h(x)<+\infty$ for all $x \in R^{1}$, then $h$ is $\log$ concave.

Because of its independent interest, the proof of Theorem 4.7 is given in the final section of this chapter. The proof is not that of Prekopa, but is modelled after an argument due to Brascamp and Lieb (1974). The main result of this section, which is an easy consequence of Theorem 4.7, follows.

Theorem 4.8 Prekopa (1973)). Let $f$ be defined on $R^{m} \times R^{n}$ and suppose that $f$ is $\log$ concave. Then, the function $h$ defined on $R^{m}$ by

$$
\begin{equation*}
h(u)=\int_{R^{n}} f(u, v) d v, \tag{4.5}
\end{equation*}
$$

assumed to be finite for $u \in R^{m}$, is log concave.
Proof: Because Lebesgue measure, $d v$ on $R^{n}$, is a product measure, an easy induction argument shows that it suffices to establish the claim for $\mathrm{n}=1$. For $n=1$ and fixed $u_{1}, u_{2} \in R^{m}$, define $\Psi$ on $R^{2}$ by

$$
\begin{equation*}
\Psi(t, v)=f\left(u_{1}+t u_{2}, v\right) \tag{4.6}
\end{equation*}
$$

That $\Psi$ is log concave on $R^{2}$ is an easy consequence of the log concavity of f. However,

$$
h\left(u_{1}+t u_{2}\right)=\int_{-\infty}^{\infty} f\left(u_{1}+t u_{2}, v\right) d v=\int_{-\infty}^{\infty} \Psi(t, v) d v
$$

Theorem 4.7 applied to $\Psi$ shows that for $u_{1}$ and $u_{2}$ fixed, $t \rightarrow h\left(u_{1}+t u_{2}\right)$ is $\log$ concave on $R^{1}$. By Proposition $4.3, \mathrm{~h}$ is $\log$ concave on $R_{m}$.

Proposition 4.9 (Davidovic et al. (1969)). Suppose $f_{1}$ and $f_{2}$ are $\log$ concave functions on $R^{n}$. Then the convolution

$$
h(y)=\int_{R} f_{1}(y-x) f_{2}(x) d x
$$

is $\log$ concave, if $h(y)<+\infty$ for $y \in R^{n}$.

Proof: The log concavity of $f_{1}$ and $f_{2}$ implies that

$$
f(x, y)=f_{1}(y-x) f_{2}(x)
$$

is $\log$ concave on $R^{2 n}$. By Theorem 4.8,

$$
h(y)=\int_{R^{n}} f(x, y) d x
$$

is log concave on $R^{n}$.

An immediate corollary to the above Proposition is a useful observation due to Sherman (1955).

Proposition 4.10 (Sherman (1955)). Let $C_{1}$ and $C_{2}$ be convex sets in $R^{n}$ and let $\mu$ denote Lebesgue measure on $R^{n}$. If

$$
g(x)=\mu\left(C_{1} \cap\left(C_{2}+x\right)\right)
$$

is finite for $x \in R^{n}$, then $g$ is $\log$ concave, so

$$
\{x \mid g(x) \geq c\}
$$

is a convex set for each $c \in R^{1}$.

Proof: Let $f_{1}$ be the indicator function of $C_{1}$ and let $f_{2}$ be the indicator function of the convex set $-C_{2}$. Then

$$
g(x)=\int f_{1}(u) f_{2}(x-u) \mu(d u)
$$

is the convolution of two $\log$ concave functions. Hence $g$ is $\log$ concave so by Proposition 4.1,

$$
\{x \mid g(x) \geq c\}
$$

is a convex set. $\square$

We close this section with a brief discussion about random vectors which have log concave densities. Consider random vectors $U \in R^{m}$ and $V \in$ $R^{n}$ and assume $(U, V) \in R^{m+n}$ has a joint density $f(u, v)$ which is log concave. It follows immediately from Theorem 4.8 that the marginal density of $U$, say

$$
\begin{equation*}
h(u)=\int f(u, v) d v \tag{4.7}
\end{equation*}
$$

is $\log$ concave. Hence the set

$$
D=\{u \mid h(u)>0\}
$$

is a convex set by Proposition 4.1.
For fixed $u \in R^{m}$, define $f_{2}(v \mid u)$ on $R^{n}$ by

$$
f_{2}(v \mid u)= \begin{cases}\frac{f(u, v)}{h(u)}, & u \in D \\ g(v), & u \notin D\end{cases}
$$

where $g$ is some fixed log concave density on $R^{n}$ (for example, take $g$ to be the density of a $N\left(0, I_{n}\right)$ distribution). It is well known that $f_{2}(\cdot \mid u)$ serves as a version of the conditional density of $V$ given $U=u$. Moreover, for each fixed $u, f_{2}(\cdot \mid u)$ is clearly $\log$ concave on $R^{n}$. This shows that when the joint density is log concave, then one can select a version of the conditional density which is also $\log$ concave.

## Section 3: Multivariate Unimodality and Anderson's Theorem

On the real line, it is rather obvious how a symmetric unimodal (about 0 ) function should be defined--namely, the definition given in Chapter 2. However, the choice of a definition of unimodality in higher dimensions is not so clear--even if attention is restricted to the symmetric case. In spite of its restrictiveness, the following rather strong definition used by Anderson (1955) has proved to be useful. (For a discussion of other notions of unimodality in $R^{n}$, see Dharmadhikari and Jogdeo (1976) and Das Gupta (1980).)

Definition 4.2: Let $f$ be a real valued function defined on $R^{n}$. If $f$ is symmetric $\left(f(x)=f(-x)\right.$ for $x \in R^{n}$ ) and if for each real number $r$, the set

$$
\{x \mid f(x) \geq r\} \subseteq R^{n}
$$

## is convex, $f$ is called A-unimodal.

In most applications, A-unimodal functions are non-negative, but this is not required in the definition. If $f$ is non-negative, symmetric and log concave, then by Proposition 4.1 f is A-unimodal. In particular, indicator functions of convex symmetric sets are A-unimodal. However, sums of Aunimodal functions need not be A-unimodal. This can be seen by taking $f_{i}$ to be the indicator of a convex symmetric set for $i=1,2$ and picking the sets so $f_{1}+f_{2}$ is not A-unimodal.

One property that A-unimodal functions do possess is that they are decreasing on rays emanating from $0 \in R^{n}$. Before proving this, we state a formal definition.

Definition 4.3: A real valued function $f$ defined on $R^{n}$ is ray-decreasing if for each $x \in \mathbb{R}^{n}$, the function

$$
\begin{equation*}
\mathrm{h}(\beta)=\mathrm{f}(\beta \mathrm{x}), \quad \beta \in \mathrm{R}^{1} \tag{4.7}
\end{equation*}
$$

is non-increasing on $[0, \infty)$.

Observe that the family of all ray-decreasing functions is a convex cone--that is, if $f_{1}, f_{2}$ are ray-decreasing and $c_{1}, c_{2}$ are non-negative constants, then $c_{1} f_{1}+c_{2} f_{2}$ is also ray-decreasing.

Proposition 4.11: If $f$ is A-unimodal, then for $x \in \mathbb{R}^{\mathrm{n}}$ fixed, $\mathrm{h}(\beta)=\mathrm{f}(\beta \mathrm{x})$, $\beta \in R^{1}$ is a symmetric unimodal function on $R^{1}$. Hence, $f$ is ray-decreasing.

Proof: That $h$ is symmetric is obvious since $f$ is symmetric. For $0 \leq \beta_{1} \leq$ $\beta_{2}$, it must be shown that

$$
\begin{equation*}
h\left(\beta_{1}\right) \geq h\left(\beta_{2}\right) . \tag{4.8}
\end{equation*}
$$

Let $\mathrm{r}=\mathrm{f}\left(\beta_{2} \mathrm{x}\right)$. Since f is A -unimodal, the set

$$
C=\{y \mid f(y) \geq r\}
$$

is convex and symmetric. But $\beta_{2} x \in C$ by construction so $-\beta_{2} x \in C$. Since $0 \leq \beta_{1} \leq \beta_{2}$, the point $\beta_{1} \mathrm{x}$ is in the line segment connecting $\beta_{2} \mathrm{x}$ and $-\beta_{2} \mathrm{x}$ so $\beta_{1} \mathrm{x} \in \mathrm{C}$. Hence $\mathrm{h}\left(\beta_{1}\right)=\mathrm{f}\left(\beta_{1} \mathrm{x}\right) \geq \mathrm{r}=\mathrm{h}\left(\beta_{2}\right)$. Thus, f is ray-decreasing by definition. $\quad \square$

Theorem 4.12 (Anderson (1955)). Suppose $f_{1}$ and $f_{2}$ are non-negative Aunimodal functions. Then the convolution

$$
\begin{equation*}
f(y)=\int_{R^{n}} f_{1}(y-x) f_{2}(x) d x \tag{4.9}
\end{equation*}
$$

is symmetric and ray-decreasing. In particular, $f(0) \geq f(y)$ for all $y$.

Proof: Since $f_{1}$ and $f_{2}$ are non-negative, $f$ is well defined even though $f(y)$ may be infinite for some $y^{\prime} s$ in $R^{n}$. Let $I_{m}$ be the indicator function of $\left\{x \mid x \in R^{n},\|x\| \leq m\right\}$. It is easy to show that

$$
f_{i, m}(x)=f_{i}(x) I_{m}(x), \quad i=1,2
$$

are both A-unimodal, and vanish off the compact set $\left\{x \mid x \in R^{n},\|x\| \leq m\right)$. The monotone convergence theorem shows that

$$
f_{m}(y)=\int_{R^{n}} f_{1, m}(y-x) f_{2, m}(x) d x
$$

converges pointwise to $f(y)$ given in (4.9). Since the pointwise limit of symmetric and ray-decreasing functions is again symmetric and raydecreasing, it suffices to prove the theorem for functions $f_{1}$ and $f_{2}$ which vanish off a compact set.

We now proceed with the proof under the assumption that $f_{1}$ and $f_{2}$ vanish off a compact set. That $f$ is symmetric is easily established using the symmetry of $f_{1}$ and $f_{2}$. For $i=1,2$, define $K_{i}$ on $R^{n} \times(0, \infty)$ by

$$
K_{i}(x, a)= \begin{cases}1 & \text { if } f_{i}(x) \geq a \\ 0 & \text { otherwise }\end{cases}
$$

Obviously, for each $a \in(0, \infty), K_{i}(\cdot, a)$ is zero off a compact set. Also, for a fixed, $K_{i}(\cdot, a)$ is the indicator function of a bounded convex symmetric set since $f_{i}$ is A-unimodal. Hence $K_{i}(\cdot, a)$ is $\log$ concave and symmetric, $i=1,2$. Therefore, for fixed $a_{1}$ and $a_{2}$ in ( $0, \infty$ ),

$$
H\left(y, a_{1}, a_{2}\right)=\int_{R} n K_{1}\left(y-x, a_{1}\right) K_{2}\left(x, a_{2}\right) d x
$$

is finite, is log concave (Proposition 4.9) and is obviously symmetric. Hence $H\left(\cdot, a_{1}, a_{2}\right)$ is symmetric and ray-decreasing. Because the raydecreasing functions form a convex cone,

$$
\begin{equation*}
q(y)=\int_{0}^{\infty} \int_{0}^{\infty} H\left(y, a_{1}, a_{2}\right) d a_{1} d a_{2} \tag{4.10}
\end{equation*}
$$

is also ray decreasing. But, the definition of $K_{i}$ yields the relation

$$
\begin{equation*}
f_{i}(x)=\int_{0}^{\infty} K_{i}(x, a) d a, \quad i=1,2 \tag{4.11}
\end{equation*}
$$

Using (4.11) in (4.10), Fubini's Theorem for non-negative functions implies

$$
\begin{aligned}
q(y) & =\int_{0}^{\infty} \int_{0}^{\infty} \int_{R^{n}} K_{1}\left(y-x, a_{1}\right) K_{2}\left(x, a_{2}\right) d x d a_{1} d a_{2} \\
& =\int_{R^{n}} \int_{0}^{\infty} \int_{0}^{\infty} K_{1}\left(y-x, a_{1}\right) K_{2}\left(x, a_{2}\right) d a_{1} d a_{2} d x \\
& =\int_{R^{n}} f_{1}(y-x) f_{2}(x) d x=f(y)
\end{aligned}
$$

Hence, $f$ is ray-decreasing.

Example 4.1: Consider an "elliptical" distribution on $\mathrm{R}^{\mathrm{n}}$--that is, a distribution with a density $f$ of the form

$$
\begin{equation*}
f(x)=|\Sigma|^{-1 / 2} k\left(x^{\prime} \Sigma^{-1} x\right) \tag{4.12}
\end{equation*}
$$

where $\Sigma: n \times n$ is positive definitive. Assume that $k$ is a non-increasing function defined on $[0, \infty)$. Since $k$ is non-increasing, $f$ is A-unimodal. The translation family generated by $f$ has a density

$$
p(x \mid \theta)=f(x-\theta), \quad x \in R^{n}, \quad \theta \in R^{n}
$$

Let $C$ be a convex symmetric subset of $R^{n}$ and suppose the random vector $X$
has density $p(\cdot \mid \theta)$. Then, Theorem 4.12 tells us that the probability that $X$ is in $C$, as a function of the translation parameter $\theta$, decreases on rays. To see this, the quantity of interest is

$$
g(\theta)=P_{\theta}(X \in C)=\int_{C} f(x-\theta) d x=\int I_{C}(x) f(x-\theta) d x
$$

where $I_{C}$ is the indicator function of $C$. The symmetry of $f$ implies that $f(x-\theta)=f(\theta-x)$. Since $I_{C}$ and $f$ are A-unimodal, Theorem 4.12 shows that $g$ is ray-decreasing. $\square$

There are a couple of ways to extend Theorem 4.12 in fairly obvious but rather useful directions.

Proposition 4.13: Suppose $f_{1} \geq 0$ is A-unimodal and $\int f_{1}(x) d x<+\infty$. Also suppose $\mathrm{E}_{2}$ is a bounded function and is A-unimodal. Then

$$
f(y)=\int f_{1}(y-x) f_{2}(x) d x
$$

is symmetric and ray decreasing.

Proof: Because of our assumption $f$ is well defined and finite for all $y \in$ $R^{n}$. Let $M$ be a bound for $f_{2}$ so $\left|f_{2}(x)\right| \leq M$ for all $x \in R^{n}$. Hence $f_{2}(x)+$ $M \geq 0$ for all $x$, and $f_{2}+M$ is A-unimodal.

By Proposition 4.12,

$$
\begin{aligned}
k(y) & =\int f_{1}(y-x)\left(f_{2}(x)+M\right) d x \\
& =\int f_{1}(y-x) f_{2}(x) d x+M\left(\int f_{1}(x) d x\right)=f(y)+c
\end{aligned}
$$

is ray-decreasing and symmetric. Here, $c$ is just a constant. Thus $f$ is ray-decreasing and symmetric. $\square$

The extension of Proposition 4.13 to unbounded $f_{2}$ 's can sometimes be accomplished with truncation and limiting arguments--provided of course
that enough conditions are assumed to justify taking limits. These extensions are left to the reader.

The next extension comes from Sherman (1955). It is based on the observation that the symmetric ray-decreasing functions form a convex cone. In particular, suppose $f_{1}, f_{2}$ and $f_{3}$ are non-negative $A$-unimodal functions. Then

$$
k_{i}(y)=\int f_{3}(y-x) f_{i}(x) d x, \quad i=1,2
$$

are symmetric and ray-decreasing. Hence

$$
k_{1}(y)+k_{2}(y)=\int f_{3}(y-x)\left[f_{1}(x)+f_{2}(x)\right] d x
$$

is also symmetric and ray-decreasing even though $f_{1}+f_{2}$ need not be Aunimodal. In order to describe this situation more formally, let $C$ be the convex cone of all non-negative symmetric Borel measurable functions, $h$, on $\mathrm{R}^{\mathrm{n}}$ which have the form

$$
\begin{equation*}
h(x)=\Sigma_{1}^{r} a_{i} f_{i}(x) \tag{4.13}
\end{equation*}
$$

where $a_{i} \geq 0, f_{i}$ is a non-negative A-unimodal function, and $r$ is some positive integer.

Proposition 4.14: If $h_{1}$ and $h_{2}$ are in $C$, then

$$
k(y)=\int_{R^{n}} h_{1}(y-x) h_{2}(x) d x
$$

is symmetric and ray decreasing.

Proof: Since $h_{1}$ and $h_{2}$ have the form (4.13), $k$ is a linear combination, with non-negative coefficients, of symmetric ray decreasing functions. Hence $k$ is a symmetric ray decreasing function. $\square$

Proposition 4.15: Suppose $h_{1}$ and $h_{2}$ can be expressed as

$$
h_{i}(x)=\lim _{m \rightarrow \infty} h_{i, m}(x), \quad i=1,2
$$

where $h_{i, m} \in C$ for $i=1,2$ and $m=1,2, \ldots$ and $h_{i, m}(x) \leq h_{i, m+1}(x)$ for all $x \in R^{m}, i=1,2$ and $m=1,2, \ldots$. Then

$$
k(y)=\int_{R^{n}} h_{1}(y-x) h_{2}(x) d x
$$

is symmetric and ray decreasing.

Proof: Define $k_{m}$ by

$$
\mathrm{k}_{\mathrm{m}}(\mathrm{y})=\int \mathrm{h}_{1, \mathrm{~m}}(\mathrm{y}-\mathrm{x}) \mathrm{h}_{2, \mathrm{~m}}(\mathrm{x}) \mathrm{dx}
$$

Then for each $m, k_{m}$ is symmetric and ray decreasing. Because of our assumptions, for each $y, h_{1, m}(y-x) h_{2, m}(x)$ increases as $m \rightarrow \infty$ to the limit $h_{1}(y-x) h_{2}(x)$. Since all the functions involved are non-negative, the Monotone Convergence Theorem shows that $k(y)$ is the pointwise limit of $k_{m}(y)$. It follows immediately that $k$ is symmetric and ray decreasing.

The point of the above discussion is that the convolution of functions in the convex cone $C$ yields symmetric ray decreasing functions. Also, certain limiting arguments can be used to extend the validity of this convolution result--as long as enough assumptions are made to justify the limiting operations. Further, $C$ is a convex cone so that positive linear combinations of elements of $C$ also are functions whose convolutions are symmetric and ray-decreasing. Sherman (1955) uses a combination of uniform convergence and convergence in mean to study the convolutions in question.

## Section 4: Mudholkar's Theorem:

The main result of this section, due to Mudholkar (1966), is perhaps best motivated by reinterpreting Theorem 4.12. Let $G_{0}$ be the two element group $\left\{I_{n},-I_{n}\right.$ \} thought of as a group acting on vectors in $R^{n}$. That is, $g \in$ $G_{0}$ maps $x$ into $g x$. First notice that a function $f$ defined on $R^{n}$ is
symmetric iff $f(x)=f(g x)$ for $g \in G_{0}$. In other words, $f$ is symmetric iff $f$ is $G_{0}$-invariant. To reinterpret what ray-decreasing means for $G$ -
invariant functions, the argument used in the proof of Proposition 4.11 is relevant. To say that a symmetric function $f$ is ray-decreasing is to say that for each $y \in R$ and each $\beta \in[-1,1]$, the inequality $f(\beta y) \geq f(y)$ holds. However, as $\beta$ varies over $[-1,1]$, the vectors $\beta y$ vary over the line segment connecting -y and y . That is, $\beta \mathrm{y}$ varies over the convex set generated by $\{-y, y\}$. Of course the set $\{-y, y\}$ is the orbit of $y$ under the action of the group $G_{0}$; by definition, the $G_{0}$-orbit of $y$ is $\left\{g y \mid g \in G_{0}\right\}$. Thus, a symmetric function $f$ is ray-decreasing iff. $f(x) \geq f(y)$ for all $x$ in the convex set generated by the orbit of $y$. The parallel considerations in Chapter 2 on majorization are now fairly clear--namely, the convex set generated by the orbit of a point was used to define the majorization ordering (when the group is $P_{n}$ ) and the functions with the property that $f(x) \geq f(y)$ (for all $x$ in the convex hull of the orbit of $y$ ) were called decreasing. These observations suggest that there may be a version of Theorem 4.12 for more general groups than $G_{0}=\left\{ \pm I_{n}\right\}$. That this is the case was discovered by Mudholkar (1966). We now proceed with the formal development.

Consider a group $G$ which is a subgroup of the group of $n \times n$ orthogonal matrices. Thus each element of $G$ defines a linear transformation on $R^{n}$. Given $y \in R^{n}$, let $C(y)$ denote the convex set generated by $\{g y \mid g \in G\}$. We write $x \leq y$ to mean $x \in C(y)$, just as in the majorization case discussed at length in Chapter 2. It is easy to show $x \leq y$ and $y \leq z$ implies that $x \leq$ $z$, and $x \leq y$ iff $C(x) \subseteq C(y)$. As usual, $f$ defined on $R^{n}$ is decreasing if $x$ $\leq y$ implies that $f(x) \geq f(y)$. A function $f$ defined on $R^{n}$ is $G$-invariant if $f(x)=f(g x)$ for all $x \in R^{n}$ and $g \in G$. Any $f$ which is decreasing is $G$ invariant because $x \leq g x \leq x, x \in R^{n}$ and $g \in G$.

Proposition 4.16: Suppose $f$ is $G$-invariant and log concave. The $f$ is decreasing.

Proof: For $x \in C(y)$, it must be shown that $f(x) \geq f(y)$. Set $\gamma=f(y)$ and consider

$$
B=\{u \mid f(u) \geq \gamma\} .
$$

It suffices to show $C(y) \subseteq B$. However, $B$ is convex since $f$ is log concave. Also $u \in B$ implies $g u \in B$ for all $g$ since $f$ is $G$-invariant. But $y \in B$ by definition so $\{g y \mid g \in G\} \subseteq B$. The convexity of $B$ implies $C(y) \subseteq B$. $\square$

Definition 4.4: A function $f: R^{n} \rightarrow R^{1}$ is convex-unimodal if for each $\gamma \in$ $R^{1},\{x \mid f(x) \geq \gamma\}$ is a convex set.

We now proceed to the statement and proof of the G-analogue of Theorem 4.12. An important observation in the previous case was that the class of symmetric ray-decreasing functions (the decreasing functions when $G=\left\{I_{n}\right.$,$I_{n}$ ) forms a convex cone. That same observation is important here-namely, the class of decreasing functions forms a convex cone. The dependence of the word "decreasing" on the group $G$ is suppressed since $G$ is fixed throughout the discussion.

Theorem 4.17: If $f_{1}$ and $f_{2}$ are non-negative, $G$-invariant, and convexunimodal, then the convolution

$$
h(y)=\int_{R^{n}} f_{1}(y-x) f_{2}(x) d x
$$

is decreasing.

Proof: The proof is very similar to the proof of Theorem 4.12. The Ginvariance of $h$ follows from the invariance of $f_{1}$ and $f_{2}$ and the following calculation:

$$
\begin{aligned}
h(g y) & =\int_{R^{n}} f_{1}(g y-x) f_{2}(x) d x=\int f_{1}\left(g\left(y-g^{-1} x\right)\right) f_{2}(x) d x \\
& =\int f_{1}(y-x) f_{2}(g x) d x=\int f_{1}(y-x) f_{2}(x) d x
\end{aligned}
$$

The third equality follows from a change of variable and the fact that each $g$ preserves Lebesgue measure. As in the proof of Theorem 4.12 , it suffices to prove the Theorem for $f_{1}$ and $f_{2}$ which vanish off some compact set. This
is assumed is what follows. For $a \geq 0$ and $i=1,2$, define $K_{i}$ on $R^{n} \times[0, \infty)$ by

$$
K_{i}(x, a)= \begin{cases}1 & \text { if } f_{i}(x) \geq a \\ 0 & \text { otherwise }\end{cases}
$$

As in the proof of Theorem 4.12,

$$
h(y)=\int_{0}^{\infty} \int_{0}^{\infty} \int_{R^{n}} K_{1}\left(y-x, a_{1}\right) K_{2}\left(x, a_{2}\right) d x d a_{1} d a_{2} .
$$

But, for a fixed, $K_{i}(\cdot, a)$ is the indicator function of a bounded convex $G$ invariant set. Thus, $K_{i}(\cdot, a)$ is a $\log$ concave $G$-invariant function. Hence,

$$
K\left(y ; a_{1}, a_{2}\right)=\int_{R^{n}} K_{1}\left(y-x, a_{1}\right) K_{2}\left(x, a_{2}\right) d x
$$

is a $\log$ concave function (Proposition 4.9) and the G-invariance of $K\left(\cdot, a_{1}, a_{2}\right)$ is proved the same way the invariance of $h$ is proved. Thus, for each $a_{1}, a_{2}, K\left(\cdot ; a_{1}, a_{2}\right)$ is decreasing by Proposition 4.16. Since

$$
h(y)=\int_{0}^{\infty} \int_{0}^{\infty} k\left(y ; a_{1}, a_{2}\right) d a_{1} d a_{2},
$$

it follows immediately that $h$ is decreasing.
Now, all of the discussion concerning the extension of Theorem 4.12 (in Propositions $4.13,4.14,4.15$ ) is valid for Theorem 4.17 because the class of decreasing functions is a convex cone. One simply replaces "symmetric and ray-decreasing" by "decreasing" and "A-unimodal" gets replaced by "Ginvariant and convex-unimodal." The details of this are left to the reader.

The orginal proofs of Theorems 4.12 and 4.17 used the Brunn-Minkowski inequality. For a discussion of this and other aspects of unimodality, see Das Gupta (1980).

## Section 5: Applications to MANOVA Problems:

Two applications to problems in multivariate analysis of variance (MANOVA) are given in this section. The first concerns a concentration property of Gauss-Markov estimators in certain linear models which include the multivariate linear model as a special case. In the second application, monotonicity properties of the power functions of some classical tests in MANOVA problems are discussed. The first application is an extension of results in Berk and Hwang (1984) while the material in the second example comes from Das Gupta et al. (1964) and Eaton and Perlman (1974).

The notion of concentration was studied on the real line by Birnbaum (1948) and was later extended to $R^{n}$ by Sherman (1955). Because our applications involve random matrices, it is more convenient to formulate Sherman's definition for a finite dimensional inner product space ( $\mathrm{V},(\cdot, \cdot)$ ).

Definition 4.5: Let $P_{1}$ and $P_{2}$ be two probability measures defined on the Borel sets of $(V,(\cdot, \cdot))$. The probability $P_{1}$ is more concentrated about 0 than $P_{2}$ if $P_{1}(C) \geq P_{2}(C)$ for all convex symmetric sets $C \subseteq V$. The notation $P_{1}>_{0} P_{2}$ is used to mean $P_{1}$ is more concentrated about 0 than $P_{2}$.

The following example of a concentration inequality is due to Anderson (1955).

Proposition 4.18: On $R^{n}$, suppose $P_{i}$ is the probability measure corresponding to a multivariate normal distribution with mean 0 and covariance $\Sigma_{i}, i=1,2$. If $\Sigma_{2}-\Sigma_{1}$ is positive semi-definite, then $P_{1}>_{0}$
$P_{2}$.

Proof: Let $X_{i}$ be a random vector which has a $N_{n}\left(0, \Sigma_{i}\right)$ distribution. Since $\Delta=\Sigma_{2}-\Sigma_{1}$ is positive semi-definite, there is a random vector $Y$, independent of $X_{1}$ and $X_{2}$, which is $N(0, \Delta)$ and $X_{1}+Y$ has the same distribution as ${\underset{X}{2}}_{2}$. For any convex symmetric set $C$,

$$
P_{2}(C)=\operatorname{Pr}\left(X_{2} \in C\right)=\operatorname{Pr}\left(X_{1}+Y \in C\right)
$$

$$
=E \operatorname{Pr}\left\{\mathrm{X}_{1}+\mathrm{Y} \in \mathrm{C} \mid \mathrm{Y}=\mathrm{y}\right\}=E \operatorname{Pr}\left\{\mathrm{X}_{1} \in \mathrm{C}-\mathrm{y} \mid \mathrm{Y}=\mathrm{y}\right\}
$$

Since $X_{1}$ and $Y$ are independent and since the distribution of $X_{1}$ is $\log$ concave, Anderson's Theorem implies that

$$
\operatorname{Pr}\left\{X_{1} \in C-y \mid Y=y\right\} \leq \operatorname{Pr}\left\{X_{1} \in C\right\}
$$

because $\operatorname{Pr}\left\{X_{1} \in C-y\right\}$ is a symmetric ray-decreasing function of $y$. Thus

$$
P_{2}(C) \leq \operatorname{Pr}\left\{X_{1} \in C\right\}=P_{1}(C)
$$

for all convex symmetric sets so $P_{1}>P_{2}$.

The proof of Proposition 4.18 is quite special because it uses the fact that the sum of two independent normal random vectors is again normal. Extensions of Proposition 4.18 to the so-called spherical distributions can be found in Das Gupta et al. (1971). This paper contains a useful result on the behavior of certain probabilities when the covariance matrix changes in special ways. In addition, there are a number of interesting examples included in this paper.

Here is the promised linear model example.

Example 4.2: It is assumed that the reader is somewhat familiar with the inner-product space version of the Gauss-Markov Theorem for linear models. However, for the sake of completeness, the theory is briefly outlined here following the treatment in Eaton (1983). Consider a random vector $Y$ taking values in a finite dimensional inner product space ( $\mathrm{V},(\cdot, \cdot)$ ). The mean vector of $Y$, say $\mu$, is assumed to lie in a known linear subspace $M$ of $V$. The covariance of $Y$, say $\Sigma=\operatorname{Cov}(Y)$, is assumed to be positive definite and to lie in some known set $\gamma$ of positive definite covariances. Thus, the pair ( $M, \gamma$ ) specifies the first and second moment structure of the "linear model."

To state the Gauss-Markov Theorem, some notation and assumptions are needed. First assume, without essential loss of generality, that $I \in \gamma$ where $I$ denotes the identity linear transformation on $V$. The linear model
specified by ( $M, \gamma$ ) is regular if $\Sigma(M) \subseteq M$ for all $\Sigma \in \gamma$. Linear unbiased estimators for $\mu \in M$ are estimators of the form $A Y$ where $A$ is a linear transformation from $V$ to $V$ which satisfies
(i) $A(V) \subseteq M$
(ii) $A x=x \quad$ for all $x \in M$.

Let $A$ be all those linear transformations satisfying (i) and (ii). Further let $A_{0}$ denote the orthogonal projection onto $M$ so $A_{0} \in A$. One version of the Gauss-Markov Theorem is

Theorem 4.19: If the linear model is regular, then

$$
\begin{equation*}
\operatorname{Cov}\left(\mathrm{A}_{0} \mathrm{Y}\right)=\mathrm{A}_{0} \Sigma \mathrm{~A}_{0}^{\prime} \leq \mathrm{A} \Sigma \mathrm{~A}^{\prime}=\operatorname{Cov}(\mathrm{AY}) \tag{4.14}
\end{equation*}
$$

for all $A \in A$ and $\Sigma \in \gamma$. The inequality $\operatorname{sign}$ in (4.14) means that $A \Sigma A^{\prime}$ $A_{0} \Sigma A_{0}^{\prime}$ is positive semi-definite.

Examples of linear models which are regular include the so-called univariate linear model discussed in Scheffe (1959) and the classical multivariate linear model treated in Anderson (1958). A proof of Theorem 4.19 in the notation above can be found in Eaton (1983). Of course, $\hat{\mu}=$ $A_{0} Y$ is called the Gauss-Markov estimator of $\mu$ for regular linear models.

Under the conditions in Theorem 4.19, inequality (4.14) suggests that $A_{0} Y-\mu$ is closer to zero than $A Y-\mu$ because covariance measures dispersion about the mean and AY is an unbiased estimator of $\mu$ for all $A \in A$. Thus, it is natural to ask whether or not the distribution of $A_{0} Y-\mu$ is more concentrated about $0 \in \mathrm{~V}$ than is the distribution of $\mathrm{AY}-\mu$. It is this question to which we now turn.

For each $A \in A$, notice that $A Y-\mu=A(Y-\mu)$ because $A$ satisfies condition (ii). Thus, questions concerning AY- $\mu$ only involve $A Z$ where $Z=Y-\mu$ has mean 0 and $\operatorname{Cov}(Z)=\Sigma \in \gamma$ when $\operatorname{Cov}(Y)=\Sigma$. Since $A Z \in M$ for $A \in A$, concentration of the distribution of $A Z$ concerns the inner product space $(M,(\cdot, \cdot))$ rather than $V$. Formally, our question is this:
Under what conditions on $\gamma$ and the distribution
of $Z$ is it true that

$$
P\left\{A_{0} Z \in C\right\} \geq P\{A Z \in C\}
$$

for all $\Sigma \in \gamma, A \in A$, and all convex
symmetric subsets $C \subseteq M$ ?

Proposition 4.20: If the linear model is regular and if for each $\mu \in M$ and $\Sigma \in \gamma, Y$ has a normal distribution with mean $\mu$ and covariance $\Sigma$, then

$$
\begin{equation*}
P\left\{A_{0} Z \in C\right\} \geq P\{A Z \in C\} \tag{4.16}
\end{equation*}
$$

for each $\Sigma \in \gamma, A \in A$ and each convex symmetric subset of $M$.

Proof: Fix $\Sigma \in \gamma$ and $A \in A$. Since $Y$ is $N(\mu, \Sigma), Z=Y-\mu$ is $N(0, \Sigma)$.
Theorem 4.19 implies that

$$
\begin{equation*}
\operatorname{Cov}\left(A_{0} Z\right) \leq \operatorname{Cov}(A Z) \tag{4.17}
\end{equation*}
$$

since the linear model is regular. Thus, on replacing $R^{n}$ by $M$ in Proposition 4.18, we see (4.16) holds for every convex symmetric subset of M.

Now, the problem is how to weaken the distributional assumptions in Proposition 4.20 but still retain the inequality (4.16). To motivate a possible argument, consider $A Z$ and notice that

$$
\begin{equation*}
A Z=A A_{0} Z+A Q_{0} Z=A_{0} Z+A Q_{0} Z \tag{4.18}
\end{equation*}
$$

where $Q_{0}=I-A_{0}$ is the orthogonal projection onto $M^{\perp}$--the orthogonal complement of $M$. The relation $A A_{0}=A_{0}$ follows from $A x=x$ for all $x \in M$. Thus, if $C$ is a convex symmetric subset of $M$, we have

$$
\begin{aligned}
& P\{A Z \in C\}=P\left\{A_{0} Z+A Q_{0} Z \in C\right\} \\
& =E P\left\{A_{0} Z+A Q_{0} Z \in C \mid Q_{0} Z=w\right\}
\end{aligned}
$$

$$
\begin{equation*}
=E P\left\{\mathrm{~A}_{0} \mathrm{Z} \dot{\in} \mathrm{C}-\mathrm{Aw} \mid \mathrm{Q}_{0} \mathrm{Z}=\mathrm{w}\right\} \tag{4.19}
\end{equation*}
$$

Thus, if the conditional distribution of $A_{0} Z$ given $Q_{0} Z=w$ satisfies

$$
\begin{equation*}
\mathrm{P}\left\{\mathrm{~A}_{0} \mathrm{Z} \in C-\mathrm{u} \mid \mathrm{Q}_{0} \mathrm{Z}=\mathrm{w}\right\} \leq \mathrm{P}\left\{\mathrm{~A}_{0} \mathrm{Z} \in C \mid \mathrm{Q}_{0} \mathrm{Z}=\mathrm{w}\right\} \tag{4.20}
\end{equation*}
$$

for each $u \in M$, it would follow that

$$
\begin{equation*}
\mathrm{P}\{\mathrm{~A} Z \in C\} \leq \mathrm{P}\left\{\mathrm{~A}_{0} \mathrm{Z} \in C\right\} \tag{4.21}
\end{equation*}
$$

In particular, if the conditional distribution of $A_{0} Z$ given $Q_{0} Z=w$ has a density in M which is A-unimodal, then (4.20) follows by Theorem 4.12 with
(i) $f_{2}$ equal to the conditional density of $A_{0} Z$ given $Q_{0} Z=w$
(ii) $y=u$ and $f_{1}$ equal to the indicator function of $C$.

The conditions in the next result are sufficient to make Theorem 4.12 applicable.

Proposition 4.21: Assume ( $M, \gamma$ ) determines a regular linear model for $Y$. Suppose that for each $\Sigma \in \gamma$, the distribution of $Z=Y-\mu$ has a density $f$ on $V$ (with respect to Lebesgue measure) which satisfies
(i) $f$ is $\log$ concave
(ii) $f\left(A_{0} x+Q_{0} x\right)=f\left(-A_{0} x+Q_{0} x\right)$
for $x \in V$ where $Q_{0}=I-A_{0}$ and $A_{0}$ is the orthogonal projection onto $M$. Then, for each convex symmetric subset $C \subseteq M$,

$$
\begin{equation*}
P\left(A_{0} Y-\mu \in C\right\} \geq P(A Y-\mu \in C\} \tag{4.22}
\end{equation*}
$$

for all $A \in A$.

Proof: For each $x \in V$, write $x=u+v$ where $u \in M$ and $v \in M^{\perp}$. Let

$$
h(v)=\int_{M} f(u+v) d u
$$

where "du" denotes Lebesgue measure on $M$. For $v$ fixed and for $u \in M$, define $f(u \mid v)$ by

$$
f(u \mid v)= \begin{cases}\frac{f(u+v)}{h(v)} & \text { if } h(v)>0 \\ g(u) & \text { if } h(v)=0\end{cases}
$$

where $g$ is the density of a normal distribution with mean 0 and covariance the identity on M. It was argued at the end of Section 4.2 that $f(\cdot \mid v)$ is $\log$ concave for each $v$. Because of assumption (ii), it follows that

$$
f(-u \mid v)=f(u \mid v), \quad u \in M .
$$

Thus, the conditional density $f(\cdot \mid v)$ of $A_{0} Z$ given $Q_{0} Z=v$ is A-unimodal. Hence inequality (4.20) holds and thus (4.22) holds. $\square$

Here is another case where (4.22) holds.

Proposition 4.22: Assume ( $M, \gamma$ ) determines a regular linear model for $Y$. Suppose that for each $\Sigma \in \gamma$, the distribution of $Z=Y-\mu$ has a density $f$ on $V$ of the form

$$
\begin{equation*}
f(x)=|\Sigma|^{-1 / 2} h\left[\left(x, \Sigma^{-1} x\right)\right] \tag{4.23}
\end{equation*}
$$

where $h$ is a non-increasing function defined on $[0, \infty)$. Then for each convex symmetric subset $C \subseteq M,(4.22)$ holds for all $A \in A$.

Proof: Define $K$ on $V \times(0, \infty)$ by

$$
K(x, a)= \begin{cases}1 & \text { if } f(x) \geq a \\ 0 & \text { if } f(x)<a\end{cases}
$$

Fix $a>0$ and consider $K(\cdot, a)$. Because of the form of $f$ in (4.23) and the
assumption that $h$ is non-increasing, $K(\cdot, a)$ has one of the following two forms for some constant $b \geq 0$ :
(i) $K(x, a)= \begin{cases}1 & \text { if }\left(x, \Sigma^{-1} x\right) \leq b \\ 0 & \text { otherwise. }\end{cases}$
or

$$
\text { (ii) } K(x, a)= \begin{cases}1 & \text { if }\left(x, \Sigma^{-1} x\right)<b \\ 0 & \text { otherwise }\end{cases}
$$

Since the argument is the same for both cases, we assume case (i) obtains. Hence $K(\cdot, a)$ is the indicator function of a bounded convex set so $K(\cdot, a)$ is log concave. We next verify that $K(\cdot, a)$ satisfies assumption (ii) of Proposition 4.21. Since the linear model is regular, $\Sigma(M) \subseteq M$ for each $\Sigma \in$ $\gamma$, so $\Sigma^{-1}(M) \subseteq M$. The self adjointness of $\Sigma^{-1}$ then implies $\Sigma^{-1}\left(M^{\perp}\right) \subseteq M^{\perp}$. These relations yield $\Sigma^{-1} A_{0}=A_{0} \Sigma^{-1}$ and $\Sigma^{-1} Q_{0}=Q_{0} \Sigma^{-1}$, so

$$
\begin{equation*}
A_{0} \Sigma^{-1} Q_{0}=0 \tag{4.24}
\end{equation*}
$$

Therefore,

$$
\left(x, \Sigma^{-1} x\right)=\left(A_{0} x+Q_{0} x, \Sigma^{-1}\left[A_{0} x+Q_{0} x\right]\right)=\left(A_{0} x, \Sigma^{-1} A_{0} x\right)+\left(Q_{0} x, \Sigma^{-1} Q_{0} x\right)
$$

Because $K(\cdot, a)$ has the form (i), we see $K(\cdot, a)$ satisfies assumption (ii) of Proposition 4.21.

Now, let $c$ be the Lebesgue measure of

$$
\left\{x \mid\left(x, \Sigma^{-1} x\right) \leq b\right\}
$$

so $\mathrm{c}^{-1} \mathrm{~K}(\cdot, \mathrm{a})$ is a density which satisfies the assumption of Proposition 4.21. Thus, given a convex symmetric subset $C \subseteq M$, with

$$
B_{0}=\left\{x \mid A_{0} x \in C\right\}
$$

and

$$
B_{1}=(x \mid A x \in C)
$$

Proposition 4.21 yields

$$
\int_{V} I_{B_{0}}(x) K(x, a) d x \geq \int_{V} I_{B_{1}}(x) K(x, a) d x
$$

Integrating this inequality from 0 to $\infty$, and using the definition of $K$, we have

$$
\begin{aligned}
& \int_{V} I_{B_{0}}(x) f(x) d x=\int_{V} \int_{0}^{\infty} I_{B_{0}}(x) K(x, a) d x d a \\
& \geq \int_{V} \int_{0}^{\infty} I_{B_{1}}(x) K(x, a) d x d a=\int_{V} I_{B_{1}}(x) f(x) d x .
\end{aligned}
$$

But the left side of this inequality is $P\left(A_{0} Z \in C\right)$ and the right side is $P\{A Z \in C\}$. Thus (4.22) holds for $A \in A$.

This ends the discussion of Example 4.2.

Example 4.3: The final example of this chapter deals with the behavior of the power function of some tests in the classical MANOVA testing problem. The problem is considered in canonical form and it is assumed that the reader is somewhat familiar with the problem. A more complete description of the MANOVA problem and its reduction to canonical form can be found in Eaton (1983).

The data for the MANOVA problem in canonical form consists of a random matrix $X$ : $r \times p$ and a symmetric positive definite random matrix $S: p \times p$. It is assumed that $X$ and $S$ are independent and $X$ has a normal distribution with mean matrix $\mu: r \times p$ and a covariance $I_{r} \otimes \Sigma$. Thus, the rows of $X$ are independent and each row has the covariance matrix $\Sigma: p \times p$. The random matrix $S$ is assumed to have $a(\Sigma, p, n)$ distribution--that is, $S$ has a

Wishart distribution with $n$ degrees of freedom and expectation $n \Sigma$ where $n \geq$ p. The problem is to test the null hypothesis $H_{0}: \mu=0$ versus the alternative $H_{1}: \mu \neq 0$. For simplicity, it is assumed that $r \leq p$. The case of $r>p$ is similar.

This testing problem in invariant under the group of linear transformations $O_{r} \times G l_{p}$ where $O_{r}$ is the group of $r \times r$ orthogonal matrices and $G 1 p$ is the group of $p \times p$ non-singular matrices. A group element ( $\Gamma, A$ ) acts on a sample point by

$$
(X, S) \rightarrow\left(\Gamma X A^{\prime}, A \Sigma A^{\prime}\right)
$$

and on a parameter point by

$$
(\mu, \Sigma) \rightarrow\left(\Gamma \mu \mathrm{A}^{\prime}, \mathrm{A} \Sigma \mathrm{~A}^{\prime}\right)
$$

In this discussion, attention is restricted to non-randomized invariant tests. Such tests are functions of the eigenvalues of $\mathrm{Xs}^{-1} \mathrm{X}^{\prime}-$-say $\lambda_{1} \geq \ldots \geq$ $\lambda_{r}$. The acceptance region of such a test is a subset of $L_{r, p} \times S_{p}$ where $L_{r, p}$ is the vector space of all $r \times p$ real matrices and $S_{p}$ is the vector space of all real $p \times p$ symmetric matrices. If $C$ is the acceptance region of an invariant test, then $C \subseteq L_{r, p} \times S_{p}$ satisfies

$$
(x, s) \in C \text { implies }\left(\Gamma X^{\prime}, A s A^{\prime}\right) \in C
$$

for all $(\Gamma, A) \in O_{r} \times G 1 p$. The power function of an invariant test with acceptance region $C$ is a function of the eigenvalues of $\mu \Sigma^{-1} \mu^{\prime}$. Hence the power function of such a test can be written as

$$
\begin{equation*}
\left.\pi(\theta, \mathrm{C})=1-\mathrm{P}_{\mu, \Sigma}(\mathrm{X}, \mathrm{~S}) \in \mathrm{C}\right) \tag{4.25}
\end{equation*}
$$

where $\theta \in \mathbb{R}^{r}$ has coordinates $\theta_{1} \geq \ldots \geq \theta_{r}>0$ and $\theta_{1}^{2}, \ldots, \theta_{r}^{2}$ are the eigenvalues of $\mu \Sigma^{-1} \mu^{\prime}$. The reason for using $\theta_{1}, \ldots, \theta_{r}$ rather than $\theta_{1}^{2}, \ldots$, $\theta_{r}^{2}$ as the argument of the power function will be clear in a moment. Given a vector $\eta \in \mathbb{R}^{r}$, define $\mu(\eta)$ to be

$$
\mu(\eta)=\left(\begin{array}{llllll}
\eta_{1} & \vdots & 0 & & \vdots & \\
& \eta_{2} & \cdot & & \vdots & 0 \\
& 0 & & \cdot & \eta_{r} & \bullet
\end{array}\right): r \times p
$$

When $\Sigma=I_{p}$ and $\mu=\mu(\eta)$ in (4.25), the eigenvalues of $\mu \Sigma^{-1} \mu^{\prime}$ are some permutation of $\eta_{1}^{2}, \ldots, \eta_{r}^{2}$. Therefore the power function $\pi(\theta, C)$ in (4.25) is determined by the function

$$
\begin{equation*}
\rho(\eta, \mathrm{C})=\mathrm{P}_{\mu(\eta)}\{(\mathrm{X}, \mathrm{~S}) \in \mathrm{C}\} \tag{4.26}
\end{equation*}
$$

where the probability in (4.26) is computed when $\mu=\mu(\eta)$ and $\Sigma=I_{p}$. More precisely, if $\theta_{1}^{2} \geq \ldots \geq \theta_{r}^{2} \geq 0$ are the eigenvalues of $\mu \Sigma^{-1} \mu^{\prime}$, to compute $\pi(\theta, C)$, we just evaluate (4.26) for $\eta_{i}=\theta_{i}$, $i=1, \ldots$, r which yields

$$
\begin{equation*}
\pi(\theta, C)=1-\rho(\theta, C) . \tag{4.27}
\end{equation*}
$$

Now, we proceed with the analysis of $\rho(\cdot, C)$ defined in (4.26).

Proposition 4.23: (Das Gupta et al. (1964)). Let $C$ be an invariant acceptance region of a test. Assume that $C$ is convex in the ith row of $x \in$ $L_{p, r}$ when $s \in S_{p}$ and the remaining rows of $x$ are fixed, $i=1, \ldots, r$. Then $\rho(\eta, C)$ is a symmetric unimodal function in each coordinate of $\eta$.

Proof: For notational simplicity, the proof is given for $i=1$. Fix $s$, $x_{2}, \ldots, x_{r}$ and let

$$
C_{1}=\left(x_{1} \in R^{p} \left\lvert\,\left[\left(\begin{array}{l}
x_{1} \\
\vdots \\
\dot{x}_{r}
\end{array}\right], s\right] \in \mathrm{C}\right.\right)
$$

By assumption, $C_{1}$ is a convex subset of $R^{p}$. Let $\Gamma \in O_{r}$ be diagonal with $(1,1)$ element equal to minus one and all other diagonals equal to plus one. Since C is invariant

$$
\left[\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{r}
\end{array}\right], s\right] \in c
$$

implies that

$$
\left[\Gamma\left[\begin{array}{l}
x_{1} \\
\vdots \\
\dot{x}_{r}
\end{array}\right], s\right] \in c
$$

so

$$
\left.\left[\begin{array}{c}
-x_{1} \\
\vdots \\
\dot{x}_{r}
\end{array}\right], s\right] \in \mathrm{C} .
$$

Hence $C_{1}=-C_{1}$. Now, when $\mu=\mu(\eta)$ and $\Sigma=I_{p}$, the first row of $X$ has a
$N\left(\xi, I_{p}\right)$ distribution where

$$
\xi=\left(\begin{array}{c}
\eta_{1}  \tag{4.28}\\
0 \\
\vdots \\
0
\end{array}\right)
$$

Let $g$ denote the density of $a N_{p}\left(0, I_{p}\right)$ distribution, Then, if $X_{1}$ is the first row of X ,

$$
\begin{equation*}
E I_{C_{1}}\left(X_{1}\right)=\int_{R}{ }^{I_{C_{1}}}(x) g(x-\xi) d x \tag{4.29}
\end{equation*}
$$

which is a symmetric ray-decreasing function of $\xi$ since $g$ is A-unimodal and $\cdot$ $C_{1}$ is a symmetric convex set. Because of the special structure of $\xi$ in (4.28), we conclude that (4.29) is a symmetric unimodal function of $\eta_{1}$. But, since the rows of $X$, say $X_{1}, \ldots, X_{r}$ and $s$ are mutually independent, $\rho(\eta, C)$ in (4.26) can be computed by averaging (over $X_{2}, \ldots, X_{r}$, and $S$ ) functions of the form (4.29)--each of which is a symmetric unimodal function of $\eta_{1}$. Hence $\rho(\eta, C)$ is a symmetric unimodal function of $\eta_{1}$.

When the assumption of Proposition 4.23 holds, we conclude that $\rho(\eta, C)$ is decreasing in each $\eta_{i}$ when $\eta_{i} \geq 0, i=1, \ldots, r$. Hence the power function $\pi(\theta, C)$ is increasing in each coordinate of $\theta$. Das Gupta et al. (1964) show that the acceptance region of the likelihood ratio test satisfies the assumption of Proposition 4.23. The likelihood ratio test accepts iff

$$
\stackrel{\mathrm{r}}{\mathrm{I}}\left(1+\lambda_{i}\right) \leq \mathrm{k}
$$

where $k$ is a fixed constant and $\lambda_{1}, \ldots, \lambda_{r}$ are the eigenvalues of $X S^{-1} X^{\prime}$.
Stronger conclusions concerning $\rho(\eta, C)$ can be reached when it is assumed that $C \subseteq L_{p, r} \times S_{p}$ is a convex set. To describe these conclusions, some notation is needed. Let $P_{r}$ denote the group of $r \times r$ permutation matrices and let $D_{r}$ denote the group of rxr diagonal matrices with plus or minus ones on the diagonal. It is easy to show that
and

$$
\left.\begin{array}{l}
\mu(\mathrm{g} \eta)=\mathrm{g} \mu(\eta) ; \quad \mathrm{g} \in D_{\mathrm{r}}  \tag{4.30}\\
\mu(\mathrm{~g} \eta)=\mathrm{g} \mu(\eta)\left(\begin{array}{ll}
g_{0}^{\prime} & 0 \\
0 & \mathrm{I}
\end{array}\right) ; \quad \mathrm{g} \in P_{\mathrm{r}} \quad .
\end{array}\right\}
$$

Here, $I$ is the ( $p-r) \times(p-r)$ identity matrix. Let $P_{r} \cdot D_{r}=\left\{g_{1} g_{2} \mid g_{1} \in P_{r}, g_{2}\right.$ $\left.\in D_{r}\right\}$. Then $P_{r} \cdot D_{r}$ is a group because $g_{1} g_{2} g_{1}^{\prime} \in D_{r}$ whenever $g_{1} \in P_{r}$ and $g_{2} \in$ $D_{r}$.

Proposition 4.24 (Eaton and Perlman (1974)). If $C \subseteq L_{p, r} \times S_{p}$ is a convex set which is the acceptance region of an invariant test, then
(ie) $\rho(\mathrm{h} \eta, \mathrm{C})=\rho(\eta, \mathrm{C})$ for $\eta \in \mathrm{R}^{\mathrm{P}}, \mathrm{h} \in \mathrm{P}_{\mathrm{r}} \cdot D_{\mathrm{r}}$
(ii) $\rho(\cdot, C)$ is log concave.

Proof: Consider $\Sigma=I_{p}$ and a mean matrix $\mu \in L_{p, r}$ for $X$. The distributional assumptions made imply that the density of $X \in L_{p, r}$ is

$$
p_{1}(x-\mu)=c_{1} \exp \left[-\frac{1}{2} \operatorname{tr}(x-\mu)(x-\mu)^{\prime}\right]
$$

where $c_{1}$ is a constant and the density of $S$ on $S_{p}$ is

$$
p_{2}(s)=c_{2}(\operatorname{det} s)^{\frac{n-p-1}{2}} \exp \left[-\frac{1}{2} \operatorname{tr}(s)\right] I_{1}(s)
$$

where $I_{1}$ is the indicator function of the convex set of positive definite $\mathrm{p} \times \mathrm{p}$ symmetric matrices, and $\mathrm{c}_{2}$ is a constant. Note that $\mathrm{p}_{1}(\mathrm{x}) \mathrm{p}_{2}(\mathrm{~s})$ is a log concave function defined on the $r p+\frac{1}{2} p(p+1)$ dimensional vector space $L_{p, r} \times S_{p}$. Also, the indicator function of $C$ is log concave on this space since $C$ is convex by assumption. Therefore,

$$
\begin{equation*}
\Psi(\mu)=\iint I_{C}(x, s) p_{1}(x-\mu) p_{2}(s) d x d s \tag{4.31}
\end{equation*}
$$

is the convolution of two $\log$ concave functions evaluated at the point $(\mu, 0) \in L_{\mathrm{p}, \mathrm{r}} \times S_{\mathrm{p}}$. Hence $\Psi(\cdot)$ is $\log$ concave on $L_{\mathrm{p}, \mathrm{r}}$ so

$$
\begin{equation*}
\rho(\eta, C)=\Psi(\mu(\eta)) \tag{4.32}
\end{equation*}
$$

is $l o g$ concave on $\mathrm{R}^{\mathrm{r}}$.
For $\Gamma_{1} \in O_{r}$ and $\Gamma_{2} \in O_{p}$, the invariance of $C, p_{1}$ and $p_{2}$ imply that $\Psi$ given in (4.31) satisfies

$$
\Psi(\mu)=\Psi\left(\Gamma_{1} \mu \Gamma_{2}\right), \quad \mu \in L_{\mathrm{p}, \mathrm{r}} .
$$

This together with (4.30) yields conclusion (i) of the proposition.

Now, the group $P_{r} \cdot D_{r}$ induces a partial ordering on $R^{r}$ as described in Section 4. Thus $u \leq v$ iff $u$ is in the convex hull of the $P_{r} \cdot D_{r}$ orbit of $v$. Under the assumptions of Proposition 4.24, Proposition 4.16 shows that $\rho(\cdot, C)$ is decreasing in this ordering on $\mathrm{R}^{\mathrm{r}}$. Therefore $\pi(\theta, C)=1-\rho(\theta, C)$ is increasing in this ordering. For two vectors $\theta$ and $\xi$ which satisfy $\theta_{1}$ $\geq \ldots \geq \theta_{r} \geq 0$ and $\xi_{1} \geq \ldots \geq \xi_{r} \geq 0$, the discussion in Example 6.2 (Chapter 6) shows that $\xi \leq \theta$ in this ordering iff

$$
\Sigma_{1}^{j} \xi_{i} \leq \Sigma_{1}^{j} \theta_{i}, \quad j=1, \ldots, r
$$

For any $\xi \leq \theta$, we have

$$
\pi(\theta, C) \geq \pi(\xi, C)
$$

when $C$ is convex and is the acceptance region of an invariant test.
An example of a test whose acceptance region is convex is provided by the Lawley-Hotelling trace test which accepts if

$$
\Sigma_{1}^{r} \lambda_{i} \leq k
$$

where $k$ is a fixed constant and $\lambda_{1}, \ldots, \lambda_{r}$ are the eigenvalues of $\mathrm{XS}^{-1} \mathrm{X}^{\prime}$. This and other examples are provided in Eaton and Perlman (1974).

Reliability theory is another area where $\log$ concavity has played a role. For example, see Savits (1985) for a definition of multivariate increasing failure rate and its relation to $\log$ concavity.

## Section 6: Proof of Theorem 4.7

In the statement of Theorem 4.7, the non-negative function $f$ defined on $R^{2}$ is assumed to be log concave. Then $h$, defined by

$$
\begin{equation*}
h(x)=\int_{-\infty}^{\infty} f(x, y) d y \tag{4.33}
\end{equation*}
$$

is assumed to be finite for each $x \in R^{1}$. The claim is that $h$ is $\log$ concave on $\mathrm{R}^{1}$.

We first argue that it suffices to take $f$ bounded with compact support. Let $I_{n}$ be the indicator function of the $\operatorname{set}\left((x, y) \in R^{2} \mid x^{2}+y^{2} \leq n\right\}$. Thus $I_{n}(x, y) f(x, y)$ is $\log$ concave and has compact support. Now define $f_{n}$ by

$$
f_{n}(x, y)=\left\{\begin{array}{l}
n \quad \text { if } I_{n}(x, y) f(x, y) \geq n \\
I_{n}(x, y) f(x, y) \quad \text { otherwise }
\end{array}\right.
$$

Then $f_{n}$ is $\log$ concave, is bounded and has compact support. Also, $f_{n}(x, y)$ increases monotonically to $f(x, y)$ as $n \rightarrow \infty$. By the Monotone Convergence Theorem

$$
h_{n}(x)=\int_{-\infty}^{\infty} f_{n}(x, y) d y
$$

converges pointwise to $h(x)$. Thus, if $h_{n}$ is $l_{0}$ concave, $h$ is $\log$ concave.
Thus, we want to show $h$ given in (4.33) is log concave when $f$ is $\log$ concave, bounded and has compact support. The first step is the following.

Proposition 4.25: Let $C \subseteq R^{2}$ be a non-empty bounded convex set and define $g$ on $R^{1}$ by

$$
\begin{equation*}
g(x)=\int I_{C}(x, y) d y \tag{4.34}
\end{equation*}
$$

where $I_{C}$ is the indicator function of $C$. On the set $D=\{x \mid g(x)>0\}$, $g$ is concave function.

Proof: If $D$ is empty, there is nothing to prove so assume $D$ is not empty. For $x_{1}$ and $x_{2}$ in $D$ and $\alpha \in(0,1)$, it must be shown that

$$
\begin{equation*}
g\left(\alpha x_{1}+(1-\alpha) x_{2}\right) \geq \alpha g\left(x_{1}\right)+(1-\alpha) g\left(x_{2}\right) \tag{4.35}
\end{equation*}
$$

For each $x \in R^{1}$, let

$$
C_{x}=\{y \mid(x, y) \in C\}
$$

Since $C$ is convex, each $C_{x}$ is a convex subset of $R^{1}$ (possibly empty).

However, $C_{x_{i}}$, $i=1,2$ has positive Lebesgue measure because $g\left(x_{i}\right)=1\left(C_{x_{i}}\right)$ $>0, i=1,2$ where 1 denotes Lebesgue measure. Thus, $C_{X_{i}}$ has a non-empty interior which is an open interval--say ( $a_{i}, b_{i}$ ) with $a_{i}<b_{i}, i=1,2$. Thus $g\left(x_{i}\right)=b_{i}-a_{i}, i=1,2$.

Now, we claim that

$$
\begin{equation*}
C_{\alpha x_{1}+(1-\alpha) x_{2}} \supseteq \alpha C_{x_{1}}+(1-\alpha) C_{x_{2}} \tag{4.36}
\end{equation*}
$$

where the right hand side denotes the set of all points of the form $\alpha y_{1}+$ ( $1-\alpha) y_{2}$ with $y_{1} \in C_{x_{1}}$ and $y_{2} \in C_{x_{2}}$. To verify the containment (4.36), observe that if $\alpha y_{1}+(1-\alpha) y_{2} \in \alpha C_{x_{1}}+(1-\alpha) C_{x}$ with $y_{i} \in C_{x_{i}}$, $i=1,2$, then $\left(x_{i}, y_{i}\right) \in C, \dot{i}=1,2$ so

$$
\alpha\left(x_{1}, y_{1}\right)+(1-\alpha)\left(x_{2}, y_{2}\right)=\left(\alpha x_{1}+(1-\alpha) x_{2}, \alpha y_{1}+(1-\alpha) y_{2}\right) \in C
$$

by the convexity of $C$. Hence $\alpha y_{1}+(1-\alpha) y_{2}$ is an element of $C_{\alpha x_{1}}+(1-\alpha) x_{2}$ by definition. Further, it is easy to show that the interior of $\alpha C_{x_{1}}+$ (1$\alpha) C_{x_{2}}$ is $\left(\alpha a_{1}+(1-\alpha) a_{2}, \alpha b_{1}+(1-\alpha) b_{2}\right)$. Thus,

$$
\begin{aligned}
& g\left(\alpha x_{1}+(1-\alpha) x_{2}\right)=1\left(C_{\alpha x_{1}}+(1-\alpha) x_{2}\right) \geq 1\left(\alpha C_{x_{1}}+(1-\alpha) C_{x_{2}}\right) \\
& =\alpha b_{1}+(1-\alpha) b_{2}-\left[\alpha a_{1}+(1-\alpha) a_{2}\right]=\alpha g\left(x_{1}\right)+(1-\alpha) g\left(x_{2}\right)
\end{aligned}
$$

Hence (4.35) holds.

To complete the proof of Theorem 4.7 , it must be shown that for $x_{1}, x_{2} \in$ $R^{1}$ and $\alpha \in(0,1)$, that

$$
\begin{equation*}
h\left(\alpha x_{1}+(1-\alpha) x_{2}\right) \geq h^{\alpha}\left(x_{1}\right) h^{1-\alpha}\left(x_{2}\right) \tag{4.37}
\end{equation*}
$$

where $h$ is given by (4.33) and $f$ is $\log$ concave, bounded and has compact support. Obviously, we can assume $h\left(x_{i}\right)>0, i=1,2$ since otherwise (4.37) is trivial. Now, without loss of generality, assume that

$$
\begin{equation*}
\sup _{y} f\left(x_{1}, y\right)=\sup _{y} f\left(x_{2}, y\right)=c \tag{4.38}
\end{equation*}
$$

Remark. If the two suprema in (4.38) are not the same, replace $f(x, y)$ in (4.33) by $\tilde{f}(x, y)=e^{b x} f(x, y)$ where $b$ is a constant. Then $\tilde{f}$ is log concave, bounded and has compact support. Further $h(x)$ becomes $e^{b x} h(x)$ so (4.37) remains the same. Clearly b can be chosen so (4.38) holds, since the two suprema are not 0 as $h\left(x_{i}\right)>0$, $i=1,2$.

Note that $0<c<+\infty$. For each $a>0$, let

$$
D(a)=\{(x, y) \mid f(x, y) \geq a\}
$$

and note that

$$
f(x, y)=\int_{0}^{\infty} I_{D(a)}(x, y) d a
$$

where $I_{D(a)}$ is the indicator function of the convex set $D(a)$. Thus,

$$
\begin{equation*}
h(x)=\int_{0}^{\infty} \int_{-\infty}^{\infty} I_{D(a)}(x, y) \text { dyda } \tag{4.39}
\end{equation*}
$$

From the definition of $c$, it follows that

$$
\begin{equation*}
h\left(x_{i}\right)=\int_{0}^{C} \int_{-\infty}^{\infty} I_{D(a)}\left(x_{i}, y\right) \text { dyda } \tag{4.40}
\end{equation*}
$$

for $i=1,2$. Now fix $a \in(0, c)$ and let

$$
\begin{equation*}
g_{a}(x)=\int_{-\infty}^{\infty} I_{D(a)}(x, y) d y \tag{4.41}
\end{equation*}
$$

Since $a<c$, the $\log$ concavity of $f$ implies that $\left\{y \mid f\left(x_{i}, y\right) \geq a\right\}$ is a convex set with a non-empty interior, $i=1,2$. Hence

$$
g_{a}(x)=1\{y \mid f(x, y) \geq a\}
$$

satisfies $g_{a}\left(x_{i}\right)>0, i=1,2$. Thus, Proposition 4.25 implies that for each $a \in(0, c), g_{a}$ is concave on the interval $\left[x_{1}, x_{2}\right]$. Using this, we have

$$
\begin{aligned}
& h\left(\alpha x_{1}+(1-\alpha) x_{2}\right)-\int_{0}^{c} \int_{-\infty}^{\infty} I_{D(a)}\left(\alpha x_{1}+(1-\alpha) x_{2}, y\right) \text { dyda } \\
& \quad \geq \int_{0}^{c}\left\{\alpha \int_{-\infty}^{\infty} I_{D(a)}\left(x_{1}, y\right) d y+(1-\alpha) \int_{-\infty}^{\infty} I_{D(a)}\left(x_{2}, y\right) d y\right) d a \\
& \quad=\alpha h\left(x_{1}\right)+(1-\alpha) h\left(x_{2}\right) \geq h^{\alpha}\left(x_{1}\right) h^{1-\alpha}\left(x_{2}\right)
\end{aligned}
$$

The last inequality follows from the arithmetic mean-geometric mean inequality. Thus, (4.37) holds and the proof is complete.

## Chapter 5: The FKG Inequality and Association

The underlying problem with which both the FKG inequality and the notion of association deal concerns the question of trying to capture what one means by the vague statement that the coordinates of a random vector are "positively related." The word "positively" is to be interpreted here in the sense that we use positive in the expression "positive correlation" (as opposed to negative correlation). For example, consider a random vector $X$ in $R^{2}$ with coordinates $X_{1}$ and $X_{2}$. In words, the idea that $X_{1}$ and $X_{2}$ are "positively related" should mean that if we are told $X_{1}$ is large, then the chance that $X_{2}$ is also large should be increased by this knowledge about $X_{1}$. Naturally, the same should hold with $X_{1}$ and $X_{2}$ interchanged so "positively related" is a reflexive notion. In terms of a conditional probability statement, the above intuitive idea is simply expressed as

$$
\begin{equation*}
\mathrm{P}\left(\mathrm{X}_{1} \geq \mathrm{x}_{1} \mid \mathrm{X}_{2} \geq \mathrm{x}_{2}\right\} \geq \mathrm{P}\left(\mathrm{X}_{1} \geq \mathrm{x}_{1}\right) \tag{5.1}
\end{equation*}
$$

which is to hold for all $x_{1}, x_{2} \in R^{1}$. The condition

$$
\begin{equation*}
P\left\{x_{1} \geq x_{1}, x_{2} \geq x_{2}\right\} \geq P\left(x_{1} \geq x_{1}\right\} P\left\{x_{2} \geq x_{2}\right\} \tag{5.2}
\end{equation*}
$$

is equivalent to (5.1) and is symmetric in $X_{1}$ and $X_{2}$. This condition is discussed in Lehmann (1966) in his study of different notions of bivariate dependence.

A condition stronger than (5.1) is also suggested by an intuitive argument. Consider sets

$$
\begin{array}{lll}
B_{1}=(u) u \in R^{2}, & u_{i} \geq x_{i}, & i=1,2) \\
B_{2}=\left(u \mid u \in R^{2},\right. & u_{i} \geq y_{i}, & i=1,2)
\end{array}
$$

If $X_{1}$ and $X_{2}$ are "positively related," then how does the information " $X \in$ $B_{2}$ " affect the probability of $B_{1}$ ? Since "positively related" ought to mean that $X_{1}$ and $X_{2}$ tend to be relatively large together (and relatively small together), conditioning on the event $" X \in B_{2}$ " should increase the probability of $B_{1}$. Again, in terms of conditional probability, this condition is just

$$
\mathrm{P}\left(\mathrm{~B}_{1} \mid \mathrm{B}_{2}\right) \geq \mathrm{P}\left(\mathrm{~B}_{1}\right)
$$

which is equivalent to

$$
\mathrm{P}\left(\mathrm{~B}_{1} \cap \mathrm{~B}_{2}\right) \geq \mathrm{P}\left(\mathrm{~B}_{1}\right) \mathrm{P}\left(\mathrm{~B}_{2}\right)
$$

and this is equivalent to

$$
\begin{equation*}
E \mathrm{I}_{\mathrm{B}_{1}}(\mathrm{X}) \mathrm{I}_{\mathrm{B}_{2}}(\mathrm{X}) \geq E \mathrm{I}_{\mathrm{B}_{1}}(\mathrm{X}) E \mathrm{I}_{\mathrm{B}_{2}}(\mathrm{X}) \tag{5.3}
\end{equation*}
$$

Here $I_{B_{i}}$ denotes the indicator function of the set $B_{i}$, so (5.3) simply says that the covariance between $I_{B_{1}}$ and $I_{B_{2}}$ is non-negative for all sets $B_{1}$ and $B_{2}$ of the form indicated above. But, for any set $B$ of the form

$$
B=\left(u \mid u \in R^{2}, \quad u_{i} \geq x_{i}, \quad i=1,2\right\},
$$

$I_{B}$ is non-decreasing in each coordinate variable (with the other one held fixed). This suggests an even stronger condition than (5.3) as a candidate for the definition of "positively related." The coordinates $X_{1}$ and $X_{2}$ are associated (Esary, Proschan and Walkup (1967)) if

$$
\begin{equation*}
\operatorname{cov}\left(f_{1}(X), f_{2}(X)\right) \geq 0 \tag{5.4}
\end{equation*}
$$

for all functions $f_{i}$ which are non-decreasing in each coordinate variable (with the other coordinate held fixed). This definition has an obvious extension to higher dimensions and is discussed in detail in this chapter. Sarkar (1969) and Fortuin, Ginibre and Kasteleyn (1971) gave sufficient conditions for (5.4) hold. The inequality (5.4) is often called the FKG inequality because of the work of Fortuin, Ginibre and Kasteleyn.

A second problem which is easy to motivate, but whose connection with the intuitive notion of "positively related" is not so clear, concerns the extension of stochastic ordering (on $R^{1}$ ) to higher dimensions. Recall from Proposition 1.1, that for two real valued random variables $z_{1}$ and $z_{2}, Z_{1}$ is
stochastically smaller than $Z_{2}$ iff

$$
\begin{equation*}
E f\left(\mathrm{Z}_{1}\right) \leq E f\left(\mathrm{Z}_{2}\right) \tag{5.5}
\end{equation*}
$$

for all non-decreasing functions $f$ defined on $R^{1}$ for which the expectations are defined. To extend things to $R^{n}$, introduce a partial ordering on $R^{n}$ defined as follows:

$$
\begin{equation*}
x \leq y \quad \text { iff } x_{i} \leq y_{i}, i=1, \ldots, n \tag{5.6}
\end{equation*}
$$

A real valued function $f$ defined on $R^{n}$ is non-decreasing if $x \leq y$ implies $f(x) \leq f(y) . \quad$ Clearly, $f$ is non-decreasing iff $f$ is non-decreasing in each coordinate variable (with the remaining variables held fixed). If $X$ and $Y$ are random vectors in $R^{n}$, then $X$ is stochastically smaller than $Y$ if

$$
\begin{equation*}
E f(\mathrm{X}) \leq E f(\mathrm{Y}) \tag{5.7}
\end{equation*}
$$

for all non-decreasing functions $f$ defined on $R^{n}$ for which the expectations exist. The problem is to give some useful sufficient conditions so that (5.7) holds. The conditions yielding (5.7) which are discussed in Preston (1974), Holley (1974), Kemperman (1977) and Edwards (1978) turn out to be very closely connected with conditions which yield inequality (5.4) on $R^{n}$. These conditions which are the principal topic in this chapter are also related to multivariate extensions of monotone likelihood ratio and are discussed at length below.

## Section 1: Association

In this section, the basic properties of associated random variables are given following the original development in Esary, Proschan and Walkup (1967).

Definition 5.1: A real valued function $f$ defined on $R^{n}$ is coordinatewise non-decreasing if $f$ is non-decreasing in each coordinate when the remaining coordinates are held fixed.

In terms of the partial ordering defined in (5.6), $f$ is non-decreasing iff $f$ is non-decreasing relative to the partial ordering. In what follows, we will use both of the terms non-decreasing and coordinatewise nondecreasing. Now, let $X$ be a random vector in $R^{n}$ with coordinates $X_{1}, x_{2}, \ldots, X_{n}$.

Definition 5.2: The random variables $X_{1}, \ldots, X_{n}$ are associated if

$$
\begin{equation*}
\operatorname{cov}\left\{f_{1}(X), f_{2}(X)\right\} \geq 0 \tag{5.8}
\end{equation*}
$$

for all bounded coordinatewise non-decreasing functions $f_{1}$ and $f_{2}$. When $X_{1}, \ldots, X_{n}$ are associated, then we say that $X$ is associated.

Remark 5.1: This definition is equivalent to the more usual definition of association which stipulates that (5.8) hold for all coordinatewise nondecreasing $f_{1}$ and $f_{2}$ for which the expectations exists. To see this, consider any coordinatewise non-decreasing $f$ and set

$$
f_{M}(x)= \begin{cases}M & \text { if } f(x) \geq M \\ f(x) & \text { if }-M<f(x)<M \\ -M & \text { if } f(x) \leq-M\end{cases}
$$

for $M>0$. Clearly $\left|f_{M}(x)\right| \leq|f(x)|$ and

$$
\lim _{M \rightarrow \infty} f_{M}(x)=f(x), \quad x \in R^{n}
$$

Also, it is easily verified that $f_{M}$ is coordinatewise non-decreasing. Hence if $|f(X)|$ has a finite expectation, then the dominated convergence theorem yields

$$
\lim _{M \rightarrow \infty} E f_{M}(X)=E f(X) .
$$

Hence if (5.8) holds for all bounded coordinatewise non-decreasing $f_{1}$ and $f_{2}$, the dominated convergence theorem shows (5.8) holds for all
coordinatewise non-decreasing $f_{1}$ and $f_{2}$ for which all the expectations are well defined. The boundedness condition in Definition 5.2 removes some annoying technical issues.

One important consequence of association is the inequality
$P\left\{X_{i} \geq a_{i}, i=1, \ldots, n\right\} \geq P\left\{X_{i} \geq a_{i}, i=1, \ldots, k\right\} P\left\{X_{i} \geq a_{i}, i=k+1, \ldots, n\right\} \quad$ (5.9)
which is valid for $k=1, \ldots, n-1$, when $X_{1}, \ldots, X_{n}$ are associated. This follows from (5.8) by taking $f_{1}$ to be the indicator function of

$$
B_{1}=\left\{x \mid x \in R^{n}, \quad x_{i} \geq a_{i}, \quad i=1, \ldots, k\right\}
$$

and $f_{2}$ to be the indicator function of

$$
B_{2}=\left\{x \mid x \in R^{n}, \quad x_{i} \geq a_{i}, \quad i=k+1, \ldots, n\right\}
$$

For associated random variables, (5.9) and an induction argument establish

$$
\begin{equation*}
P\left(X_{i} \geq a_{i}, i=1, \ldots, n\right\} \geq \prod_{i=1}^{n} P\left\{X_{i} \geq a_{i}\right\} \tag{5.10}
\end{equation*}
$$

Here are some basic observations which allow the construction of associated random variables. First observe that for $n=1$, $X$ is always associated. In fact, this is a consequence of the following inequality due to Tchebyshev.

Proposition 5.1: Consider two functions $h_{1}$ and $h_{2}$ defined on $R^{1}$ which satisfy 。

$$
\begin{equation*}
\left(h_{1}(u)-h_{1}(v)\right)\left(h_{2}(u)-h_{2}(v)\right) \geq 0 \tag{5.11}
\end{equation*}
$$

for $u, v \in R^{1}$ (such functions are often called similarly ordered). For any random variable $Z \in R^{1}$ for which the expectations are defined,

$$
\begin{equation*}
\operatorname{cov}\left\{h_{1}(z), h_{2}(z)\right\} \geq 0 \tag{5.12}
\end{equation*}
$$

Proof: Let $W$ be an independent copy of $Z$. From (5.11)

$$
E\left(h_{1}(\mathrm{Z})-\mathrm{h}_{1}(\mathrm{~W})\right)\left(\mathrm{h}_{2}(\mathrm{Z})-\mathrm{h}_{2}(\mathrm{~W})\right) \geq 0
$$

which yields

$$
2\left[E h_{1}(Z) h_{2}(Z)-E h_{1}(Z) E h_{2}(Z)\right] \geq 0
$$

Hence (5.12) holds. $\square$

Since (5.11) holds for $h_{1}$ and $h_{2}$ non-decreasing, $Z \in R^{1}$ is associated.

Proposition 5.2: Suppose $X \in R^{m}$ is associated and $Y \in R^{n}$ is associated. If $X$ and $Y$ are independent, then the random vector $\{X, Y\} \in R^{m+n}$ is associated. Further, if $U \in R^{n}$ has independent coordinates, then $U$ is associated.

Proof: Let $f_{1}$ and $f_{2}$ be bounded non-decreasing functions on $R^{m+n}$ and set

$$
h_{i}(y)=E_{X} f_{i}(X, y), \quad y \in R^{n}
$$

for $i=1,2$. Then $h_{i}$ is bounded and is non-decreasing on $R^{n}$. Using the independence of $X$ and $Y$ and the assumption that $X$ is associated, we have

$$
\begin{aligned}
& \operatorname{cov}\left\{\mathrm{f}_{1}(\mathrm{X}, \mathrm{Y}), \mathrm{f}_{2}(\mathrm{X}, \mathrm{Y})\right\}=E_{\mathrm{Y}} E_{\mathrm{X}} \mathrm{f}_{1}(\mathrm{X}, \mathrm{Y}) \mathrm{f}_{2}(\mathrm{X}, \mathrm{Y})-E_{\mathrm{Y}} \mathrm{~h}_{1}(\mathrm{Y}) E_{\mathrm{Y}} \mathrm{~h}_{2}(\mathrm{Y}) \\
& \quad \geq E_{\mathrm{Y}}\left[\left(E_{\mathrm{X}} \mathrm{f}_{1}(\mathrm{X}, \mathrm{Y})\right)\left(E_{\mathrm{X}} \mathrm{f}_{2}(\mathrm{X}, \mathrm{Y})\right)\right]-E_{\mathrm{Y}} \mathrm{~h}_{1}(\mathrm{Y}) E_{\mathrm{Y}} \mathrm{~h}_{2}(\mathrm{Y})- \\
& \quad=E_{\mathrm{Y}} \mathrm{~h}_{1}(\mathrm{Y}) \mathrm{h}_{2}(\mathrm{Y})-E_{\mathrm{Y}} \mathrm{~h}_{1}(\mathrm{Y}) E_{\mathrm{Y}} \mathrm{~h}_{2}(\mathrm{Y})
\end{aligned}
$$

However, the final term in the above expression is non-negative because $Y$ is associated. Thus, the first assertion holds. The second assertion follows from the first via an easy induction argument. $\square$

Proposition 5.3: If $X_{1}, \ldots, X_{n}$ are associated, then any subset of $X_{1}, \ldots$,
$X_{n}$ is also associated.

Proof: This is clear. $\square$

Proposition 5.4: Suppose $X \in R^{m}$ is associated and $h_{1}, \ldots, h_{n}$ are all nondecreasing functions defined on $R^{m}$. With $Y_{i}=h_{i}(X), i=1, \ldots, n$, the random vector $Y \in R^{n}$ with coordinates $Y_{1}, \ldots, Y_{n}$ is associated.

Proof: This follows from the following observation. If $f$ defined on $R^{n}$ is non-decreasing, then $\tilde{\mathrm{f}}$ defined on $\mathrm{R}^{\mathrm{m}}$ by

$$
\tilde{f}(x)=f\left(h_{1}(x), \ldots, h_{n}(x)\right), \quad x \in R^{m}
$$

is non-decreasing. Thus, for bounded non-decreasing $f_{1}$ and $f_{2}$ on $R^{n}$,

$$
\tilde{f}_{i}(x)=f_{i}\left(h_{1}(x), \ldots, h_{n}(x)\right), \quad x \in R^{m}
$$

is bounded and non-decreasing. Since X is associated, we have

$$
\operatorname{cov}\left(f_{1}(Y), f_{2}(Y)\right\}=\operatorname{cov}\left\{\widetilde{f}_{1}(X), \tilde{\mathrm{f}}_{2}(X)\right\} \geq 0
$$

so $Y$ is associated.

In general, it is not an easy matter to decide whether or not a random vector $X \in R^{n}$ is associated. If the covariance matrix $\Sigma=\left\{\sigma_{i j}\right\}$ of $X$ exists, then certainly each $\sigma_{i j}$ must be non-negative since $\sigma_{i j}=$ $\operatorname{cov}\left(\mathrm{X}_{\mathrm{i}}, \mathrm{X}_{\mathrm{j}}\right)$. In the case that X has a multivariate normal distribution, it was only proved in the past few years (Pitt (1982)) that $X$ is associated when $\sigma_{i j} \geq 0$. Pitt's proof is given later in this chapter.

## Section 2: Extensions of MLR: Motivation

In this section we give a rather "soft argument" which yields a portion of a sufficient condition so that (5.7) holds. To describe this condition, first consider the usual lattice operations on $\mathrm{R}^{\mathrm{n}}$ which are defined as follows. For vector $x$ and $y$ in $R^{n}$ with coordinates $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots$,
$y_{n}, x \wedge y \in R^{n}$ has coordinates $\min \left(x_{i}, y_{i}\right), i=1, \ldots, n$ and $x v y \in R^{n}$ has coordinates $\max \left(x_{i}, y_{i}\right), i=1, \ldots, n$.

Suppose $X \in R^{n}$ has a density $P_{1}$ and $Y \in R^{n}$ has a density $P_{2}$, both densities with respect to Lebesgue measure. The problem is to find reasonable conditions under which

$$
\begin{equation*}
E f(\mathrm{X})=\int \mathrm{f}(\mathrm{x}) \mathrm{p}_{1}(\mathrm{x}) \mathrm{dx} \leq \int \mathrm{f}(\mathrm{x}) \mathrm{p}_{2}(\mathrm{x}) \mathrm{dx}=E f(\mathrm{Y}) \tag{5.13}
\end{equation*}
$$

for all bounded non-decreasing functions $f$. The intuitive content of (5.13) is the random vector $Y$ tends to be larger than $X$ in the partial ordering on $\mathrm{R}^{\mathrm{n}}$ given by (5.6).

Consider the following statistical problem. A data matrix $A: n \times 2$, having columns $u$ and $v$, is given. The matrix $A$ arose by taking one observation on $X$ and one observation on $Y$. However, for each coordinate, the labels indicating which observation is on $X$ and which is on $Y$, were lost. That is, in the $i$ th row of $A$ are observation $u_{i}$ and $v_{i}$ but we do not know which of these came from the $X$ population and which from the $Y$ population. The statistical problem is to unscramble the data. In other words, for each $i$ say which coordinate of the ith row of $A$ came from $X$ and which came from Y.

Example 5.1: For two heart patients, suppose we have three measurements

| systolic blood pressure |
| :--- |
| resting pulse rate |
| cholesteral count |\(\quad\left[\begin{array}{rr}131 \& 142 <br>

83 \& 74 <br>
317 \& 282\end{array}\right)=A\)

However, for a given variable, we do not know which measurement came from which patient. The problem is to assign measurements to patients.

If we believe that $Y$ tends to be bigger than $X$, then a plausible assignment is: In each row assign the larger observation to $Y$ and the smaller observation to $X$. Assuming the two observations were independent, a likelihood justification of this method of assignment would run as follows. Let $\theta=\left(\theta_{1}, \ldots \theta_{n}\right)$ consist of $n 2 \times 2$ matrices $\theta_{i}$ where each $\theta_{i}$ :
$2 \times 2$ is either

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \text { or } \quad\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

Let $\theta$ (A) have ith row $\left(u_{i}, v_{i}\right) \theta_{i}$ where $\left(u_{i}, v_{i}\right)$ is the $i$ th row of $A$.
If $x$ is an observation on $X, y$ is an observation on $Y$, and $B: n \times 2$ has first column $x$ and second column $y$, then the likelihood of $B$ is

$$
\begin{equation*}
h(B)=p_{1}(x) p_{2}(y) \tag{5.14}
\end{equation*}
$$

Thus, if $\theta$ represents the true assignment of the data to the proper population, then

$$
\begin{equation*}
h(\theta(A))=L(\theta) \tag{5.15}
\end{equation*}
$$

is the likelihood function. Now, consider the condition

$$
\begin{equation*}
p_{1}(u) p_{2}(v) \leq p_{1}(u \wedge v) p_{2}(u \vee v) \tag{5.16}
\end{equation*}
$$

When (5.16) holds, then the likelihood function in (5.15) is maximized by any $\theta$ which results in $\theta(A)$ having first column $u v v$ and second column uvv. Conversely, if $L$ is maximized at such a $\theta$, then (5.16) holds. Thus condition (5.16) is precisely the assumption that yields a maximum likelihood estimator of $\theta$ which corresponds to asserting that min $\left(u_{i}, v_{i}\right)$ came from the ith coordinate of the $X$ population, $i=1, \ldots, n$.

This argument shows that (5.16) is a plausible candidate for trying to capture what one means (in $R^{n}$ ) by saying that ${ }^{X} X$ tends to be smaller than Y." In the next section it is shown that (5.16) together with an assumption concerning the dominating measure for $p_{1}$ and $p_{2}$ (which is satisfied by Lebesgue measure) yields (5.13).

When $p_{1}=p_{2}$ in (5.16), the condition becomes

$$
\begin{equation*}
p(u) p(v) \leq p(u \wedge v) p(u v v) \tag{5.17}
\end{equation*}
$$

In this case, the interpretation given above is no longer valid, but an alternative interpretation is possible. With $A$ and $\theta$ as above, (5.17) means that the likelihood is maximized by a $\theta$ such that $\theta$ (A) has first column $u \wedge v$ and second column uvv. Thus, the likelihood is maximized by rearranging $A$ in such a way all the smaller coordinates are together and all the larger coordinates are together. In other words, the coordinates of a random vector drawn from $p$ tend to be "positively related" in the rather vague sense described in the introduction to this chapter. As is shown in the next section, (5.17) together with an assumption on a dominating measure implies (5.4).

Finally, we relate (5.17) to monotone likelihood ratio as discussed in Remark 1.2. Here is the classical definition of a $\mathrm{TP}_{2}$ (totally positive of order 2) function.

Definition 5.3: Let $r$ be a non-negative valued function defined on $X \times Y$ where $X$ and $Y$ are non-empty subsets of $R^{1}$. If for all $x_{1} \leq x_{2}$ in $X$ and $y_{1}$ $\leq y_{2}$ in $Y$

$$
\begin{equation*}
r\left(x_{1}, y_{2}\right) r\left(x_{2}, y_{1}\right) \leq r\left(x_{1}, y_{1}\right) r\left(x_{2}, y_{2}\right) \tag{5.18}
\end{equation*}
$$

then $r$ is $\mathrm{TP}_{2}$.
Of course, this is just the definition of MLR given in Chapter 1, but the interpretation of the second argument of $r$ as a parameter has been removed.

Proposition 5.5: The function $r$ is $T_{2}$ iff $r$ satisfies (5.17) for all $u$ and v in $X \times Y$.

Proof: To show (5.17) implies (5.18), take $u=\left(x_{1}, y_{2}\right)$ and $v=\left(x_{2}, y_{1}\right)$, with $x_{1} \leq x_{2}$ and $y_{1} \leq y_{2}$. Then $u v=\left(x_{1}, y_{1}\right)$ and $u v v=\left(x_{2}, y_{2}\right)$ so (5.17) yields (5.18). For the converse, consider $u=\left(\alpha_{1}, \beta_{1}\right) \in X \times Y$ and $v=$ $\left(\alpha_{2}, \beta_{2}\right) \in X \times Y$. Without loss of generality, assume $\alpha_{1} \leq \alpha_{2}$ (otherwise interchange $u$ and $v$ ). There are two cases.

Case (i): $\beta_{1} \leq \beta_{2}$. In this case $u \wedge v=u$ and $u v v=v$ so (5.17) holds trivially.

Case (ii): $\beta_{2}<\beta_{1}$. In this case $u \wedge v=\left(\alpha_{1}, \beta_{2}\right)$ and $u v v=\left(\alpha_{2}, \beta_{1}\right)$. With $\mathrm{x}_{1}=\alpha_{1}, \mathrm{x}_{2}=\alpha_{2}, \mathrm{y}_{1}=\beta_{2}$ and $\mathrm{y}_{2}=\beta_{1}$, (5.18) yields (5.17).

Thus, when $n=2$, condition (5.17) is nothing but MLR or equivalently $\mathrm{TP}_{2}$. For $\mathrm{n}>2$, functions which satisfy (5.17) are said to be multivariate totally positive of order $2\left(\mathrm{MTP}_{2}\right)$. These are discussed further below.

## Section 3: The Basic Inequality

In this section we establish an inequality due to Ahlswede and Daykin (1979) which yields a sufficient condition for both (5.4) and (5.13). To formulate the inequality, let $X^{(n)}$ be a product space

$$
x^{(\mathrm{n})}=x_{1} \times x_{2} \times \ldots \times x_{\mathrm{n}}
$$

where each $X_{i}$ is a Borel subset of $R^{1}$. Also, let $\mu=\mu_{1} \times \mu_{2} \times \ldots \times \mu_{n}$ be a product measure on $X^{(n)}$ where $\mu_{i}$ is a $\sigma$-finite measure on $X_{i}$, $i=1, \ldots, n$.

Theorem 5.6 (Ahlswede and Daykin (1979)). Suppose $p_{i}$, $i=1, \ldots, 4$ are non-negative functions defined on $X^{(n)}$ which satisfy

$$
\begin{equation*}
p_{1}(x) p_{2}(y) \leq p_{3}(x \wedge y) p_{4}(x v y) \tag{5.19}
\end{equation*}
$$

for $\mathrm{x}, \mathrm{y} \in \mathrm{X}^{(\mathrm{n})}$. Then the inequality

$$
\begin{equation*}
\int \mathrm{p}_{1} \mathrm{~d} \mu \int \mathrm{p}_{2} \mathrm{~d} \mu \leq \int \mathrm{p}_{3} \mathrm{~d} \mu \int \mathrm{p}_{4} \mathrm{~d} \mu \tag{5.20}
\end{equation*}
$$

holds.
The induction proof of Theorem 5.6 which follows is due to Karlin and Rinott (1980). The next two lemmas constitute the essentials of the induction argument.

Lemma 5.7: In Theorem 5.6, assume that $\mathrm{n}=1$ and (5.19) holds. Then
(5.20) holds.

Proof: Suppressing " $\mathrm{d} \mu$ " under the integrals, the left hand side of (5.20) can be written

$$
\begin{aligned}
& \iint_{\{x<y\}} p_{1}(x) p_{2}(y)+\iint_{\{x>y\}} p_{1}(x) p_{2}(y)+\iint_{\{x=y\}} p_{1}(x) p_{2}(y) \\
&=\iint_{\{x<y\}}\left[p_{1}(x) p_{2}(y)+p_{1}(y) p_{2}(x)\right]+\iint_{\{x=y\}} p_{1}(x) p_{2}(x)
\end{aligned}
$$

with a similar expression for the right hand side of (5.20). On the set ( $\mathrm{x}=\mathrm{y}$ ), (5.19) obviously yields $\mathrm{p}_{1}(\mathrm{x}) \mathrm{p}_{2}(\mathrm{x}) \leq \mathrm{p}_{3}(\mathrm{x}) \mathrm{p}_{4}(\mathrm{x})$ so

$$
\iint_{\{x=y\}} p_{1}(x) p_{2}(x) \leq \iint_{\{x-y\}} p_{3}(x) p_{4}(x)
$$

Thus, it suffices to show that

$$
\begin{equation*}
\iint_{\{x<y\}}\left[p_{1}(x) p_{2}(y)+p_{1}(y) p_{2}(x)\right] \leq \iint_{\{x<y\}}\left[p_{3}(x) p_{4}(y)+p_{3}(y) p_{4}(x)\right] \tag{5.21}
\end{equation*}
$$

which is accomplished with the following pointwise argument. Set $\mathrm{a}=$ $p_{1}(x) p_{2}(y), b=p_{1}(y) p_{2}(x), c=p_{3}(x) p_{4}(y)$ and $d=p_{3}(y) p_{4}(x)$. Since $x<y$ in (5.21), (5.19) yields $a \leq c$ and $b \leq c$. But, (5.19) also gives $a b \leq c d$. However,

$$
c+d-(a+b)=(1 / c)[(c-a)(c-b)+(c d-a b)]
$$

which is non-negative. Hence (5.21) holds by a pointwise comparison of the two integrands.

The crucial step in the induction is given in the next result.
Lemma 5.8: Suppose $p_{i}$, $i=1, \ldots, 4$ defined on $X^{(n)}$ satisfy (5.19). For $x$ $\in X^{(n)}$, write $x=(u, s)$ with $u \in X^{(n-1)}$ and $s \in X_{n}$. Define $g_{i}$ on $X^{(n-1)}$ by

$$
\begin{equation*}
g_{i}(u)=\int_{X_{n}} p_{i}(u, s) \mu_{n}(d s) \tag{5.22}
\end{equation*}
$$

for $i=1, \ldots, 4$. Then

$$
\begin{equation*}
g_{1}(u) g_{2}(v) \leq g_{3}(u \wedge v) g_{4}(u v v) \tag{5.23}
\end{equation*}
$$

for $u, v \in X^{(n-1)}$.

Proof: For notational convenience, the range of integration (namely $X_{n}$ ) is suppressed in the integrals below and we write ds for $\mu_{n}(d s)$. With this notation, for $u, v \in X^{(n-1)}$,

$$
\begin{aligned}
g_{1}(u) g_{2}(v) & =\iint p_{1}(u, s) p_{2}(v, t) d s d t=\iint_{\{s<t\}} p_{1}(u, s) p_{2}(v, t) d s d t \\
& +\iint_{\{s>t\}} p_{1}(u, s) p_{2}(v, t) d s d t+\iint_{\{s=t\}} p_{1}(u, s) p_{2}(v, t) d s d t \\
& =\iint_{\{s<t\}}\left[p_{1}(u, s) p_{2}(v, t)+p_{1}(u, t) p_{2}(v, s)\right] d s d t+\iint_{\{s=t\}} p_{1}(u, s) p_{2}(v, t) d s d t
\end{aligned}
$$

with a similar expression holding for $g_{3}(u \wedge v) g_{4}(u v v)$. With $x=(u, s)$ and $y$ $=(v, s),(5.19)$ implies that

$$
\begin{equation*}
p_{1}(u, s) p_{2}(v, s) \leq p_{3}(u \wedge v, s) p_{4}(u v v, s) \tag{5.25}
\end{equation*}
$$

Integration of (5.25) with respect to s yields

$$
\iint_{\{s=t\}} p_{1}(u, s) p_{2}(v, t) d s d t \leq \iint_{\{s=t\}} p_{3}(u \wedge v, s) p_{4}(u \vee v, t) d s d t .
$$

Thus, to establish (5.23) is suffices to show that

$$
\begin{align*}
& \iint_{\{s<t\}}\left[p_{1}(u, s) p_{2}(v, t)+p_{1}(u, t) p_{2}(v, s)\right] d s d t \\
& \quad \leq \iint_{\{s<t\}}\left[p_{3}(u \wedge v, s) p_{4}(u v v, t)+p_{3}(u \wedge v, t) p_{4}(u \vee v, s)\right] d s d t \tag{5.26}
\end{align*}
$$

This inequality is established using a pointwise argument as in the proof of Lemma 5.7. First, let $a=p_{1}(u, s) p_{2}(v, t), b=p_{1}(u, t) p_{2}(v, s), c=$ $p_{3}(u \wedge v, s) p_{4}(u v v, t)$ and $d=p_{3}(u \wedge v, t) p_{4}(u v v, s)$. Since $s<t$ on the range of integration, condition (5.19) yields

$$
a \leq c \quad \text { and } \quad b \leq c
$$

by first taking $x=(u, s), y=(v, t)$ and then taking $x=(u, t), y=(v, s)$. However, the inequality

$$
a b \leq c d
$$

also follows easily from (5.19). Hence $c+d$ - ( $a+b$ ) $=c^{-1}[(c-a)(c-b)+$ (cd$a b)]$ which is non-negative. Thus (5.26) holds by a pointwise argument. $\square$

Proof of Theorem 5.6: By Lemma 5.7, the Theorem holds for $n=1$. Assume the result holds for $k=1, \ldots, n-1$ and consider the assertion for $k=n$. Since the measure $\mu$ is a product measure, inequality (5.20) can be written

$$
\begin{equation*}
\int g_{1} d \tilde{\mu} \int g_{2} d \tilde{\mu} \leq \int g_{3} d \tilde{\mu} \int g_{4} d \tilde{\mu} \tag{5.27}
\end{equation*}
$$

where the integrals are over $X^{(n-1)}$,

$$
\tilde{\mu}=\mu_{1} \times \ldots \times \mu_{n-1}
$$

and $g_{i}$ is defined in (5.22). But (5.27) holds by Lemma 5.8 and the induction hypothesis, since the $g_{i}, i=1, \ldots, 4$ satisfy (5.23).

Theorem 5.9: (Preston (1974), Holley (1974), Kemperman (1977), Edwards (1978)). Suppose $P_{1}$ and $P_{2}$ are probability measures on $X^{(n)}$. Further,
assume there exists a product measure $\mu$ on $X^{(n)}$ such that $P_{i}$ has a density $\psi_{i}$ with respect to $\mu$ and

$$
\begin{equation*}
\psi_{1}(x) \psi_{2}(y) \leq \psi_{1}(x \wedge y) \psi_{2}(x \vee y) \tag{5.28}
\end{equation*}
$$

for all $x, y \in X^{(n)}$. Then

$$
\begin{equation*}
\int \mathrm{f}(\mathrm{x}) \psi_{1}(\mathrm{x}) \mu \mathrm{dx} \leq \int \mathrm{f}(\mathrm{x}) \psi_{2}(\mathrm{x}) \mu(\mathrm{dx}) \tag{5.29}
\end{equation*}
$$

for all coordinatewise non-decreasing functions $f$ for which the two integrals exist.

Proof: First assume $f$ is non-negative and set $p_{1}=f \psi_{1}, p_{2}=\psi_{2}, p_{3}=\psi_{1}$ and $P_{4}=\psi_{2} f$. Then condition (5.19) is easily verified since $f$ is nonnegative and non-decreasing. Inequality (5.20) yields (5.29) since $\psi_{1}$ and $\psi_{2}$ are densities.

When $f$ is bounded below by $c$, then $f(x)+c$ is non-negative and nondecreasing. The first case yields

$$
\int(\mathrm{f}(\mathrm{x})+\mathrm{c}) \psi_{1}(\mathrm{x}) \mu(\mathrm{dx}) \leq \int(\mathrm{f}(\mathrm{x})+\mathrm{c}) \psi_{2}(\mathrm{x}) \mu(\mathrm{dx})
$$

which in turn gives (5.29) since $\psi_{1}$ and $\psi_{2}$ are densities. The general case is treated by a standard truncation and limiting argument. $\square$

Theorem 5.10: (Sarkar (1969), Fortuin, Ginibre and Kasteleyn (1971)). Assume the random vector $X \in X^{(n)}$ has a density $p$ with respect to a product measure $\mu$. If $p$ satisfies

$$
\begin{equation*}
p(x) p(y) \leq p(x \wedge y) p(x \vee y) \tag{5.30}
\end{equation*}
$$

for all $x, y \in X$, then $X$ is associated. That is, $\operatorname{cov}\left\{f_{1}(X), f_{2}(X)\right\} \geq 0$ for all $f_{1}$ and $f_{2}$ which are bounded and non-decreasing.

Proof: Because $\operatorname{cov}(\cdot, \cdot)$ is invariant under translations of its arguments, we can assume that $f_{1}$ and $f_{2}$ are strictly positive without loss of
generality. Hence

$$
\mathrm{c}=\int \mathrm{f}_{1} \mathrm{pdu}>0
$$

With $p_{2}=c^{-1} f_{1} p, p_{1}=p$ and $f=f_{2}$, Theorem (5.9) yields

$$
\int f_{2}(x) p(x) \mu(d x) \leq c^{-1} \int f_{2}(x) f_{1}(x) p(x) \mu(d x)
$$

which is just the assertion that $\operatorname{cov}\left(\mathrm{f}_{1}(\mathrm{X}), \mathrm{f}_{2}(\mathrm{X})\right\} \geq 0$.

## Section 4: Multivariate Total Positivity

In general it can be rather difficult and tedious to check (5.30) for a density $p$. This section contains'some useful criteria and examples which can facilitate the verification of (5.30) or (5.28).

Again consider a product space $X^{(n)}=x_{1} \times \ldots \times x_{n}$ where each $X_{i}$ is a Borel subset of $\mathrm{R}^{1}$.

Definition 5.4: A non-negative real valued function $f$ defined on $X^{(n)}$ is multivariate totally positive of order 2 ( $\mathrm{MTP}_{2}$ ) if

$$
f(x) f(y) \leq f(x \wedge y) f(x \vee y)
$$

for all $x, y \in X^{(n)}$.

Definition 5.5: A non-negative real valued function $f$ defined on $X^{(n)}$ is totally positive of order 2 in pairs ( $\mathrm{TP}_{2}$ in pairs) if for each pair of variables (with the remaining $n-2$ variables held fixed), $f$ is $\mathrm{TP}_{2}$ (according to Definition 5.3).

If $f$ defined on $X^{(n)}$ can be written in the form

$$
\begin{equation*}
f(x)=\frac{n}{1} g_{i}\left(x_{i}\right) \tag{5.31}
\end{equation*}
$$

where each $g_{i}$ is a non-negative function defined on $X_{i}, i=1, \ldots, n$, then
clearly $f$ is $\mathrm{MTP}_{2}$. Hence, a density (with respect to a product measure) of independent random variables is $\mathrm{MTP}_{2}$.

The argument used in Proposition 5.5 shows that if $f$ is $M T P_{2}$, then $f$ is $\mathrm{TP}_{2}$ is pairs. That the converse is true under certain conditions is essentially due to Lorentz (1953).

Proposition 5.11: Suppose that $f$ is $\mathrm{TP}_{2}$ in pairs. Also assume that if $f(x) f(y)>0$, then for each vector $z \in X^{(n)}$ satisfying $x \wedge y \leq z \leq x v y$, $f(z)>0$. Then $f$ is $\mathrm{MTP}_{2}$.

Proof: The argument used here is from Kemperman (1977). For $x, y \in X^{(n)}$, it must be shown that

$$
\begin{equation*}
f(x) f(y) \leq f(x \wedge y) f(x \vee y) \tag{5.32}
\end{equation*}
$$

If $f(x) f(y)=0$ then (5.32) holds so assume $f(x) f(y)>0$. Let $u_{i}=$ $\min \left(x_{i}, y_{i}\right)$ and $v_{i}=\max \left(x_{i}, y_{i}\right), i=1, \ldots, n$ where $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots$, $y_{n}$ are the coordinates of $x$ and $y$. Writing $x$ and $y$ as row vectors, we can assume without loss of generality that

$$
\begin{aligned}
& x=\left(v_{1}, \ldots, v_{r}, u_{r+1}, \ldots, u_{n}\right) \\
& y=\left(u_{1}, \ldots, u_{r}, v_{r+1}, \ldots, v_{n}\right)
\end{aligned}
$$

where $1 \leq r \leq n-1$. With $s=n-r$ and for $0 \leq i \leq r, 0 \leq j \leq s$, let

$$
x_{i, j}=\left(v_{1}, \ldots, v_{i}, u_{i+1}, \ldots, u_{r}, v_{r+1}, \ldots, v_{r+j}, u_{r+j+1}, \ldots, u_{n}\right)
$$

so $x_{i, j} \in X^{(n)}$. Observe that $x_{0,0}=x \wedge y, x_{r, 0}=x, x_{0, s}=y, x_{r, s}=x v y$, and xay $\leq x_{i, j} \leq x v y$.

Now $x_{i+1, j}$ and $x_{i, j+1}$ differ in at most two coordinates. Since $f$ is $\mathrm{TP}_{2}$ in pairs, this yields

$$
\begin{equation*}
f\left(x_{i+1, j}\right) f\left(x_{i, j+1}\right) \leq f\left(x_{i, j}\right) f\left(x_{i+1, j+1}\right) \tag{5.33}
\end{equation*}
$$

as a direct computation verifies. However the identity

$$
\begin{equation*}
\frac{f(x) f(y)}{f(x \wedge y) f(x \vee y)}=\prod_{i=0}^{r-1} \min _{j=0} \frac{f\left(x_{i+1, j}\right) f\left(x_{i, j+1}\right)}{f\left(x_{i, j}\right) f\left(x_{i+1, j+1}\right)} \tag{5.34}
\end{equation*}
$$

is easily established. But, (5.33) shows each term in the product is bounded above by 1 so (5.34) is bounded above by 1 . Thus (5.32) holds. $\square$

In general, $\mathrm{TP}_{2}$ in pairs does not imply $\mathrm{MTP}_{2}$. A counter example is given in Kemperman (1977). A rather complete discussion of this issue can be found in Perlman and Olkin (1980).

Here are some further observations which can be of help in verifying (5.30).

Proposition 5.12: If $f_{1}, \ldots, f_{k}$ are $M T P_{2}$ on $X^{(n)}$, then $f=\Pi f_{i}$ is $\mathrm{MTP}_{2}$ on $X^{(n)}$.

## Proof: Elementary.

Proposition 5.13: For $1<r<n$, suppose $f$ defined on $X^{(r)}$ is MTP $_{2}$. Extend the definition of $f$ to $X^{(n)}$ by

$$
\begin{equation*}
\tilde{f}(y, z)=f(y) \tag{5.35}
\end{equation*}
$$

where $y \in X^{(r)}$ and $z \in X_{r+1} \times \ldots \times X_{n}$. Then $\bar{f}$ is $\operatorname{MTP}_{2}$ on $X^{(n)}$.
Proof: Elementary.

Proposition 5.14: If f is $\mathrm{MTP}_{2}$ on $X^{(\mathrm{n})}$ and $\mu=\mu_{1} \times \ldots \times \mu_{\mathrm{n}}$ is a product measure on $X^{n}$, for $1<r<n$, define $g$ on $X^{(r)}$ by

$$
g(u)=\int \ldots \int f\left(u, x_{r+1}, \ldots, x_{n}\right) \mu_{r+1}\left(d x_{r+1}\right) \ldots \mu_{n}\left(d x_{n}\right)
$$

Then g is $\mathrm{MTP}_{2}$ on $X^{(r)}$.

Proof: An easy induction argument together with Lemma 5.8 yields the
assertion. $\square$

The following composition result should be compared to Theorem 3.9. In the $\mathrm{TP}_{2}$ case, this proposition is sometimes called Karlin's Lemma (Karlin (1956)). For some applications of this in multivariate analysis, see Eaton (1983).

Proposition 5.15: On three product spaces $X^{(p)}, Y^{(q)}$, and $Z^{(r)}$, suppose $f(x, y)$ is $M T P_{2}$ on $X^{(p)} \times Y^{(q)}$ and suppose $g(y, z)$ is $M T P_{2}$ on $X^{(q)} \times Z^{(r)}$. If $\nu$ is a $\sigma$-finite product measure on $Y^{(q)}$, then

$$
\begin{equation*}
h(x, z)=\int f(x, y) g(y, z) \nu(d y) \tag{5.36}
\end{equation*}
$$

is $\operatorname{MTP}_{2}$ on $X^{(p)} Z^{(r)}$.
Proof: Extend the definition of $f$ and $g$ to $X^{(p)} \times Y^{(q)} \times Z^{(r)}$ by

$$
\begin{align*}
& \tilde{f}(x, y, z)=f(x, y) \\
& \tilde{g}(x, y, z)=g(y, z) . \tag{5.37}
\end{align*}
$$

Then $\tilde{\mathrm{f}}$ and $\tilde{\mathrm{g}}$ are $\mathrm{MTP}_{2}$ on $\left.X^{(\mathrm{p}}\right)_{X Y}{ }^{(\mathrm{q})_{X Z}}{ }^{(r)}$ by Proposition 5.13. Thus $\tilde{\mathrm{f}} \tilde{\mathrm{g}}$ is $\mathrm{MTP}_{2}$ by Proposition 5.12. Integrating $\tilde{\mathrm{f}} \tilde{\mathrm{g}}$ over $\mathrm{Y}^{(\mathrm{q})}$ with respect to $\nu$ yields a $\mathrm{MTP}_{2}$ function on $X^{(p)} \times Z^{(r)}$ by Proposition 5.14. This function is just h in (5.36).

In the case of $\mathrm{TP}_{2}$, there are a couple of useful criteria which together with Proposition 5.11 can be used to check for $\mathrm{MTP}_{2}$.

Proposition 5.16: Suppose $X^{(2)}=X_{1} \times X_{2}$ where $X_{i}$ is an open subset of $R^{1}$, $i$ $=1,2$. If $f$ is strictly positive on $X^{(2)}$ and if $f$ has a mixed partial derivative, then $f$ is $\mathrm{TP}_{2}$ iff

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x_{1} \partial x_{2}} \log f\left(x_{1}, x_{2}\right) \geq 0 \tag{5.38}
\end{equation*}
$$

Proof: This well known criterion is given in Problem 6 in Lehmann (1959), p. 111.

Proposition 5.17: Suppose a non-negative function $h$ is defined on the difference set $X_{1}-X_{2}$. Then $f$ defined on $X_{1} \times X_{2}$ by

$$
f\left(x_{1}, x_{2}\right)=h\left(x_{1}-x_{2}\right)
$$

is $\mathrm{TP}_{2}$ iff h is $\log$ concave.

Proof: The proof is left to the reader (see Lorentz (1953)). $\square$

Example 5.1: Let $h_{i}$ be a log concave function defined on $R^{1}, i=1, \ldots, n$. Define $f$ on $R^{n} \times R^{n}$ by

$$
\begin{equation*}
f(x, y)=\prod_{i=1}^{n} h_{i}\left(x_{i}-y_{i}\right) \tag{5.39}
\end{equation*}
$$

To see that $f$ is $M T P_{2}$ on $R^{n} \times R^{n}$, first use Proposition 5.17 to conclude that $h_{i}\left(x_{i}-y_{i}\right)$ is $T P_{2}$ on $R^{1} \times R^{1}$ and hence its extension via (5.35) is $M T P_{2}$ on $R^{n} \times R^{n}$. By Proposition 5.12, $f$ is $M T P_{2}$ as claimed. Note that $f$ is actually a function of $x-y$.

Example 5.2: For $x \in R^{1}$, define

$$
h(x)= \begin{cases}1 & \text { if } x>0 \\ 0 & \text { if } x \leq 0\end{cases}
$$

Since $h$ is the indicator function of a convex set, $h$ is log concave so $h(x-$ y ) is $\mathrm{TP}_{2}$ on $\mathrm{R}^{2}$. Using the argument given in Example 5.1, it follows that

$$
\begin{equation*}
f(u)=\prod_{1}^{n-1} h\left(u_{i}-u_{i+1}\right), \quad u \in R^{n} \tag{5.40}
\end{equation*}
$$

which is the indicator function of $\left\{u \mid u \in R^{n}, u_{1}>u_{2}>\ldots>u_{n}\right\}$, is $\operatorname{MTP}_{2}$.

If $X_{1}, \ldots, X_{n}$ are i.i.d. random variables with a density $q$ on $R^{1}$ (with respect to Lebesgue measure), then the order statistic of $X_{1}, \ldots, X_{n}$, say $U_{1} \geq U_{2} \geq \ldots \geq U_{n}$ has a density on $R^{n}$ (with respect to Lebesgue measure)

$$
g(u)=\prod_{1}^{n} q\left(u_{i}\right) f(u)
$$

It follows from Proposition 5.12 that $g$ is $M T P_{2}$ since $f$ given in (5.40) is $\mathrm{MTP}_{2}$. $\quad$ ㅁ

Example 5.3: This example is from Dykstra and Hewitt (1978). On $\mathrm{R}^{1}$, define $h$ by

$$
h(x)= \begin{cases}x & \text { if } x>0 \\ 0 & \text { if } x \leq 0\end{cases}
$$

It is easily verified that $h$ is $\log$ concave. Thus $h(x-y)$ is $T P_{2}$ on $R^{2}$. Therefore, for $u \in \mathbb{R}^{n}$ and for indices $i$ and $j$, $i \not j$, the function

$$
u \rightarrow h\left(u_{i}-u_{j}\right)
$$

is $\mathrm{MTP}_{2}$ by Proposition 5.13. Therefore, by Proposition 5.12,

$$
\begin{equation*}
J(u)=\prod_{i<j} h\left(u_{i}-u_{j}\right) \tag{5.41}
\end{equation*}
$$

is $\mathrm{MTP}_{2}$ on $\mathrm{R}^{\mathrm{n}}$.
Now, let $S$ have a $W\left(I_{p}, p, n\right)$ distribution with $n \geq p$. It is known (see Anderson (1958)) that the density function of the eigenvalues $\lambda_{1} \geq \ldots \geq \lambda_{p}>$ 0 of $s$ is

$$
\begin{equation*}
f(\lambda)=c{ }_{i=1}^{P} \lambda_{i}^{\alpha} \exp \left[-\frac{1}{2} \sum_{1}^{P} \lambda_{i}\right] J(\lambda) I(\lambda) \tag{5.42}
\end{equation*}
$$

where $\alpha=\frac{1}{2}(n-p-1), c$ is a constant, $J$ is given by (5.41) and $I(\cdot)$ is the indicator function of $\left\{\lambda \mid \lambda \in R^{p}, \lambda_{i}>0, i=1, \ldots, p\right)$. The function $f$ in
(5.42) is a density with respect to Lebesgue measure on $R^{p}$. That $f$ is $\mathrm{MTP}_{2}$ follows from the fact that J is $\mathrm{MTP}_{2}$ and easy applications of Proposition 5.13 and 5.12.

Example 5.4: (Sarkar (1969)). Suppose $X \in \mathbb{R}^{P}$ is $N_{p}(0, \Sigma)$ where $\Sigma$ is nonsingular. Thus, the density of X is

$$
\begin{equation*}
f(x)=(\sqrt{2 \pi})^{-p}|\Sigma|^{-1 / 2} \exp \left[-\frac{1}{2} x^{\prime} \Sigma^{-1} x\right] \tag{5.43}
\end{equation*}
$$

Since $f$ is strictly positive, $f$ is $M T P_{2}$ iff $f$ is $T P_{2}$ in pairs. But, an application of Proposition 5.12 shows that $f$ is $\mathrm{TP}_{2}$ iff for each $\mathrm{i} \neq \mathrm{j}$,

$$
\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \log f(x)=a_{i j} \geq 0
$$

where $a_{i j}$ is the ( $i, j$ ) element of $-\frac{1}{2} \Sigma^{-1}$. Thus, $f$ is $M T P_{2}$ iff the off diagonal elements of $\Sigma^{-1}$ are non-positive. In particular, when $\Sigma=I_{p}, f$ is $\mathrm{MTP}_{2}$. Thus, it is natural to ask if there are other densities of the form

$$
\begin{equation*}
p(x)=h\left(\|x\|^{2}\right) \tag{5.44}
\end{equation*}
$$

which are also $\mathrm{MTP}_{2}$. For convenience, assume that $h>0$ and $h$ has two derivatives. Then $p$ is $M T P_{2}$ iff $p$ is $\mathrm{TP}_{2}$ in pairs. Again, Proposition 5.12 shows $p$ is $\mathrm{TP}_{2}$ in pairs iff

$$
\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \log h\left(\|x\|^{2}\right)=4 x_{i} x_{j}\left[h^{\prime \prime}\left(\|x\|^{2}\right) h\left(\|x\|^{2}\right)-\left(h^{\prime}\left(\|x\|^{2}\right)\right)^{2}\right] h^{-2}\left(\|x\|^{2}\right)
$$

is non-negative for all $x \in \mathbb{R}^{p}$. This is equivalent to the condition that

$$
\begin{equation*}
x_{i} x_{j}\left[h^{\prime \prime}(t) h(t)-\left(h^{\prime}(t)\right)^{2}\right] \geq 0 \tag{5.45}
\end{equation*}
$$

for all $t>0$ and all $x \in R^{p}$ with $\|x\|^{2}=t$. But, if there is a $t>0$ such that

$$
\begin{equation*}
h^{\prime \prime}(t) h(t)-\left(h^{\prime}(t)\right)^{2} \neq 0 \tag{5.46}
\end{equation*}
$$

then there is an $x$ with $\|x\|^{2}=t$ such that (5.45) is strictly negative. Hence $p$ is $\mathrm{MTP}_{2}$ iff

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \log h(t)=0 \tag{5.47}
\end{equation*}
$$

which implies that $h(t)=c_{1} e^{c_{2} t}$ with $c_{1}>0$. Thus, the only smooth densities of the form (5.44) which are $\mathrm{MTP}_{2}$ correspond to some $N\left(0, \sigma^{2} I_{p}\right)$ distribution with $\sigma^{2}>0$. See Sampson (1983) for some related results.

## Section 5: Monotone Regression and Association

In this section, relations between monotone regression for a random vector, introduced by Lehmann $(1955,1966)$ and the previously described notions of $\mathrm{MTP}_{2}$ and association are discussed. Basically, the results of this section show that $M T P_{2}$ implies monotone regression which in turn implies association. For some additional information concerning these and related ideas, the reader can consult Tong (1980, Chapter 5) and Karlin and Rinott (1980).

The following result in Esary et al. (1967) provides a sufficient condition for random variables $X_{1}, \ldots, X_{n}$ to be associated. However, the condition is rather difficult to check in practice.

Proposition 5.18: Suppose the random variables $X_{1}, \ldots, X_{n}$ satisfy the following condition:

For each $i=1,2, \ldots, n-1$ and for each bounded non-decreasing function $f$ defined on $R$,
$E\left(\mathrm{f}\left(\mathrm{X}_{\mathrm{i}+1}\right) \mid \mathrm{X}_{1}=\mathrm{x}_{1}, \ldots, \mathrm{X}_{\mathrm{i}}=\mathrm{x}_{\mathrm{i}}\right)$
is non-decreasing in $\left(x_{1}, \ldots, x_{i}\right) \in R^{i}$.

Then $X_{1}, \ldots, X_{n}$ are associated.

Proof: Since $X_{1}$ is associated, it suffices to verify that if $X_{1}, \ldots, X_{i}$ are associated and if (5.48) holds, then $X_{1}, \ldots, X_{i+1}$ are associated. Thus, let $f_{1}$ and $f_{2}$ be bounded non-decreasing functions defined on $R^{i+1}$. It must be shown that

$$
\begin{aligned}
\delta & =E f_{1}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}+1}\right) \mathrm{f}_{2}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}+1}\right) \\
& \geq E f_{1}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}+1}\right) E f_{2}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}+1}\right) .
\end{aligned}
$$

Conditioning on $X_{1}=x_{1}, \ldots, x_{i}=x_{i}$ and using the fact all one-dimensional random variables are associated,

$$
\left.\begin{array}{c}
E\left(f_{1}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}}, \mathrm{x}_{\mathrm{i}+1}\right) \mathrm{f}_{2}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}}, \mathrm{x}_{\mathrm{i}+1}\right) \mid \mathrm{x}_{1}=\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}} \mathrm{~m}_{\mathrm{i}}\right)  \tag{5.48a}\\
\geq E\left(\mathrm{f}_{1}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}}, \mathrm{x}_{\mathrm{i}+1}\right) \mid \mathrm{x}_{1}=\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}}=\mathrm{x}_{\mathrm{i}}\right) \\
\cdot E\left(\mathrm{f}_{2}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{i}, \mathrm{x}_{\mathrm{i}+1}\right) \mid \mathrm{x}_{1}=\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}}=\mathrm{x}_{\mathrm{i}}\right)
\end{array}\right\}
$$

But, using (5.48) and the assumptions on $f_{i}$,

$$
\mathrm{H}_{\mathrm{j}}\left(\mathrm{u}_{1}, \ldots, \mathrm{u}_{\mathrm{i}}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}}\right)=E\left(\mathrm{f}_{\mathrm{j}}\left(\mathrm{u}_{1}, \ldots, \mathrm{u}_{\mathrm{i}}, \mathrm{x}_{\mathrm{i}+1}\right) \mid \mathrm{x}_{1}=\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}}=\mathrm{x}_{\mathrm{i}}\right)
$$

is non-decreasing and bounded on $\mathrm{R}^{2 i}$. Thus

$$
\mathrm{H}_{\mathrm{j}}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}}\right)=E\left(\mathrm{f}_{\mathrm{j}}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}}, \mathrm{x}_{\mathrm{i}+1}\right) \mid \mathrm{x}_{1}=\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}}=\mathrm{x}_{\mathrm{i}}\right)
$$

is bounded and non-decreasing on $R^{i}, j=1,2$. Since $X_{1}, \ldots, X_{i}$ are associated, the expectation over $X_{1}, \ldots, X_{i}$ of the right hand side of (5.48a) is bounded below by

$$
E f_{1}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}+1}\right) E f_{2}^{0}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}+1}\right)
$$

This completes the proof of the basic induction step so the result follows. ㅁ

The next assertion shows that $\mathrm{MTP}_{2}$ implies a condition stronger than (5.48). Consider a random vector $X \in \mathbb{R}^{n}$ with coordinates $X_{1}, \ldots, X_{n}$ which
has a density $f$ with respect to a product measure $\mu=\mu_{1} \times \ldots \times \mu_{n}$ on $R^{n}$.

Proposition 5.19 (Sarkar (1969)). If $f$ is $\mathrm{MTP}_{2}$, then for any bounded function $h$ defined on $R^{n-i}, 1 \leq i \leq n-1$, the conditional expectation

$$
\begin{equation*}
E\left(\mathrm{~h}\left(\mathrm{X}_{\mathrm{i}+1}, \ldots, \mathrm{x}_{\mathrm{n}}\right) \mid \mathrm{x}_{1}-\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{i}}=\mathrm{x}_{\mathrm{i}}\right) \tag{5.49}
\end{equation*}
$$

is non-decreasing in $x_{1}, \ldots, x_{i}$.

Proof: First, the marginal density of $X_{1}, \ldots, X_{i}$ is

$$
f_{0}\left(x_{1}, \ldots, x_{i}\right)=\int f\left(x_{1}, \ldots, x_{n}\right) \mu_{i+1}\left(d x_{i+1}\right) \ldots \mu_{n}\left(d x_{n}\right)
$$

Thus, for $x_{1} \leq y_{1}, \ldots, x_{i} \leq y_{i}$, a version of the conditional density of $X_{i+1}, \ldots, X_{n}$ given $X_{1}=x_{1}, \ldots, x_{i}=x_{i}$ is

$$
f_{1}\left(x_{i+1}, \ldots, x_{n}\right)=\frac{f\left(x_{1}, \ldots, x_{n}\right)}{f_{0}\left(x_{1}, \ldots, x_{i}\right)}
$$

and

$$
f_{2}\left(x_{i+1}, \ldots, x_{n}\right)=\frac{f\left(y_{1}, \ldots, y_{i}, x_{i+1}, \ldots, x_{n}\right)}{f_{0}\left(y_{1}, \ldots, y_{i}\right)}
$$

is a version of the conditional density of $X_{i+1}, \ldots, X_{n}$ given $X_{1}=y_{1}, \ldots$, $X_{i}=y_{i}$. The verification that (5.49) is non-decreasing entails showing that

$$
\begin{aligned}
& \int h\left(x_{i+1}, \ldots, x_{n}\right) f_{1}\left(x_{i+1}, \ldots, x_{n}\right) \mu_{i+1}\left(d x_{i+1}\right) \ldots \mu_{n}\left(d x_{n}\right) \\
& \quad \leq \int h\left(x_{i+1}, \ldots, x_{n}\right) f_{2}\left(x_{i+1}, \ldots, x_{n}\right) \mu_{i+1}\left(d x_{i+1}\right) \ldots \mu_{n}\left(d x_{n}\right)
\end{aligned}
$$

However, that $f_{1}$ and $f_{2}$ satisfy (5.28) is easily verified using the assumption that f is $\mathrm{MTP}_{2}$. Theorem 5.9 yields the desired inequality. $\square$

The implications in Propositions 5.18 and 5.19 are both strict.
Examples of this can be found in Chapter 5 of Tong (1980) for the case of $n$ $=2$.

The argument used in the proof of Proposition 5.19 yields a method for proving certain expectation are non-decreasing functions of parameters. Suppose $X \in X^{(m)}$ has a density which depends on a parameter $\theta \in \theta^{(k)}$. Assume the density $f(x \mid \theta)$ is a density with respect to a product measure $\mu$ $=\mu_{1} \times \ldots \times \mu_{m}$ on $X^{(m)}$. Here, both $X^{(m)} \subseteq R^{m}$ and $\theta^{(k)} \subseteq R^{k}$ are assumed to be product sets.

Proposition 5.20: Assume $f$ regarded as a function on $X^{(m)} \times \theta^{(k)}$ is MTP ${ }_{2}$. If $h$ is non-decreasing on $X^{(m)}$, then

$$
\begin{equation*}
\psi(\theta)=E_{\theta} \mathrm{h}(\mathrm{X}) \tag{5.50}
\end{equation*}
$$

is non-decreasing on $\theta^{(k)}$.

Proof: Consider $\theta$ and $\eta$ in $\theta^{(k)}$ with $\theta_{i} \leq \eta_{i}$, $i=1, \ldots, k$. Let

$$
f_{1}(x)=f(x \mid \theta)
$$

and

$$
f_{2}(x)=f(x \mid \eta)
$$

Because $f$ is $\operatorname{MTP}_{2}$ on $X^{(m)} \times \theta^{(k)}$, it is easy to verify that $f_{1}$ and $f_{2}$ satisfy (5.28). Theorem 5.9 yields the inequality $\psi(\theta) \leq \psi(\eta)$.

Example 5.5: In this example we sketch a result due to Perlman and Olkin (1980) concerning the unbiasedness of some invariant multivariate tests in the MANOVA problem. It is assumed that the reader is familiar with Example 4.3 as the notation and certain results given there are used here. Recall that the data for the canonical form of the MANOVA problem consists of $X$ : r×p which is $N\left(\mu, I_{r} \otimes \Sigma\right)$ and $S: p \times p$ which is independent of $X$ and has a $W(\Sigma, p, n)$ distribution. It is assumed that $r \leq p$ as the case $r>p$ is
similar. The problem is to test the null hypothesis $H_{0}: \mu=0$ versus the alternative $H_{1}: \mu \geqslant 0$. As in Example 4.3, only invariant non-randomized tests are considered. Such tests are functions of the eigenvalues of $X S^{-1} X^{\prime}-$ say $\lambda_{1} \geq \ldots \geq \lambda_{r} \geq 0$; and the power function of such an invariant test is a function of the eigenvalues of $\mu \Sigma^{-1} \mu^{\prime}-$-say $\xi_{1} \geq \ldots \geq \xi_{r} \geq 0$.

To describe the result of Perlman and Olkin, let $Y \subseteq R^{P}$ be the set

$$
Y=\left\{y \mid y \in R^{r}, y_{i} \geq 0, i=1, \ldots, r\right\}
$$

so $Y$ is a product space of dimension $r$ with each element of the product being $[0, \infty)$. The random vector

$$
\lambda=\left(\begin{array}{l}
\lambda_{1} \\
\vdots \\
\lambda_{r}
\end{array}\right) \in Y
$$

whose coordinates are the eigenvalues of $X S^{-1} X^{\prime}$ has a distribution on $Y$ which depends on the vector

$$
\xi=\left(\begin{array}{l}
\xi_{1} \\
\vdots \\
\xi_{r}
\end{array}\right) \in Y
$$

whose coordinates are the eigenvalues of $\mu \Sigma^{-1} \mu^{\prime}$. The acceptance region of an invariant test of $H_{0}$ versus. $H_{1}$ is a subset of

$$
Y^{0}=Y \cap\left\{y \mid y \in R^{r}, y_{1} \geq \ldots \geq y_{r}\right\}
$$

An acceptance region $A \subseteq Y^{0}$ is monotone if

$$
\left.\begin{array}{l}
v \in A, u \in Y^{0}, u \leq v  \tag{5.51}\\
\text { implies that } u \in A .
\end{array}\right\}
$$

The corresponding test function

$$
\begin{equation*}
g(u)=1-I_{A}(u), u \in Y^{0} \tag{5.52}
\end{equation*}
$$

is non-decreasing (in the coordinatewise ordering) on $Y^{0}$, when $A$ is monotone.

Proposition 5.21 (Perlman and Olkin (1980)). If A is a monotone acceptance region, then the test determined by $A$, say $g$, is unbiased. That is,

$$
\begin{equation*}
E_{0} g(\lambda) \leq E_{\xi} g(\lambda) \tag{5.53}
\end{equation*}
$$

where $E_{\xi}$ denotes expectation computed with respect to the distribution of $\lambda$ when the parameter value is $\xi$. More generally, if $g: Y^{0} \rightarrow R^{1}$ is coordinatewise non-decreasing, then

$$
\begin{equation*}
E_{0} g(\lambda) \leq E_{\xi^{\prime}} g(\lambda) \tag{5.54}
\end{equation*}
$$

assuming the expectations exist.

Remark: Conditions for strict inequality are given in Perlman and 01kin (1980), but those are not given here.

Before describing the proof, we first outline the argument. In all that follows, it is assumed that $S$ is $W\left(I_{p}, p, n\right)$ and $X$ is $N\left(D_{\xi}, I_{r} \otimes I_{p}\right)$ where

$$
D_{\xi}=\left(\begin{array}{llllll}
\xi_{1}^{1 / 2} & & & 0 & \cdot & \\
& \cdot & \cdot & & \bullet & 0 \\
0 & & & \xi_{r}^{1 / 2} & \bullet &
\end{array}\right): r \times p
$$

Since the concern here is with invariant tests, there is no loss of generality with this assumption. Let $\beta_{1} \geq \ldots \geq \beta_{r}$ be the eigenvalues of XX'. The distribution of

$$
\beta=\left(\begin{array}{c}
\beta_{1} \\
\vdots \\
\dot{\beta}_{r}
\end{array}\right) \in Y
$$

depends on $\xi$. It is first argued that

$$
\begin{equation*}
E_{0} g_{1}(\beta) \leq E_{\xi} g_{1}(\beta) \tag{5.55}
\end{equation*}
$$

for functions $g_{1}$ which are non-decreasing on $Y^{0}$. Next, it is shown that the eigenvalues of $\mathrm{XS}^{-1} \mathrm{X}^{\prime}$ have the same distribution as the eigenvalues of

$$
\mathrm{D}_{\beta} \mathrm{S}^{-1} \mathrm{D}_{\beta}=\mathrm{V}
$$

where

$$
\mathrm{D}_{\beta}=\left(\begin{array}{llllll}
\beta_{1}^{1 / 2} & & & 0 & \bullet & \\
& \cdot & \cdot & & \bullet & 0 \\
0 & & & \beta_{r}^{1 / 2} & \bullet &
\end{array}\right): r \times p
$$

But, the vector $\alpha$ of eigenvalues of $V$ is coordinatewise non-decreasing in the vector $\beta$. Thus, when $\mathrm{g}(\alpha)$ is non-decreasing in $\alpha$,

$$
\mathrm{g}_{1}(\beta)=\mathrm{g}(\alpha(\beta))
$$

is non-decreasing in $\beta$. This is then used to show that (5.55) implies (5.54) which proves Proposition 5.21.

Now, we turn to some technical details. First, let $r: Y \rightarrow Y^{0}$ denote the function which maps $y$ into the vector of ordered coordinates of $y$. If $g_{1}: Y^{0} \rightarrow R^{1}$ is non-decreasing on $Y^{0}$, then its extension to $Y$ defined by

$$
\bar{g}_{1}(y)=g_{1}(r(y))
$$

is also non-decreasing because $\tau$ is coordinatewise non-decreasing. Since the random vector $\beta$ is in $Y^{0}$, (5.55) follows if we can show

$$
\begin{equation*}
E \overline{\mathrm{~g}}_{1}(\beta) \leq E_{\xi} \overline{\mathrm{g}}_{1}(\beta) \tag{5.56}
\end{equation*}
$$

This is established by appealing to Theorem 5.9 with $\psi_{1}$ taken to be the
density of $\beta$ when $\xi=0$ and $\psi_{2}$ the density of $\beta$ when the parameter is $\xi$. When $\xi=0$, the density of $\beta$ is given by $f_{0}(\beta)$ of (5.42) on the product space $Y$ (with $n$ replaced by $p$ and $p$ replaced by $r$ ). For an arbitrary $\xi$, the density of $\beta$ is given by

$$
\mathrm{f}(\beta \mid \xi)=\mathrm{f}_{0}(\beta) \mathrm{F}(\beta \mid \xi) \exp \left[-\frac{1}{2} \sum_{1}^{\mathrm{r}} \xi_{\mathrm{i}}\right]
$$

where

$$
\mathrm{F}(\beta \mid \xi)=\int_{O_{r}} \int_{O_{p}} \exp \left[\operatorname{tr} \Gamma \mathrm{D}_{\beta} \Delta \mathrm{D}_{\xi}^{\prime}\right] \nu_{1}(\mathrm{~d} \Gamma) \nu_{2}(\mathrm{~d} \Delta) .
$$

Here $\nu_{1}$ and $\nu_{2}$ are the unique invariant (Haar) probability measures on the compact groups $O_{r}$ and $O_{p}$. This representation of $f(\beta \mid \xi)$ is given in James (1961, 1964). For a general discussion of this type of representation, the reader can consult Eaton (1983, Chapter 7, Section 5) or Muirhead (1982, Chapter 3). Now, to apply Theorem 5.9 to establish (5.56), it must be verified that for $u, v \in Y$,

$$
\begin{align*}
& f_{0}(u) f_{0}(v) F(v \mid \xi) \exp \left[-\frac{1}{2} \sum_{1}^{r} \xi_{i}\right] \leq \\
& \quad f_{0}(u \wedge v) f_{0}(u v v) F(u v v \mid \xi) \exp \left[-\frac{1}{2} \sum_{1}^{r} \xi_{i}\right] . \tag{5.57}
\end{align*}
$$

Since $f_{0}$ is $\mathrm{MTP}_{2}$ (Example 5.3), (5.57) will follow if we can show that $F(\cdot \mid \xi)$ is coordinatewise non-decreasing on $Y$. To see this, define $H$ on $R^{r}$ by

$$
\mathrm{H}(\mathrm{x})=\int_{O_{r}} \int_{O_{p}} \exp \left[\operatorname{tr\Gamma } \mathrm{C}_{x} \Delta \mathrm{D}^{\prime}{ }_{\xi}\right] \nu_{1}(\mathrm{~d} \Gamma) \nu_{2}(\mathrm{~d} \Delta)
$$

where

$$
c_{x}=\left(\begin{array}{cccc}
x_{1} & \cdot & 0 & \bullet \\
& x_{2} & 0 & \vdots \\
& 0 & \cdot & x_{r} \cdot
\end{array}\right): r \times p
$$

Because the exponential is convex, it follows easily that $H$ is a convex function on $R^{r}$. Also, if $g$ is any $r \times r$ orthogonal matrix with plus or minus ones on the diagonal, the relation $\mathrm{C}_{\mathrm{gx}}=\mathrm{gC} \mathrm{C}_{\mathrm{x}}$ and the invariance of the measure $\nu_{1}$ show that $H(x)=H(g x)$. The convexity of $H$ and this invariance imply that $H$ is coordinatewise non-decreasing on $Y$ since $H$ is a convex even function of each argument. But, for $\beta \in Y$,

$$
\mathrm{F}(\beta \mid \xi)=\mathrm{H}\left(\sqrt{\beta_{1}}, \ldots, \sqrt{\beta_{\mathrm{r}}}\right)
$$

so $F$ is coordinatewise non-decreasing. Thus Theorem 5.9 applies to yield inequality (5.56).

Now the second part of the argument proceeds as follows. Write X in its singular value decomposition

$$
\mathrm{X}=\psi_{1} \mathrm{D}{ }_{\beta} \psi_{2}
$$

where $\psi_{1} \in O_{r}, \psi_{2} \in O_{p}$ and $D_{\beta}$ as defined above. The vector $\lambda \in Y^{0}$ of eigenvalues of

$$
\mathrm{XS}^{-1} \mathrm{X}^{\prime}=\psi_{1} \mathrm{D}_{\beta} \psi_{2} \mathrm{~s}^{-1} \psi_{2}^{\prime} \mathrm{D}_{\beta}^{\prime} \psi_{1}^{\prime}
$$

is the same as the vector of eigenvalues of

$$
\begin{equation*}
\mathrm{D}_{\beta}\left(\psi_{2} \mathrm{~S} \psi_{2}^{\prime}\right)^{-1} \mathrm{D}_{\beta}^{\prime} \tag{5.58}
\end{equation*}
$$

Now, $X$ and $S$ are independent and $S$ is $W\left(I_{p}, p, n\right)$. Thus $\psi_{2} S \psi_{2}^{\prime}$ has the same distribution as $S$. Since $\left(\beta, \psi_{2}\right)$ is independent of $S, \lambda$ has the same distribution as the vector of eigenvalues, say $\gamma$, of

$$
\begin{equation*}
\mathrm{D}_{\beta} \mathrm{S}^{-1} \mathrm{D}_{\beta}^{\prime} \tag{5.59}
\end{equation*}
$$

Therefore, for any coordinatewise non-decreasing function $g$,

$$
E_{\xi} g(\lambda)=E_{\xi} g(\gamma)
$$

for any $\xi \in Y^{0}$.
Now, fix S , and consider the vector $\gamma$ as a function of the vector $\beta$ (via equation (5.59)). The claim is that each coordinate of $\gamma(\beta)$ is coordinatewise non-decreasing in $\beta$. To see this, consider $\beta$ and $\delta \in Y^{0}$ with $\beta \leq \delta$. Then

$$
\mathrm{D}_{\delta}^{\prime} \mathrm{D}_{\delta}-\mathrm{D}_{\beta}^{\prime} \mathrm{D}_{\beta}
$$

is non-negative definite. But, $\gamma(\beta)$ for $D_{\beta} S^{-1} D_{\beta}^{\prime}$ is the same as the vector of non-zero roots of

$$
\begin{equation*}
\mathrm{S}^{-1 / 2} \mathrm{D}_{\beta}^{\prime} \mathrm{D}_{\beta} \mathrm{S}^{-1 / 2} \tag{5.60}
\end{equation*}
$$

which is no larger than (in the sense of positive definiteness)

$$
\begin{equation*}
\mathrm{s}^{-1 / 2} \mathrm{D}_{\delta}^{\prime} \mathrm{D}_{\delta} \mathrm{s}^{-1 / 2} \tag{5.61}
\end{equation*}
$$

This implies that the vector of eigenvalues of the matrix (5.61) is coordinatewise no smaller than the vector of eigenvalues of (5.60). Since the non-zero eigenvalues of (5.61) are $\gamma(\delta)$, it follows that $\gamma(\beta)$ is coordinatewise no larger than $\gamma(\delta)$.

To complete the proof, (5.54) is now verified. The important observation is that the vector of eigenvalues $\lambda$ of $\mathrm{Xs}^{-1} \mathrm{X}^{\prime}$ has the same distribution as the vector of eigenvalues $\gamma$ of $D_{\beta} s^{-1} D_{\beta}$ and for $s$ fixed, $\gamma(\beta)$ is coordinatewise non-decreasing in the vector $\beta$ of eigenvalues of XX'. Thus,

$$
\begin{aligned}
E_{\xi^{\prime}} g(\lambda) & =E_{\xi^{\prime}} \mathrm{g}(\gamma)=E\left[E_{\xi}(\mathrm{g}(\gamma(\beta)) \mid \mathrm{S})\right] \\
& \geq E\left[E_{0}(\mathrm{~g}(\gamma(\beta)) \mid \mathrm{S})\right]=E_{0} \mathrm{~g}(\gamma)
\end{aligned}
$$

The inequality above follows from (5.55) applied with $S$ fixed ( $\beta$ and $S$ are independent) and $g_{1}(\beta)=g(\gamma(\beta))$. The proof is now complete.

An interesting open question is whether or not

$$
\xi \rightarrow E_{\xi} g(\lambda), \quad \xi \in Y^{0}
$$

is coordinatewise non-decreasing when $g$ is non-decreasing. The argument of Perlman and Olkin (1980) seems not to be applicable to this question, but Perlman and Olkin have answered the question in the affirmative when $\xi$ has only one non-zero coordinate.

## Section 6: Association and the Normal Distribution

Consider a random vector $X \in R^{P}$ with a multivariate normal distribution, say $N_{p}(\mu, \Sigma)$. If $X$ is associated, then necessarily each element of $\Sigma=\left(\sigma_{i j}\right)$ is non-negative because

$$
\sigma_{\mathrm{ij}}=E \mathrm{X}_{\mathrm{i}} \mathrm{X}_{\mathrm{j}}-E \mathrm{X}_{\mathrm{i}} E \mathrm{X}_{\mathrm{j}}
$$

Recently, Pitt (1982) established the converse to this observation. This section is devoted to a discussion of Pitt's result and some related issues.

To begin the technical discussion, first observe that without loss of generality $\mu$ can be taken to be zero in discussions of association. This follows because a function $f$ defined on $R^{p}$ is non-decreasing in each coordinate iff $f_{\mu}$ defined by $f_{\mu}(x)=f(x-\mu)$ is non-decreasing in each coordinate. Our first task to show that if $X$ is $N(0, \Sigma)$ and if each $\sigma_{i j} \geq$ 0 , then X is associated (Pitt (1982)). The details given below are slightly different than those in Pitt (1982), but the idea of the proof is from Pitt.

For a $N(0, \Sigma)$ random vector $X$ in $R^{p}$, let $Y$ also be $N(0, \Sigma)$ with $Y$ independent of $X$. For $0 \leq \lambda \leq 1$, consider the random vector

$$
\begin{equation*}
\mathrm{Z}_{\lambda}=\lambda \mathrm{X}+\sqrt{1-\lambda^{2}} \mathrm{Y} \tag{5.62}
\end{equation*}
$$

Given bounded continuous non-decreasing functions $f_{1}$ and $f_{2}$ on $R^{P}$, set

$$
\begin{equation*}
H(\lambda)=E f_{1}\left(\mathrm{Z}_{\lambda}\right) \mathrm{f}_{2}(\mathrm{X}) . \tag{5.63}
\end{equation*}
$$

Then,

$$
\mathrm{H}(0)=E f_{1}(\mathrm{Y}) E f_{2}(\mathrm{X})=E f_{1}(\mathrm{X}) E f_{2}(\mathrm{X})
$$

and

$$
H(1)=E f_{1}(X) f_{2}(X)
$$

Thus, the inequality $H(1) \geq H(0)$ is equivalent to

$$
\begin{equation*}
E f_{1}(\mathrm{X}) \mathrm{f}_{2}(\mathrm{X}) \geq E \mathrm{f}_{1}(\mathrm{X}) E \mathrm{f}_{2}(\mathrm{X}) \tag{5.64}
\end{equation*}
$$

which is equivalent to the assertion that X is associated.

Remark: That association is equivalent to the validity of (5.64) for all bounded continuous functions is due to Esary et al. (1967). This characterization of association is often very useful and is used here. $\square$

Since $f_{1}$ and $f_{2}$ are bounded and continuous, $H$ is continuous on $[0,1]$. The method of proof is to show that when $\sigma_{i j} \geq 0$ for all $i, j$ and when $f_{1}$ and $f_{2}$ are suitably smooth, then $H$ has a non-negative derivative on ( 0,1 ). This implies $H(0) \leq H(1)$ for smooth $f_{1}$ and $f_{2}$. The verification of (5.64) for bounded continuous functions involves an approximation argument. We now turn to the technical details.

The following lemma provides a crucial step in the main result.

Lemma 5.22: Let $X$ be $N_{p}(0, \Sigma)$ and let $h: R^{p} \rightarrow R^{1}$ be bounded with and bounded and continuous partial derivatives. With $Y$ and $Z_{\lambda}$ as in (5.62) and for $1 \leq i \leq p$, set

$$
\begin{equation*}
H(\lambda)=E h\left(Z_{\lambda}\right) X_{i} . \tag{5.65}
\end{equation*}
$$

Then, for $0<\lambda<1$,

$$
\begin{equation*}
H^{\prime}(\lambda)=\sum_{j=1}^{p} E h_{j}\left(z_{\lambda}\right) \sigma_{i j} \tag{5.66}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{j}(x)=\left(\frac{\partial}{\partial x_{j}} h\right)(x) \tag{5.67}
\end{equation*}
$$

In particular, if $h$ is non-decreasing and if $\sigma_{i j} \geq 0$ for all $i, j$, then $H^{\prime}(\lambda) \geq 0$ and $H$ is non-decreasing on $[0,1]$.

Proof: Because of the assumption on $h$, the Dominated Convergence Theorem shows that for H given in (5.65)

$$
H^{\prime}(\lambda)=E\left[\frac{d}{d \lambda} h\left(Z_{\lambda}\right)\right] \mathrm{X}_{i}
$$

With Vh denoting the gradient of $h$, the chain rule yields

$$
\mathrm{H}^{\prime}(\lambda)=E\left(\mathrm{X}-\frac{\lambda}{\sqrt{1-\lambda^{2}}} \mathrm{Y}\right)^{\prime}\left[\nabla \mathrm{Zh}\left(\mathrm{Z}_{\lambda}\right)\right] \mathrm{X}_{\mathrm{i}}
$$

so

$$
\begin{equation*}
\sqrt{1-\lambda^{2}} H^{\prime}(\lambda)=E\left(\sqrt{1-\lambda^{2}} \mathrm{X}-\lambda Y\right)^{\prime}\left[\nabla h\left(Z_{\lambda}\right)\right] \mathrm{X}_{\mathrm{i}} . \tag{5.68}
\end{equation*}
$$

With $S=Z_{\lambda}=\lambda X+\sqrt{1-\lambda^{2}} Y$ and $T=\sqrt{1-\lambda^{2}} X-\lambda Y$, the normality and independence of $X$ and $Y$ imply that $S$ and $T$ are independent $N_{p}(0, \Sigma)$. Also,
$X=\lambda S+\sqrt{1-\lambda^{2}} T$ so

$$
\begin{equation*}
X_{i}=\lambda S_{i}+\sqrt{1-\lambda^{2}} T_{i} \tag{5.69}
\end{equation*}
$$

Using this in (5.68) yields

$$
\sqrt{1-\lambda^{2}} H^{\prime}(\lambda)=E T^{\prime}[\nabla \mathrm{Vh}(\mathrm{~S})]\left(\lambda \mathrm{S}_{\mathrm{i}}+\sqrt{1-\lambda^{2}} \mathrm{~T}_{\mathrm{i}}\right)
$$

Since $E T=0$, the independence of $S$ and $T$ imply

$$
E T^{\prime}[\nabla \mathrm{h}(\mathrm{~S})]\left(\lambda S_{\mathrm{i}}\right)=0
$$

so

$$
\begin{aligned}
\sqrt{1-\lambda^{2}} H^{\prime}(\lambda) & =\sqrt{1-\lambda^{2}} E T^{\prime}[\nabla h(S)] T_{i} \\
& =\sqrt{1-\lambda^{2}} \sum_{j=1}^{p} E\left[h_{j}(S) T_{j} T_{i}\right] \\
& =\sqrt{1-\lambda^{2}} \sum_{j=1}^{p} E h_{j}(S) \sigma_{i j}
\end{aligned}
$$

Since $S=Z_{\lambda}$, (5.66) holds. The second assertion follows immediately. $\square$

Proposition 5.23 (Pitt (1982)). Suppose $X$ is $N(0, \Sigma)$ with $\sigma_{i j} \geq 0$ for all i and j . Then X is associated.

Proof: The first step in the proof is to verify (5.64) for $f_{1}$ and $f_{2}$ which are bounded and have bounded continuous partial derivatives. For such functions, again consider

$$
H(\lambda)=E f_{1}\left(Z_{\lambda}\right) f_{2}(X)
$$

As argued above, it suffices to show that. $H^{\prime}(\lambda) \geq 0$ for $\lambda \in(0,1)$. Because of our assumptions on $f_{1}$ and $f_{2}$,

$$
\begin{aligned}
\mathrm{H}^{\prime}(\lambda) & =E \frac{\mathrm{~d}}{\mathrm{~d} \lambda} \mathrm{f}_{1}\left(\mathrm{Z}_{\lambda}\right) \mathrm{f}_{2}(\mathrm{X}) \\
& =E\left(\mathrm{X}-\frac{\lambda}{\sqrt{1-\lambda^{2}}} \mathrm{Y}\right)^{\prime}\left[\nabla \mathrm{f}_{1}\left(\mathrm{Z}_{\lambda}\right)\right] \mathrm{f}_{2}(\mathrm{X}) .
\end{aligned}
$$

As in the proof of Lemma 5.22 , set $S=Z_{\lambda}$ and $T=\sqrt{1-\lambda^{2}} \mathrm{X}-\lambda Y$ so $\mathrm{X}=\lambda \mathrm{S}+$ $\sqrt{1-\lambda^{2}} \mathrm{~T}$. Then S and T are independent $\mathrm{N}(0, \Sigma)$ and

$$
\begin{equation*}
\sqrt{1-\lambda^{2}} H^{\prime}(\lambda)=E T^{\prime}\left[\nabla \mathrm{f}_{1}(\mathrm{~S})\right] \mathrm{f}_{2}\left(\lambda \mathrm{~S}+\sqrt{1-\lambda^{2}} \mathrm{~T}\right) . \tag{5.70}
\end{equation*}
$$

Now fix $S$ and for $1 \leq i \leq p$, set

$$
\mathrm{g}_{\mathrm{i}}(\mathrm{~S})=E_{\mathrm{T}} \mathrm{f}_{2}\left(\lambda \mathrm{~S}+\sqrt{1-\lambda^{2}} \mathrm{~T}\right) \mathrm{T}_{\mathrm{i}}
$$

where $E_{T}$ means expectation over the distribution of $T$. Since $S$ and $T$ are independent and since $\Sigma=\left\{\sigma_{i j}\right\}$ satisfies $\sigma_{i j} \geq 0$ for all $i, j$, Lemma 5.22 implies that

$$
\begin{equation*}
g_{i}(S) \geq 0 \quad \text { for } i=1, \ldots, p \tag{5.71}
\end{equation*}
$$

However, (5.70) can be written

$$
\begin{equation*}
\sqrt{1-\lambda^{2}} H^{\prime}(\lambda)=E \sum_{i=1}^{p} g_{i}(S) f_{1, i}(S) \tag{5.72}
\end{equation*}
$$

where

$$
f_{1, i}(x)=\left(\frac{\partial}{\partial x_{i}} f_{1}\right)(x)
$$

Since $f_{1}$ is non-decreasing, $f_{1, i}(S) \geq 0$ so (5.71) shows that (5.72) is nonnegative for $\lambda \in(0,1)$. Hence ( 5.64 ) holds for $f_{1}$ and $f_{2}$ which are bounded and have bounded continuous partial derivatives.

To complete the proof, consider $h_{1}$ and $h_{2}$ which are bounded and continuous. For $\epsilon>0$, let $\psi(\cdot \mid \epsilon)$ denote the density function of a $N_{p}\left(0, \epsilon^{2} I_{p}\right)$ distribution. It is a routine exercise to show that

$$
h_{i, \epsilon}(x)=\int_{R} p h_{i}(y) \psi(x-y \mid \epsilon) d y
$$

is bounded with bounded continuous partial derivatives and is nondecreasing in each argument. Further,

$$
\lim _{\epsilon \rightarrow 0} h_{i, \epsilon}(x)=h_{i}(x), \quad i=1,2
$$

for all $x \in \mathbb{R}^{n}$ and

$$
\sup _{0<\in \leq 1} \sup _{x}\left|h_{i, 1}(x)-h_{i}(x)\right|, \quad i=1,2
$$

is bounded. The first portion of the proof shows

$$
\operatorname{cov}\left(\mathrm{h}_{1, \epsilon}(\mathrm{X}), \mathrm{h}_{2, \epsilon}(\mathrm{X})\right)>0
$$

and the above facts, together with the Dominated Convergence Theorem, show that

$$
\lim _{\epsilon \rightarrow 0} \operatorname{cov}\left\{\mathrm{~h}_{1, \epsilon}(\mathrm{X}), \mathrm{h}_{2, \epsilon}(\mathrm{X})\right\}=\operatorname{cov}\left\{\mathrm{h}_{1}(\mathrm{X}), \mathrm{h}_{2}(\mathrm{X})\right\} \geq 0
$$

Thus X is associated.

Let $X$ be a random vector in $R^{p}$. In applications, it is sometimes the case that one desires an inequality of the type

$$
\begin{equation*}
P\left(X_{i} \leq a_{i}, i-1, \ldots, p\right) \geq \underset{1}{p} P\left(X_{i} \leq a_{i}\right) \tag{5.73}
\end{equation*}
$$

or of the type

$$
\begin{equation*}
P\left(X_{i} \geq a_{i}, i=1, \ldots, p\right) \geq \underset{1}{p} P\left(X_{i} \geq a_{i}\right) . \tag{5.74}
\end{equation*}
$$

Both of these inequalities are valid when $X$ is associated, but association is strictly stronger than these inequalities. For a simple counter example, see Tong (1980, Chapter 5). When $X$ is $N(0, \Sigma)$ with each $\sigma_{i j} \geq 0$,
then X is associated so (5.73) and (5.74) hold. An alternative proof of this is provided by Slepian's inequality (Slepian (1962)) which shows that certain probabilities increase as correlations increase (when $X$ is $N(0, \Sigma)$ ). Slepian's result was generalized in Das Gupta et al. (1971) using a geometric argument due to Chartres (1963). Here is a formal statement of one version of this result.

Proposition 5.24: Let $X$ be a random vector in $R^{p}$ which has a density of the form

$$
p(x \mid \Sigma)=|\Sigma|^{-1 / 2} r\left(x^{\prime} \Sigma^{-1} x\right), \quad x \in R^{p}
$$

where $\Sigma$ is $p \times p$ and positive definite. Given real numbers $a_{1}, \ldots, a_{p}$, let

$$
\begin{equation*}
\psi(\Sigma)=P\left(X_{i} \leq a_{i}, i=1, \ldots, p\right\} \tag{5.75}
\end{equation*}
$$

Then, for any ( $i, j$ ) with $i \neq j, \psi(\Sigma)$ is non-decreasing in $\sigma_{i j}$ when the other elements of $\Sigma$ are held fixed.

Proof: See Section 5 in Das Gupta et al. (1971).

When $X$ is $N(0, \Sigma)$ with each $\sigma_{i j} \geq 0$, Proposition 5.24 shows (5.75) is bounded below by setting each $\sigma_{i j}=0$ for all $i \neq j$ and inequality (5.73) follows from the independence properties of the normal.

In certain confidence set problems, lower bounds on probabilities of the form

$$
\begin{equation*}
P\left(\left|x_{i}\right| \leq a_{i}, i=1, \ldots, p\right\} \tag{5.76}
\end{equation*}
$$

are often desired. When $X$ is $N(0, \Sigma)$, Sidak (1967) showed that

$$
\begin{equation*}
P\left(\left|X_{i}\right| \leq a_{i}, i=1, \ldots, p\right\} \geq \prod_{i=1}^{p} P\left\{\left|X_{i}\right| \leq a_{i}\right\} \tag{5.77}
\end{equation*}
$$

no matter what the covariance $\Sigma$ is. Sidak's argument was the following.

When $X$ is $N_{p}(0, \Sigma)$, partition $\Sigma$ as

$$
\Sigma=\left(\begin{array}{ll}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{array}\right)
$$

where $\Sigma_{11}$ is $(p-1) \times(p-1)$ so $\Sigma_{22} \in(0, \infty)$. For $0 \leq \lambda \leq 1$, set

$$
\Sigma_{\lambda}=\left(\begin{array}{cc}
\Sigma_{11} & \lambda \Sigma_{12}  \tag{5.78}\\
\lambda \Sigma_{21} & \Sigma_{22}
\end{array}\right)
$$

When $\Sigma$ is positive definite (which we assume here), $\Sigma_{\lambda}$ is positive definite. When $X$ is $N\left(0, \Sigma_{\lambda}\right)$, Sidak (1967) showed that the probability in (5.76) is non-decreasing in $\lambda \in[0,1]$. Applying this result with $\lambda=0$ and $\lambda=1$ yields

$$
P\left(\left|X_{i}\right| \leq a_{i}, i=1, \ldots, p\right) \geq P\left(\left|X_{i}\right| \leq a_{i}, i=1, \ldots, p-1\right) P\left(\left|X_{p}\right| \leq a_{p}\right\}
$$

when $X$ is $N(0, \Sigma)$. An easy induction argument now yields (5.77).
Sidak's proof used a conditioning argument along with Anderson's (1955) Theorem (Theorem 4.12 here). Das Gupta et al. (1971) extended Sidak's result to the so called elliptical distributions, again using Anderson's Theorem.

Proposition 5.25. Consider a density of the form

$$
P(x \mid \Sigma)=|\Sigma|^{-1 / 2} r\left(x^{\prime} \Sigma^{-1} x\right), \quad x \in R^{p}
$$

where $\Sigma$ is $p \times p$ and positive definite. With $\Sigma_{\lambda}$ as defined in (5.78), let $X$ have $p\left(\cdot \mid \Sigma_{\lambda}\right)$ as its density. Also, let $\dot{X}$ denote the vector of the first $p$ 1 coordinates of $X$. For a symmetric convex subset $C \subseteq R^{p-1}$, set

$$
g(\lambda)=P\left(\dot{x} \in C,\left|X_{p}\right| \leq a_{p}\right\}
$$

Then $g$ is non-decreasing on $[0,1]$.

Proof: See Das Gupta et al. (1971), Section 2. An alternative proof which shows that the assumption of a density is unnecessary is given in Eaton (1982b), Section 5.

An alternative method for attempting to establish (5.77) is to try to show the random variables $Y_{i}=\left|X_{i}\right|, i \geq 1, \ldots, p$ are associated. When $X$ is $N(0, \Sigma)$, Karlin and Rinott (1981) showed that the density of $Y_{1}, \ldots, Y_{p}$ is $\mathrm{MTP}_{2}$ iff there is a $\mathrm{p} \times \mathrm{p}$ diagonal matrix D with plus or minus ones on the diagonal such that $D \Sigma^{-1} D$ has non-positive off diagonal elements. In this case $Y$ is associated (since $\mathrm{MTP}_{2}$ implies association) so (5.77) holds. However, the Sidak result shows that $M T P_{2}$ is very much stronger than (5.77) since (5.77) holds for all covariances when $X$ is normal. But, this discussion raises an interesting question: what are some useful conditions on the joint distribution of $X_{1}, \ldots, X_{p}$ which imply that $Y_{1}, \ldots, Y_{p}$ are associated (and hence that (5.77) hold)? Some results related to this question can be found in Jogdeo (1977), in Karlin and Rinott (1981), and in B $\varnothing$ lviken (1982). An interesting alternative proof of Pitt's result can be found in Joag-dev, Perlman and Pitt (1983).

## Chapter 6: Group Induced Orderings

The questions to be addressed in this chapter are all related to the one basic question: To what extent can the majorization results given in Chapters 2 and 3 be generalized to orderings induced on vector spaces by compact groups? The interest in this question arises partly from some interesting examples occurring in statistical and probabilistic problems which are described below. It will be clear from the discussion below that there are, at this point in time, many more questions than answers.

For subgroups of $P_{n}$, Rado (1952) considered some aspects of the above questions. As discussed in Chapter 4, Mudholkar (1966) considered group induced orderings on $\mathrm{R}^{\mathrm{n}}$ and provided a generalization of Anderson's (1955) Theorem. For groups generated by reflections (see Section 3.3), Eaton and Perlman (1977) showed that analogues of many results valid for majorization continue to hold. Some of these results are discussed below, although the approach taken here is a bit different than in Eaton and Perlman (1977). In particular, the structure theory of reflection groups (see Benson and Grove (1971)) is not used. Other extensions of majorization results to the reflection group case can be found in Conlon et al. (1977).

Because of the geometric treatment of majorization given in Chapter 2 , it is hoped that the development here appears to be quite natural. In general, this development follows Eaton (1982, 1984), but some modifications and extensions of that material are given below. For some related material, see Alberti and Uhlmann (1981) and Giovagnoli and Wynn (1985).

## Section 1: The Ordering

Let $(V,(\cdot, \cdot))$ be a finite dimensional inner product space and let $G$ be any closed subgroups of $O(V)-$-the orthogonal group of the inner product space ( $\mathrm{V},(\cdot, \cdot)$ ). The topology on $O(\mathrm{~V})$ is the usual topology of the orthogonal group. The assumption that $G$ is closed is mainly an assumption of convenience at this point and is satisfied in all the interesting examples that $I$ know. Given $x \in V, C(x)$ denotes the convex hull of the $G$ orbit of $x$--that is, $C(x)$ is the convex hull of $\{g x \mid g \in G\}$. The dependence of $C(x)$ on $G$ is usually suppressed as $G$ remains fixed throughout most of the discussion. That $C(x)$ is compact follows easily from the assumption
that $G$ is closed.
Here is a natural extension of the majorization ordering.

Definition 6.1: For $x$ and $y$ in $v$, write $x \leq y$ to mean that $x \in C(y)$. The relation $\leq$ is called the G -induced ordering on ( $\mathrm{V},(\cdot, \cdot)$ ).

Of course, when $V=R^{n},(\cdot, \cdot)$ is the usual inner product on $R^{n}$ and $G=$ $P_{n}$, then the G-induced ordering is just majorization. As with majorization, $\leq i s$ actually a "pre-ordering" (see Marshall and 01kin (1979), p. 13, for a discussion), but for simplicity, we will just call $\leq$ an "ordering." In addition, the dependence of $\leq$ on $G$ is suppressed notationally.

The analogues of Proposition 2.1 and 2.2 are:

Proposition 6.1: The following are equivalent:
(i) $x \leq y$
(ii) $C(x) \subseteq C(y)$
(iii) $g_{1} x \leq g_{2} y$ for some $g_{1}, g_{2} \in G$.

Proof: The proof is essentially the same as the proof of Proposition 2.1.

Proposition 6.2: The relation $\leq$ is transitive--that is, $x \leq y$ and $y \leq z$ implies $x \leq z$. If $x \leq y$ and $y \leq x$, then $x$ is in the orbit of $y$ and conversely.

Proof: The same as the proof of Proposition 2.2.

As in the permutation group case, we observe that $x \in C(y)$ iff

$$
\begin{equation*}
(u, x) \leq \sup _{g \in G}(u, g y) \quad \text { for all } u \in V, \tag{6.1}
\end{equation*}
$$

where $(\cdot, \cdot)$ denotes the inner product on $V$. This is a direct application of Proposition $A .3$ (with $B=C(y)$ and A equal to the orbit of $y$ ). Thus the function

$$
\begin{equation*}
m[u, y]=\sup _{g \in G}(y, g y) \tag{6.2}
\end{equation*}
$$

plays the same role in the general case as in the case of $G=P_{n}$. The proofs of the following two propositions are the same as their counterparts (Propositions 2.3 and 2.4) in Chapter 2.

Proposition 6.3: For all $u, y \in V$, the function $m$ in (6.2) satisfies
(i) $m[u, y]=m[y, u]$
(ii) $m\left[g_{1} u, g_{2} y\right]=m[u, y] \quad$ for all $g_{1}, g_{2} \in G$
(iii) $m[u, \cdot]$ is convex for each $u$.

Proposition 6.4: The following are equivalent:
(i) $\mathrm{x} \leq \mathrm{y}$
(ii) $m[u, x] \leq m[u, y] \quad$ for all $u \in V$.

At this point, the general development diverges sharply from that in Chapter 2. In particular, there appears to be no natural choice for the convex cone $F$ as in Chapter 2 ; and even in those cases where there is a natural choice for $F$, the important conclusion of Proposition 2.6 fails to hold in general. Specific examples to support these claims are given in the next section.

In order to proceed with a development parallel to that in Chapter 2, we now make the following assumptions:
> (A.I)
> (i) There is a closed convex cone $F \subseteq V$ such that for each $x$, there is a $g \in G$ with $g x \in F$.
> (ii) For each $u, x \in F$, the function $m$ in (6.2) is given by $m[u, x]=(u, x)$.

Because of (A.I), the ordering $\leq$ on $V \times V$ is completely determined by the ordering restricted to $F \times F$. In other words, given $x$ and $y \in V$, to decide whether or not $x \leq y$, simply move $x$ to $g_{1} x \in F$ and move $y$ to $g_{2} y \in F$. By Proposition 6.1, $x \leq y$ iff $g_{1} x \leq g_{2} y$. However, for elements in $F$, we have

Proposition 6.5: Assume (A.I) holds and consider $x, y \in F$. The following are equivalent:
(i) $\mathrm{x} \leq \mathrm{y}$
(ii) $(u, y-x) \geq 0$ for all $u \in F$.

Proof: Because (A.I) holds, the proof is the same as the proof of Proposition 2.7.

Before turning to examples, there is one further technical issue with which we must deal. In order to apply Theorem A. 6 to identify the decreasing functions, it is necessary that $F$ have a non-empty interior. However, in some interesting examples, $F$ does not have a non-empty interior as a subset of $V$. Let $M=\operatorname{span}(F)$ so $M$ is a linear subspace of $V$. Then, $F$ always has a nonempty interior as a subset of the vector space ( $M,(\cdot, \cdot)$ ) (see the Rockafellar (1970)). Also, let $F_{M}^{*}$ denote the dual cone of $F$ when $F$ is regarded as a convex cone in ( $M,(\cdot, \cdot)$ ). In other words,

$$
F_{M}^{*}=\{w \mid w \in M, \quad(w, x) \geq 0 \quad \text { for all } x \in F\}
$$

A direct consequence of Proposition 6.5 is

Proposition 6.6: Assume (A.I) holds, and consider $x, y \in F$. The following are equivalent:
(i) $x \leq y$
(ii) $y-x \in F_{M}^{*}$.

Proof: This is simply a restatement of Proposition 6.6.

Thus, when (A.I) holds, the ordering restricted to $F$ is a cone ordering defined by the dual cone $F_{M}^{*} \subseteq M$. Hence, if $T$ is a frame for $F$ and $x, y \in F$, then $x \leq y$ iff $(t, x) \leq(t, y)$ for all frame vectors $t \in T$. This is exactly the argument used in Proposition 2.10. Of course, a frame $T^{*}$ for $F_{M}^{*}$ will arise naturally in the discussion of the decreasing functions in Section 3.

## Section 2. Examples

This section consists basically of a series of examples intended to illustrate the usefulness and restrictiveness of the assumption (A.I) in the previous section. In the examples where (A.I) holds, the cone $F$ and a frame $T$ for $F$ are computed explicitly (as well as $F^{*}$ and a frame $T^{*}$ for $F^{*}$ ) because these are needed to obtain an analytic description of the ordering. In addition $\mathrm{F}^{*}$ and $\mathrm{T}^{*}$ are needed to describe the decreasing functions in these examples. Naturally, the reader should keep the majorization case in mind for comparative purposes since in this case, the objects of interest have been computed explicitly in Chapter 2.

Example 6.1: Let $V$ be $R^{n}$ and take $G$ to be the group of coordinate sign changes, $D_{n}$, on $R^{n}$. Thus $D_{n}$ consists of all $n \times n$ diagonal matrices with each diagonal element equal to 1 or -1 . For this example, take

$$
F=\left\{x \mid x \in R^{n}, x_{i} \geq 0, i=1, \ldots, n\right\}
$$

so a frame for $F$ is $T=\left(\epsilon_{1}, \ldots, \epsilon_{\star^{n}}\right)$ where $\epsilon_{1}, \ldots ; \epsilon_{\mathrm{n}}$ is the standard orthonormal basis in $R^{n}$. Since $F^{*^{n}}=F, T$ is also a frame for $F^{*}$. That (A.I)(i) holds is clear. To check (A.I)(ii), consider $x, y \in F$ and let $g \in$ $D_{\mathrm{n}}$ have diagonal elements $d_{1}, \ldots, d_{n}$. Then,

$$
\begin{aligned}
(x, g y) & =\Sigma_{1}^{n} d_{i} x_{i} y_{i} \leq\left|\Sigma_{1}^{n} d_{i} x_{i} y_{i}\right| \\
& \leq \Sigma_{1}^{n}\left|d_{i}\right| x_{i} y_{i}=\Sigma_{1}^{n} x_{i} y_{i}=(x, y)
\end{aligned}
$$

so (A.I)(ii) holds. Thus (A.I) holds and and easy application of Proposition 6.6 shows that $\mathrm{x} \leq \mathrm{y}$ iff

$$
\left|x_{i}\right| \leq\left|y_{i}\right|, \quad i=1, \ldots, n
$$

Example 6.2: Again take $V$ to be $\mathbb{R}^{\mathrm{n}}$ and let G be the group generated by $P_{\mathrm{n}}$ and $D_{n}$. This group is denoted by $P_{n} \cdot D_{n}$ as every element in $G$ can be written in the form $P D$ with $P \in P_{n}$ and $D \in D_{n}$. To see this, note that for each $P \in P_{n}$ and $D \in D_{n}, P^{-1} D P \in D_{n}$ so that the set of elements of the form $P D$ is a group. In this example, take

$$
F=\left\{x \mid x_{1} \geq x_{2} \geq \ldots \geq x_{n} \geq 0\right\}
$$

A frame for $F$ is given in Example A. 3 and is $T=\left\{e_{1}, \ldots, e_{n}\right\}$ where $e_{i}$ is the vector in $R^{n}$ whose first $i$ coordinates are one and the remaining coordinates are zero. Also in examples A.3, a frame $T^{*}=\left\{t_{1}, \ldots, t_{n}\right\}$ for $F^{*}$ is given where $t_{i}$ has its ith coordinate equal to one, its (i+1)th coordinate equal to minus one, and all remaining coordinates zero; $i=$ $1, \ldots, n-1$. The vector $t_{n}$ has its $n$th coordinate equal to one and all remaining coordinates are equal to zero. That assumption (A.I)(i) holds is clear. To verify (A.I)(ii), consider $x, y \in F$ and $g=P D \in G$. Then

$$
(x, g y)=x^{\prime} P D y=\left(P^{\prime} x\right)^{\prime} D y \leq\left(P^{\prime} x\right)^{\prime} y=x^{\prime} P y \leq x^{\prime} y
$$

The first inequality follows from Example 6.1 and the second inequality follows from Proposition 2.6. Thus, (A.I)(ii) holds.

To express what the order means in this case, define a function $\tau$ on $\mathrm{R}^{\mathrm{n}}$ to $F$ as follows: $\tau(x)$ is the vector whose coordinates are denoted by $|x|_{(1)} \geq \ldots \geq|x|_{n} \geq 0$ obtained by ordering the numbers $\left|x_{1}\right|, \ldots,\left|x_{n}\right|$ where $x$ has coordinates $x_{1}, \ldots, x_{n}$. Obviously, $\tau$ is the identity on $F$ and given any $x \in R^{n}$, there is a $g \in P_{n} \cdot D_{n}$ such that $g x=\tau(x)$. Hence $x \leq y$ iff $\tau(x)$ $\leq \tau(y)$. Since $\tau(x)$ and $\tau(y)$ are in $F$, we know $\tau(x) \leq \tau(y)$ iff

$$
e_{k}^{\prime} \tau(x) \leq e_{k}^{\prime} \tau(y), \quad k=1, \ldots, n
$$

iff

$$
\Sigma_{1}^{k}|x|_{(i)} \leq \Sigma_{1}^{k}|y|_{(i)}, \quad k=1, \ldots, n
$$

Thus, it is easy to check whether $\mathrm{x} \leq \mathrm{y}$.
The ordering in this example should not be confused with the submajorization ordering discussed in Marshall and Olkin (1979, p. 10). ■

Example 6.3: This example is somewhat more complicated that the first two. The vector space is $L_{p, n^{-}}$-the space of a real $n \times p$ matrices. For
convenience, it is assumed that $n \geq p$. The inner product on $L_{p, n}$ is taken to be

$$
(x, y)=\operatorname{tr} x y^{\prime}
$$

where tr denotes trace and $y^{\prime}$ is the transpose of $y \in L_{p, n}$. The group in this example is $O_{n} \times O_{p}$ whose elements are written as pairs ( $g, h$ ) with $g \in O_{n}$ and $h \in O_{p}$. As usual, $O_{n}\left(O_{p}\right)$ is the usual group of $n \times n$ ( $p \times p$ ) orthogonal matrices. The pair ( $g, h$ ) defines an orthogonal transformation on $L_{p, n}$ by

$$
(g, h)(x)=g x^{\prime}
$$

where the right hand side means matrix multiplication. That this is an orthogonal transformation on ( $L_{p, n},(\cdot, \cdot)$ ) is a consequence of

$$
\begin{aligned}
& ((g, h) x,(g, h) y)=\left(g x h^{\prime}, g y^{\prime}\right)=\operatorname{tr} g x h^{\prime}\left(g y h^{\prime}\right)^{\prime} \\
& =\operatorname{tr} g x h^{\prime} h y^{\prime} g^{\prime}=\operatorname{tr} g x y^{\prime} g^{\prime}=\operatorname{tr} g^{\prime} g x y^{\prime}=\operatorname{tr} x y^{\prime}=(x, y) .
\end{aligned}
$$

Now, the choice of $F$ for this example is motivated by the Singular Value Decomposition Theorem which asserts that for any $x \in L_{p, n}$, there exists $(g, h) \in O_{n} \times O_{p}$ such that

$$
\operatorname{gxh}^{\prime}=\left(\begin{array}{llll}
\lambda_{1} & \cdot & & 0  \tag{6.3}\\
\\
0 & & & \cdot \\
& & \lambda_{\mathrm{p}} \\
\cdot & \cdot & \cdot & \cdot
\end{array}\right)
$$

where $\lambda_{1} \geq \ldots \geq \lambda_{p_{2}} \geq 0$. The numbers $\lambda_{1} \geq \ldots \geq \lambda_{p}$ are called the singular values of $x$ and $\lambda_{1}, \ldots, \lambda_{p}^{2}$ are easily shown to be the eigenvalues of $x$ ' $x$. Define $F$ to be all the matrices in $L_{p, n}$ which have the form (6.3). Thus, an $x \in F$ with elements $x_{i j}, i=1, \ldots, n, j=1, \ldots, n$ satisfies

$$
\left\{\begin{array}{l}
x_{i j}=0 \\
x_{11} \geq \ldots \geq x_{p p} \geq 0
\end{array} \quad \text { for } i \neq j\right.
$$

and conversely, any such $x$ with these properties is in $F$. The Singular Value Decomposition Theorem shows that (A.I)(i) holds with this choice for F.

The verification of (A.I)(ii) is much more delicate and depends on the following result (von Neumann (1937), Fan (1951)).

Theorem 6.7: Let $x$ and $y$ be elements in $L_{p, n}$ with singular values $\lambda_{1} \geq \ldots \geq \lambda_{p} \geq 0$ and $\mu_{1} \geq \ldots \geq \mu_{p} \geq 0$ respectively. Then

$$
\begin{equation*}
g \in O_{n}, \sup _{\mathrm{h} \in O_{\mathrm{p}}}^{\operatorname{tr}} \mathrm{gxh}^{\prime} y^{\prime}=\Sigma_{1}^{P} \lambda_{i} \mu_{i} \tag{6.4}
\end{equation*}
$$

Proof: First, we treat the case $n=p$ so $x$ and $y$ are square matrices. Using the Singular Value Decomposition Theorem, write

$$
\begin{equation*}
\mathrm{g}_{1} \mathrm{xh}_{1}^{\prime}=\mathrm{D}_{\lambda}^{\prime}, \quad \mathrm{g}_{2} \mathrm{yh}_{2}^{\prime}=\mathrm{D}_{\mu} \tag{6.5}
\end{equation*}
$$

where $D_{\lambda}$ and $D_{\mu}$ are $n \times n$ diagonal matrices with diagonal elements $\lambda_{1}, \ldots, \lambda_{n}$ and $\mu_{1}, \ldots, \mu_{n}$. Thus, when $n=p$, the left hand side of (6.4) is

$$
\begin{gathered}
\operatorname{g\in O}_{n} \sup _{h \in O_{n}} \operatorname{trgg}_{1}^{\prime} D_{\lambda} h_{1} h^{\prime} h_{2}^{\prime} D_{\mu} g_{2}=\sup _{g \in O_{n}, h \in O_{n}} \operatorname{tr}_{2} g g_{1}^{\prime} D_{\lambda} h_{1} h^{\prime} h_{2}^{\prime} D \mu \\
=\sup _{g \in O_{n}, h \in O_{n}} \operatorname{tr} g D_{\lambda} h^{\prime} D_{\mu}
\end{gathered}
$$

Thus, it must be shown that for $g \in O_{n}$ and $h \in O_{n}$,

$$
\begin{equation*}
\operatorname{tr} \mathrm{gD}_{\lambda} \mathrm{h}^{\prime} \mathrm{D}_{\mu} \leq \Sigma_{1}^{\mathrm{n}} \lambda_{i} \mu_{\mathrm{i}} \tag{6.6}
\end{equation*}
$$

since equality in (6.6) is achieved by setting $g=h^{\prime}=I_{n}$. Now, for $u, v \in$ $L_{n, n}$, consider the function

$$
\begin{equation*}
\psi(u, v)=\operatorname{tr} u D_{\lambda} v^{\prime} D_{\mu} \tag{6.7}
\end{equation*}
$$

Obviously, $\psi(\cdot, v)$ is a linear function for each $v$ and $\psi(u, \cdot)$ is a linear
function for each fixed $u$--that is, $\psi$ is a bilinear function. Routine calculations show that $\psi(u, v)=\psi(v, u)$ (so $\psi$ is symmetric) and $\psi(u, u) \geq 0$ (so $\psi$ is non-negative definite). Hence, the Cauchy-Schwarz inequality applied to $\psi$ yields

$$
\begin{equation*}
\psi(u, v) \leq\left((\psi(u, u))^{1 / 2}(\psi(v, v))^{1 / 2}\right. \tag{6.8}
\end{equation*}
$$

Applying (6.8) to the left side of (6.6) gives the inequality

$$
\begin{equation*}
\operatorname{tr} g D_{\lambda} h D_{\mu} \leq\left(\operatorname{tr} g D_{\lambda} g^{\prime} D_{\mu}\right)^{1 / 2}\left(\operatorname{tr} h D_{\lambda} h^{\prime} D_{\mu}\right)^{1 / 2} \tag{6.9}
\end{equation*}
$$

Thus, to establish (6.6), it suffices to establish the inequality

$$
\begin{equation*}
\operatorname{tr} g D_{\lambda} g^{\prime} D_{\mu} \leq \Sigma_{1}^{n} \lambda_{i} \mu_{i} \tag{6.10}
\end{equation*}
$$

for $g \in O_{n}$. Using the fact that $D_{\lambda}$ and $D_{\mu}$ are diagonal, writing out the left side of (6.10) yields

$$
\begin{equation*}
\operatorname{tr} g D_{\lambda} g^{\prime} D_{\mu}=\sum_{i} \sum_{j} \lambda_{i} s_{i j}{ }_{j} \tag{6.11}
\end{equation*}
$$

where $s_{i j}=g_{i j}^{2}$ and $g_{i j}$ is the $(i, j)$ element of the matrix $g \in O_{n}$. Since $g$ $\in O_{n}$,

$$
\Sigma_{i} s_{i j}=\Sigma_{j} s_{i j}=1
$$

so the $n \times n$ matrix $S$ with elements $s_{i j}$ is doubly stochastic. Thus, the right side of (6.11) can be written

$$
\begin{equation*}
\lambda^{\prime} S \mu \tag{6.12}
\end{equation*}
$$

where $\lambda(\mu)$ has coordinates $\lambda_{1}, \ldots, \lambda_{n}\left(\mu_{1}, \ldots, \mu_{n}\right)$. Since $S$ is doubly stochastic, Birkhoff's Theorem (see the Appendix) implies that $S$ is a convex combination of permutation matrices--say

$$
S=\sum_{k} \alpha_{k} k
$$

where the sum runs over $P_{n}, k \in P_{n}$, and the real numbers $\alpha_{k}$ satisfy $0 \leq \alpha_{k}$ and $\Sigma \alpha_{k}=1$. Thus (6.12) is equal to

$$
\begin{equation*}
\sum_{k} \alpha_{k} \lambda^{\prime} k \mu \tag{6.13}
\end{equation*}
$$

However, by Proposition 2.6, $\lambda^{\prime} k \mu \leq \lambda^{\prime} \mu$ for each $k \in P_{n}$. Since the $\alpha_{k}$ sum to 1 , (6.13) is bounded above by

$$
\begin{equation*}
\lambda^{\prime} \mu=\Sigma_{1}^{n} \lambda_{i} \mu_{i} \tag{6.14}
\end{equation*}
$$

Thus (6.11) is bounded above by $\Sigma_{1} \lambda_{i} \mu_{i}$ so (6.10) holds. Hence, the proof is complete for the case $\mathrm{p}=\mathrm{n}$.

Now, consider the case $p<n$. Given $x$ and $y \in L_{p, n}$, construct $\tilde{x}$ and $\tilde{y}$ in $L_{\mathrm{n}, \mathrm{n}}$ as follows:

$$
\tilde{x}=(x 0) ; \quad \tilde{y}=(y 0)
$$

where " 0 " denotes a block of $n \times(n-p)$ zeroes. If $\lambda_{1} \geq \ldots \geq \lambda_{p} \geq 0$ and $\mu_{1} \geq \ldots \geq \mu_{p} \geq 0$ are the singular values of $x$ and $y$ respectively, then the singular values of $x$ and $y$ are just $\lambda_{1}, \ldots, \lambda_{p}, 0, \ldots, 0$ and $\mu_{1}, \ldots, \mu_{p}, 0, \ldots 0$ where there are ( $n-p$ ) zeroes following $\lambda_{p}$ and $\mu_{p}$. This follows by noting that the $n$ eigenvalues of

$$
\tilde{x}^{\prime} \tilde{x}=\left(\begin{array}{cc}
x^{\prime} x & 0 \\
0 & 0
\end{array}\right)
$$

are just $\lambda_{1}^{2}, \ldots, \lambda_{p}^{2}, 0, \ldots, 0$ with $n-p$ zeroes following $\lambda_{p}^{2}$; and a similar statement concerning $\tilde{y}$. From the result for $p=n$ we have

$$
\begin{equation*}
\sup \operatorname{tr}_{g \in O_{n}, h \in O_{n}} \tilde{x x h}^{\prime} \tilde{y}^{\prime}=\Sigma_{1}^{P} \lambda_{i} \mu_{i} \tag{6.15}
\end{equation*}
$$

since the last $n-p$ singular values of $\tilde{x}$ and $\tilde{y}$ are zero. Now, write

$$
h=\left(\begin{array}{ll}
h_{11} & 0 \\
0 & I_{n-p}
\end{array}\right)
$$

where $h_{11}$ is an arbitrary element of $O_{p}$. Since, for such an $h$,

$$
\tilde{x}^{\prime} \tilde{y}^{\prime}=x_{11}^{\prime} y^{\prime},
$$

it follows from (6.14) that

$$
\begin{equation*}
\sup _{g \in O_{n}, h_{11} \in O_{p} g_{11} y^{\prime} \leq \Sigma_{1}^{P} \lambda_{i} \mu_{i} .} \tag{6.16}
\end{equation*}
$$

However, the Singular Value Decomposition Theorem implies that there is equality in (6.16) with the appropriate choice of $g \in O_{n}$ and $h_{11} \in O_{p}$.

To continue with our discussion of the example at hand, we now proceed to verify (A.I)(ii). The function $m$ is

$$
\begin{equation*}
m[u, y]=\sup _{g \in O_{n}, h \in O_{p}} \operatorname{tr} \text { guh' } y^{\prime}=\Sigma_{1}^{P} \lambda_{i} \mu_{i} \tag{6.17}
\end{equation*}
$$

where $\lambda_{1}, \ldots, \lambda_{p}\left(\mu_{1}, \ldots, \mu_{p}\right)$ are the singular values of $u$ ( $y$, respectively). However, when $u$ and $y$ are in $F$, then $u$ has the form

$$
u=\left(\begin{array}{llll}
u_{11} & & & 0 \\
0 & & \cdot & \\
& \cdot & \\
\cdot & \cdot & . & \\
u_{p p} & . & \cdot
\end{array}\right)
$$

where $u_{11} \geq \ldots \geq u_{p p} \geq 0$. For such $a u$, it is clear that the ordered singular values of $u$ are just $u_{11}, \ldots, u_{p p}$. Similar statements apply to $y$ $\in F$. This, together with (6.17), shows that when $u$ and $y$ are in $F$, then

$$
\mathrm{m}[\mathrm{u}, \mathrm{y}]=\operatorname{tr} u y^{\prime}=(u, y)
$$

so (A.I)(ii) holds.
For this example, observe that $\operatorname{span}(F)$ is just the subspace $M$ of $L_{p, n}$ consisting of all $n \times p$ matrices of the form

$$
x=\left(\begin{array}{lll}
x_{11} & . & 0 \\
0 & \cdot & \cdot \\
\cdot & \cdot & x_{p p} \\
\cdot & \cdot & \cdot
\end{array}\right)
$$

where $x_{11}, \ldots, x_{p p}$ are arbitrary real numbers. Obviously, $M$ has dimension p. A frame for $F$ is easily constructed from Example 6.2 since the frame here is the "same" as the frame in Example 6.2. Let $T=\left\{e_{1}, \ldots, e_{n}\right\}$ where $e_{i}$ in $L_{p, n}$ has its first i-diagonal elements equal to 1 and all other elements equal to zero. Obviously, $T$ is a frame for $F$. The dual cone of $F$ in $M$, say $F_{M}^{*}$ has a frame $T^{*}=\left\{t_{1}, \ldots, t_{p}\right\}$ where, for $i=1, \ldots, p-1$, $t_{i}$ in $L_{p, n}$ has its ( $i, i$ ) element equal to one, its ( $i+1, i+1$ ) element equal to minus one and all other elements zero. The matrix $t_{p}$ has its ( $p, p$ ) element equal to one and all other elements are zero. Just as in Example 6.2, $\mathrm{T}^{\text {* }}$ is easily shown to be a frame for $F_{M}^{*}$. From the point of view of partial orderings, this example has appeared in Alberti and Uhlmann (1981) and Eaton (1982, 1984).

In order to interpret the ordering $x \leq y$, let $\lambda_{1} \geq \ldots \geq \lambda_{p}$ and $\mu_{1} \geq \ldots \geq$ $\mu_{p}$ be the singular values of $x$ and $y$, respectively. Then representatives of $x$ and $y$ in $F$ are

$$
x_{\lambda}=\left(\begin{array}{lll}
\lambda_{1} \cdot & 0 \\
0 & \cdot & \lambda_{p} \\
\cdots & \ldots & \lambda_{p}
\end{array}\right) \quad ; \quad y_{\mu}=\left(\begin{array}{llll}
\mu_{1} & \cdot & 0 \\
0 & \cdot & \mu_{p} \\
\cdots & \ldots & \cdot
\end{array}\right)
$$

Since $\mathrm{x} \leq \mathrm{y}$ iff $\mathrm{x}_{\lambda} \leq \mathrm{y}_{\mu}$, it follows immediately from the structure of the frame for $F$ that $x \leq y$ iff

$$
\Sigma_{1}^{k} \lambda_{i} \leq \Sigma_{1}^{k} \mu_{i} ; \quad k=1, \ldots, p
$$

Therefore, the ordering on $L_{p, n}$ can be described by saying that $x \leq y$ iff the singular values of $x$ are "less than" the singular values of $y$ in the sense of Example 6.2.

Example 6.4: For this example, take $V$ to the vector space $S_{p}$ of all $p \times p$ real symmetric matrices, and use the inner product

$$
\begin{equation*}
(x, y)=\operatorname{tr} x y^{\prime} \tag{6.18}
\end{equation*}
$$

which equals tr $x y$ since $y=y^{\prime}$ in $S_{p}$. The group is $O_{p}$ and each $g \in O_{p}$ defines an orthogonal transformation on ( $S_{p},(\cdot, \cdot)$ ) given by

$$
x \rightarrow g x g^{\prime} ; \quad x \in S_{p}, g \in O_{p}
$$

The Spectral Theorem for symmetric matrices asserts that for each $\mathrm{x} \in S_{p}$, there is a $g \in O_{p}$ such that

$$
g x g^{\prime}=D=\left(\begin{array}{lllll}
\lambda_{1} & & & &  \tag{6.19}\\
& \lambda_{2} & & & 0 \\
& & \cdot & \cdot & \\
& 0 & & & \lambda_{p}
\end{array}\right)
$$

where $\lambda_{1} \geq \ldots \geq \lambda_{p}$ are the eigenvalues of $x$. This suggests a frame for this example. Let $F$ be all diagonal matrices $x \in S_{p}$ of the form (6.19) with diagonal elements $x_{11}, \ldots, x_{p p}$ which satisfy $x_{11} \geq \ldots \geq x_{p p}$. Obviously $F$ is a convex cone and (A.I) (i) holds for this choice of $F$. As in the last example, the verification of (A.I)(ii) requires a bit more work.

Proposition 6.8: For $x$ and $y$ in $F$,

$$
\begin{equation*}
\sup _{g \in O_{n}} \operatorname{tr} g x g^{\prime} y^{\prime}=\operatorname{tr} x y=(x, y) \tag{6.20}
\end{equation*}
$$

and (A.I) (ii) holds.

Proof: With $g=I_{p}$ (the $p \times p$ identity matrix), tr $g x g^{\prime} y^{\prime}=(x, y)$ so the
left hand side of (6.20) is at least as large as the right hand side.
Hence, to verify (6.20), it must be shown that for each $g \in O_{n}$ and $x, y \in F$

$$
\begin{equation*}
\operatorname{tr} \operatorname{gxg} g^{\prime} y \leq \operatorname{tr} x y \tag{6.21}
\end{equation*}
$$

Consider $x$ and $y$ in $F$. Then for a real number $c, x+c I_{p}$ and $y+c I_{p}$ are both in $F$ (and conversely). Replacing $x$ and $y$ by $x+c I_{p}$ and $y+c I_{p}$ in (6.21) yields

$$
\begin{align*}
& \operatorname{tr} g \operatorname{gg}^{\prime} y+\operatorname{ctr} y+\operatorname{ctr} x+p c^{2} \\
& \quad \leq \operatorname{tr} x y+\operatorname{ctr} y+\operatorname{ctr} x+p c^{2} \tag{6.22}
\end{align*}
$$

which is obviously equivalent to (6.21) for all real c. Now, pick c large enough so that $\tilde{x}=x+c I$ and $\tilde{y}=y+c I$ have positive diagonal elements. That (6.21) holds for $\tilde{x}$ and $\tilde{y}$ follows immediately from Theorem 6.7 since the diagonal elements of $\tilde{x}$ (and $\tilde{y}$ ) are the singular values of $\tilde{x}$ (and $\tilde{y}$ ). Thus (6.21) holds for x and y and the proof is complete. $\square$

Now, we proceed with a description of a frame for $F$ and $F^{*}$. Since $F$ is essentially the same convex cone as was used in Chapter 2 for majorization, the material there carries over to this case with essentially no change. Let $t_{1}, \ldots, t_{n-1}$ be elements of $S_{p}$ where $t_{i}$ has its ( $i, i$ ) diagonal element equal to one, its ( $i+1, i+1$ ) diagonal equal to minus one and the remaining elements of $t_{i}$ are zero, $i=1, \ldots, n-1$. Let $M$ be the linear subspace of diagonal matrices in $S_{p}$ so $M=\operatorname{span}(F)$. As in Chapter $2, T^{*}=\left(t_{1}, \ldots\right.$, $t_{n-1}$ ) is a frame for $F_{M}^{R}-$ the dual cone of $F$ in $M$. Let $e_{1}, \ldots, e_{n}$ in $M$ where $e_{i}$ has its first $i$ diagonal elements equal to one and all other elements equal to zero. Then $T=\left\{e_{1}, \ldots, e_{n},-e_{n}\right\}$ is a frame for $F$.

To describe the ordering on $S_{p}$, consider $x$ and $y$ in $S_{p}$ with $x \leq y$. Let $D_{\lambda}$ (and $D_{\mu}$ ) denote the diagonal matrices whose ith diagonal element is the ith largest eigenvalue of $x$ (and $y$ ), $i=1, \ldots, p$. Then $x \leq y$ iff $D_{\lambda} \leq$ $D_{\mu}$. But since $D_{\lambda}$ and $D_{\mu}$ are in $F, D_{\lambda} \leq D_{\mu}$ iff

$$
\begin{align*}
& \operatorname{tr} e_{i} D_{\lambda} \leq \operatorname{tr} e_{i} D_{\mu}, \quad i=1, \ldots, n-1 \\
& \operatorname{tr} e_{n} D_{\lambda}=\operatorname{tr} e_{n} D_{\mu} . \tag{6.23}
\end{align*}
$$

But (6.23) holds iff

$$
\begin{align*}
& \Sigma_{1}^{k} \lambda_{i} \leq \Sigma_{1}^{k} \mu_{i}, \quad k=1, \ldots, p  \tag{6.24}\\
& \Sigma_{1}^{p} \lambda_{i}=\Sigma_{1}^{p} \mu_{i}
\end{align*}
$$

However, (6.24) is exactly the condition that the vector of eigenvalues of $y$ majorize the vector of eigenvalues of $x$. Thus, the ordering on $S_{p}$ induced by $O_{p}$ has a direct relation to the majorization ordering. This relation was given in Karlin and Rinott (1981) using an argument which is rather different than the one given here. The argument above is from Eaton (1984). An alternative ordering on $S_{p}$ is discussed in Alberti and Uhlmann (1981).

> Now, we turn to two examples where (A.I)(ii) does not hold.

Example 6.5: On the plane $R^{2}$, let $G$ be the group consisting of four elements $\left\{I, g, g^{2}, g^{3}\right\}$ where $g$ is rotation by $90^{\circ}$ in the counter clockwise direction. Thus, the matrix of $g$ (in the standard coordinate system for $R^{2}$ ) is

$$
g=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)
$$

An obvious choice for $F$ in this example is

$$
F=\left\{x \mid x_{1} \geq 0, x_{2} \geq 0\right\}
$$

but any other $90^{\circ}$-wedge would do as well. Clearly (A.I)(i) holds. However (A.I)(ii) is false. For example, take
$u=\binom{1}{0}$ and $v=\binom{0}{1}$
which are both in $F$. Since $g u=v$,
$\sup _{h \in F}(h u, v)=(g u, v)=(v, v)=1$
while $(u, v)=0$. Geometrically, $m[u, v]$ can be described as follows. Fix $v$ $\in F$ and let $u^{*}$ be a vector in the set $\left\{u, g u, g^{2} u, g^{3} u\right\}$ whose angle with $v$ is no more than $45^{\circ}$. Then, it is easy to see $m[u, v]=$ ( $u^{*}, v$ ). Of course, this example can easily be generalized to the group generated by the rotation through $2 \pi / k$ where $k$ is an integer which is at least 3 . $\square$

Example 6.6: For this example, again consider $R^{n}$ and let $G$ be the group

$$
G=\left\{g \mid g= \pm k, k \in P_{n}\right\}
$$

Thus, an element of $G$ is either a permutation matrix or minus a permutation matrix. For this example, take $F$ to be

$$
F=\left\{x \mid x \in R^{n}, x_{1} \geq \ldots \geq x_{n}, \quad \Sigma_{1}^{n} x_{i} \geq 0\right\}
$$

(A.I)(i) is easily shown to hold, but (A.I)(ii) fails. In fact, m[u,v] can be calculated explicitly for this example. For $u, v \in F$, first observe that

$$
\max _{k \in P_{\mathrm{n}}}(k u)^{\prime} v=u^{\prime} v
$$

which follows from Proposition 2.6. Since $v \in F, v_{1} \geq \ldots \geq v_{n}$ so $-v_{n} \geq \ldots \geq$ $-\mathrm{v}_{1}$. Let $\mathrm{v}^{*}$ be

$$
v^{*}=\left(\begin{array}{c}
-v_{n} \\
-v_{n-1} \\
\vdots \\
-\dot{v}_{1}
\end{array}\right) \quad \in F
$$

Then

$$
\max _{k \in P_{n}}(-k u)^{\prime} v=\max _{k \in P_{n}}(k u)^{\prime}(-v)=\max _{k \in P_{n}}(k u)^{\prime} v^{*}=u^{\prime} v^{*}
$$

where again the last equality is a consequence of Proposition 2.6. Hence, for $u, v \in F$

$$
\max _{g \in G}(g u)^{\prime} v=\max \left(u^{\prime} v, u^{\prime} v^{*}\right)
$$

When $n \geq 3$, it is not hard to show there are $u, v \in F$ such that $u^{\prime} v<u^{\prime} v^{*}$ so (A.I)(ii) can not hold for this example.

## Section 3: The Decreasing Functions

We now turn to the problem of describing the decreasing functions in the present context when (A.I) holds. Thus, on the inner product space $(V,(\cdot, \cdot)), G$ is a closed subgroup of $O(V)$ and $G$ induces and ordering as in Definition 6.1. A real valued function $f$ defined on $V$ is decreasing if $x \leq$ $y$ implies $f(x) \geq f(y)$. Such a decreasing function must satisfy

$$
f(x)=f(g x), \quad x \in V, g \in G
$$

because $x \leq g x \leq x$ for $x \in V$ and $g \in G$. That is, decreasing functions must be G-invariant.

Now, we assume (A.I) holds. Thus, there is a closed convex cone $F$ so (A.I)(i) and (A.I)(ii) hold. With $M=\operatorname{span}(F)$ and $F_{M}^{*}$ denoting the dual cone of $F$ in $M$, our previous results show that for $x, y \in F$,

$$
x \leq y \quad \text { iff } y-x \in F_{M}^{*}
$$

Hence the ordering restricted to $F$ is a cone ordering induced by the cone $F_{M}^{*}$. Since $F$ has a non-empty interior in $M$, Theorem A. 6 provides necessary and sufficient conditions for the characterization of the decreasing function. Here is the formal statement.

Proposition 6.9: Let $f$ be a G-invariant function real valued function defined on $V$ and let $f_{1}$ be the restriction of $f$ to $F$. Let $T$ be a frame for $F_{M}^{*}$, and assume $f_{1}$ is continuous at the boundary of $F$. The following are equivalent:
(i) $f$ is decreasing
(ii) for each $t \in T^{*}$ and $x \in F$, the function $h(\lambda)=f_{1}(x+\lambda t)$ is

Proof: Since $f$ is G-invariant, $f$ is decreasing on $V$ iff $f_{1}$ is decreasing on $F$. The equivalence of (i) and (ii) now follow directly from Theorem A. 6 . $\square$

Of course, when $f$ in Proposition 6.9 has a differential, then (ii) of Proposition 6.9 is easily expressed as a condition in terms of the differential. The writing out of these conditions in Examples 6.1 through 6.4 is a straightforward and tedious task which is left to the reader.

When assumption (A.I) does not hold, then the ordering $\leq$ restricted to $F$ is, in general, not a cone ordering so Theorem A. 6 is not available. In particular, characterizations of the decreasing functions are not known for Examples 6.5 and 6.6. However, a necessary condition for a function to be decreasing is given in Eaton (1975) (see Eaton and Perlman (1977), Proposition 2.2), but whether this condition is sufficient is not known.

## Section 4: The Convolution Theorem

In this and the next section, we investigate conditions under which the Convolution Theorem (Theorem 2.20) and the material on DR kernels discussed in Chapter 3 can be extended to the general case. Basically, the results here show that the Convolution Theorem and the theory of DR kernels can be extended to the so called reflection groups. However, the development here is a bit different from the material in Eaton and Perlman (1977) and Conlon et al. (1977) because of the geometric approach taken in Chapters 2,3 and in this chapter,

To begin the technical development, again let (V, (•, •)) be a finite dimension inner product space. In this situation, a reflection is defined as follows. For $u \in V$, let $u \otimes u$ denote the linear transformation on $V$ to $V$ whose value at $x$ is

$$
(u \otimes u)(x)=(u, x) u
$$

Thus, for $u \neq 0, u \otimes u$ is a rank one self-adjoint linear transformation whose range is span\{u\} and whose null space is the orthogonal complement of
$\operatorname{span}(u)$. For $u \neq 0$, let

$$
\begin{equation*}
R_{u}=I-2 \frac{u}{(u, u)} \tag{6.25}
\end{equation*}
$$

Now, it is easy to show $R_{u} u=-u, R_{u} v=0$ if $v \perp u$, and $R_{u}^{2}=I$. For these reasons, $R_{u}$ is called a reflection--more precisely, $R_{u}$ is the reflection across the hyperplane $\{v \mid v \perp u\}$.

As in the previous sections, the compact group $G \subseteq O(V)$ induces the ordering $\leq$ between elements of $V$. Throughout this section, assumption (A.I) is to hold. Thus the ordering $\leq$ when restricted to $F$ is a cone ordering induced by the dual cone $F_{M}^{*}$ where $M=\operatorname{span}(F)$. In all of the examples to which the results below apply, $M=V$ but this need not be assumed in what follows. Let $T^{*}$ be a frame for $F_{M}^{*}$. The key assumption in this section (aside from (A.I)) is
(A.II) For each $t \in T^{*}$, the reflection $R_{t}$ is an element of $G$.

The three basic examples where (A.I) and (A.II) hold are:
(i) $\quad V=R^{n}, G=P_{n}$
(ii) $V=R^{n}, G=D_{n}^{n}$
(iii) $V=R^{n}, G=P_{n} \cdot D_{n}$.

The verification of this claim is easy because $F_{M}^{*}$ has been given for these three cases--the first in Chapter 2 and the other two in Examples 6.1 and 6.2 .

Here are the implications of (A.II) for the characterization of the decreasing functions.

Proposition 6.10: Assume (A.I) and (A.II) hold and that $f$ is a decreasing function. Then for each $t \in T^{*}$ and for each $v \perp t$, the function $h(\beta)=$ $f(v+\beta t)$ is a symmetric unimodal function.

Proof: To verify the symmetry, we must show $h(\beta)=h(-\beta)$. But since $R_{t} \in$ $G$ and $v \perp t$, the $G$-invariance of $f$ implies

$$
f(v+\beta t)=f\left(R_{t}(v+\beta t)\right)=f(v-\beta t)
$$

so symmetry holds. To show $h$ is decreasing on $[0, \infty)$, consider $0 \leq \beta_{1} \leq \beta_{2}$. Thus, $v+\beta_{1} t$ is in the line segment connecting $v+\beta_{2} t$ and $v-\beta_{2} t=R_{t}\left(v+\beta_{2} t\right)$. Thus, because $R_{t}$ is an element of $G, v+\beta_{1} t \leq v+\beta_{2} t$ so

$$
h\left(\beta_{1}\right)=f\left(v+\beta_{1} t\right) \geq f\left(v+\beta_{2} t\right)=h\left(\beta_{2}\right)
$$

Proposition 6.11: Assume (A.I) and (A.II) hold and let $f$ be a G-invariant real valued function defined on $V$. Let $f_{1}$ be the restriction of $f$ to $F$ and assume $f_{1}$ is continuous at the boundary of $F$. If for each $t \in T^{*}$ and each $\mathrm{v} \perp \mathrm{t}, \mathrm{h}(\beta)=\mathrm{f}(\mathrm{v}+\beta \mathrm{t})$ is decreasing on $[0, \infty)$, then f is decreasing.

Proof: Condition (ii) of Proposition 6.9 needs to be verified. Thus, consider $x \in F$ and $t \in T^{*}$. Write $x=v+\delta t$ where $v \perp t$ and $\delta=(t, x) /(t, t)$. Because $x \in F$ and $t \in F_{M}^{*}, \delta \geq 0$. 'Thus, for $\lambda \geq 0, x+\lambda t=v+(\lambda+\delta) t$ so

$$
\begin{equation*}
f(x+\lambda t)=f(v+(\lambda+\delta) t) \tag{6.26}
\end{equation*}
$$

But, the assumption that $f(v+\beta t)$ is decreasing on $[0, \infty)$ implies the function of $\lambda$ in (6.26) is decreasing on $[0, \infty$ ) since $\delta \geq 0$. By Proposition $6.9, f$ is decreasing. $\square$

Remark 6.1: When $G=P_{n}$, we have seen that Proposition 6.11 is true without the assumption that $f_{1}$ is continuous at the boundary of $F$. In the case that the group $G$ is a reflection group (that is, $G$ is equal to the smallest closed group generated by some set of reflections of the form (6.25)), Proposition 6.11 is also true without the assumption that $f_{1}$ is continuous at the boundary of $F$. This is proved in Eaton and Perlman (1977) where extensive use is made of the theory of reflection groups (see Benson and Grove (1971)). Whether the continuity assumption can be dispensed with in the present generality is not known. The groups $D_{n}$ and $P_{n} \cdot D_{n}$ are reflection groups so the results in Eaton and Perlman (1977) apply to these. $\square$

In the present context, here is the Convolution Theorem.

Theorem 6.12: Assume (A.I) and (A.II) hold and let $f_{1}$ and $f_{2}$ be nonnegative decreasing functions. Then the convolution

$$
\begin{equation*}
f(y)=\int_{V} f_{1}(y-x) f_{2}(x) d x \tag{6.27}
\end{equation*}
$$

is decreasing.

Proof: Let $h_{n}$ be the indicator function of $(x \mid(x, x) \leq n), n=1,2, \ldots$ so $h_{n}$ is a decreasing function and has compact support. Define $f_{i, n}$ by

$$
f_{i, n}(x)= \begin{cases}n & \text { if } f_{i}(x) h_{n}(x)>n \\ f_{i}(x) h_{n}(x) & \text { if } f_{1}(x) h_{n}(x) \leq n\end{cases}
$$

for $i=1,2$ and $n=1,2, \ldots$. It is easy to check that $f_{i, n}$ is a decreasing function and $f_{i, n}$ converges monotonically to $f_{i}$. Thus, by the Monotone Convergence Theorem,

$$
\begin{equation*}
f_{n}(y)=\int_{V} f_{1, n}(y-x) f_{2, n}(x) d x \tag{6.28}
\end{equation*}
$$

converges pointwise to $f(y)$. Since the pointwise limit of decreasing functions is again a decreasing function, if suffices to show that $f_{n}$ is a decreasing function.

Now, $f_{n}$ defined in (6.28) is the convolution of two bounded functions with compact support. Hence $f_{n}$ is continuous on $V$ (see Kec (1982) for a proof of this well known result). Thus, it suffices to verify that $f_{n}$ is $G$-invariant and for each $t \in T^{*}$ and $v \perp t$,

$$
\begin{equation*}
h(\lambda)=f_{n}(v+\lambda t) \tag{6.29}
\end{equation*}
$$

is decreasing on $[0, \infty)$. The $G$-invariance of $f_{n}$ follows from the G-
invariance of $f_{1, n}, f_{2, n}$ and the fact that $G \subseteq O(V)$ so each $g \in G$ preserves the Lebesgue measure $d x$ on $V$. The relevant calculation is

$$
\begin{aligned}
f_{n}(g y) & =\int f_{1, n}(g y-x) f_{2, n}(x) d x-\int f_{1, n}\left(y-g^{-1} x\right) f_{2, n}(x) d x \\
& =\int f_{1, n}(y-x) f_{2, n}(g x) d x=\int f_{1, n}(y-x) f_{2, n}(x) d x=f_{n}(y) .
\end{aligned}
$$

The verification that $h(\lambda)$ in (6.29) is decreasing on $[0, \infty)$ proceeds as in the proof of Theorem 2.20. For $t \in T$, write $V$ as the direct sum $N+$ $\operatorname{span}\left(t_{0}\right)$ where $N$ is the orthogonal complement of $\operatorname{span}\left(t_{0}\right)$, and $t_{0}=$ $t /(t, t)^{1 / 2}$. In (6.28), write $x=w+\gamma t_{0}$ where $w \in N$. Then

$$
\begin{align*}
f_{n}(v+\lambda t) & =\int_{N} \int_{-\infty}^{\infty} f_{1, n}\left(v+\lambda t-w-\gamma t_{0}\right) f_{2, n}\left(w+\gamma t_{0}\right) d \gamma d w \\
& =\int_{N}^{\infty} \int_{-\infty}^{\infty} f_{1, n}\left(v-w+(\|t\| \lambda-\gamma) t_{0}\right) f_{2, n}\left(w+\gamma t_{0}\right) d \gamma d w . \tag{6.30}
\end{align*}
$$

Since $f_{1, n}$ and $f_{2, n}$ are decreasing, Proposition 6.10 implies that

$$
\gamma \rightarrow f_{2, n}\left(w+\gamma t_{0}\right)
$$

is symmetric unimodal and

$$
\beta \rightarrow f_{1, n}\left(v-w+\beta t_{0}\right)
$$

is symmetric unimodal. Thus, the inside integral in (6.30) is the convolution of two symmetric unimodal functions of $R^{1}$ evaluated at $\|t\| \lambda$. By Wintner's Theorem, the inside integral is decreasing in $\|t\| \lambda$ for $\|t\| \lambda \geq$ 0 . Hence the inside integral is decreasing in $\lambda \geq 0$ since $\|t\|>0$. Thus $f_{n}(v+\lambda t)$ is decreasing in $\lambda \geq 0$. $\square$

Remark 6.2: The validity of the convolution Theorem when (A.I) holds but (A.II) does not (as in Examples 6.3 and 6.4) is an important open question. The Convolution Theorem is false for Example 6.5 (see Eaton (1984) for a counter example). This shows that some type of assumptions are needed.

However, the group introduced in example 6.6 is important in applications, and it would be useful to know whether or not the Convolution Theorem is valid for this case. $\square$

## Section 5: Reflections and DR Functions

In this section we establish general analogues of Proposition 3.8 and Theorem 3.9 for so called DR functions. The emphasis here is on reflections rather than the groups generated by reflections, but a brief discussion of reflection groups is appropriate.

In a finite dimensional vector space $(\mathrm{V},(\cdot, \cdot)$, let $\Delta$ be an arbitrary subset of $V$ such that $0 \notin \Delta$. Using the notation of the previous section, each $t \in \Delta$ defines a reflection

$$
\begin{equation*}
R_{t}=I-2 \frac{t \otimes t}{(t, t)} \tag{6.31}
\end{equation*}
$$

Obviously $R_{t}=R_{t}^{\prime}=R_{t}^{-1}$ for each reflection. The set of reflections generated by $\Delta$ is

$$
R=\left\{R_{t} \mid t \in \Delta\right\}
$$

Remark 6,3: A group $G \subseteq O(V)$ is called a reflection group if there is some set $R$ of reflections which generate (algebraically) G. Examples of reflection groups include $D_{n}$ of Example 6.1, the permutation group $P_{n}$, and the group $P_{n} \cdot D_{n}$ of Example 6.2. The reader can easily construct sets of reflections which generate these three groups. The structure of reflection groups is completely understood. All of the finite reflection groups are listed in Benson and Grove (1971). The infinite case is taken care of by the discussion in Eaton and Perlman (1977) and the result in Eaton and Perlman (1977) which asserts that every infinite irreducible reflection group is dense in $O(V)$. These results are not used in what follows.

Given the set $\Delta$ and the set of reflections $R$ generated by $\Delta$, here is what appears to be the appropriate definition of $D R$ functions defined on V×V.

Definition 6.2: If a real valued function $f$ defined on $V \times V$ satisfies
(i) $f\left(R_{t} x, R_{t} y\right)=f(x, y)$ for $x, y \in V$ and $R_{t} \in R$
(ii) for each $t \in \Delta$, $(t, x)(t, y) \geq 0$ implies that

$$
\begin{equation*}
f(x, y) \geq f\left(x, R_{t} y\right) \tag{6.32}
\end{equation*}
$$

then, $f$ is a decreasing reflection function (DR function).

The analogue of Proposition 3.8 in the present context follows.

Proposition 6.13: Let $f_{0}$ be a real valued function defined on $V$ and define $f$ on $V \times V$ by $f(x, y)=f_{0}(x-y)$. The following are equivalent:
(i) $f$ is a $D R$ function
(ii) for each $t \in \Delta$ and each $v \perp t$, the function $\beta \rightarrow f_{0}(v+\beta t)$ is symmetric and unimodal for $\beta \in \mathbb{R}^{1}$.

Proof: Assume $f$ is a $D R$ function. With $x=v$ and $y=-\beta t$, (i) of Definition 6.2 implies

$$
f_{0}(v+\beta t)=f(v,-\beta t)=f\left(R_{t} v, R_{t}(-\beta t)\right)=f(v, \beta t)=f_{0}(v-\beta t)
$$

so symmetry in $\beta$ holds. To establish unimodality, consider $0 \leq \beta_{1} \leq \beta_{2}$, $t$ $\in \Delta$ and $v \perp t$. With $y=\frac{1}{2}\left(\beta_{2}-\beta_{1}\right) t$ and $x=v+\frac{1}{2}\left(\beta_{1}+\beta_{2}\right) t,(t, x)(t, y) \geq 0$ so

$$
f_{0}\left(v+\beta_{1} t\right)=f(x, y) \geq f\left(x, R_{t} y\right)=f_{0}\left(v+\beta_{2} t\right)
$$

Hence $\beta \rightarrow f(v+\beta t)$ is decreasing on $[0, \infty)$ so (ii) holds.
Now, assume (ii) holds. Given $x, y \in V$ and $t \in \Delta$, write $x=v_{1}+\beta_{1} t$ and $y=v_{2}+\beta_{2} t$ with $v_{i} \perp t$ for $i=1,2$. Then

$$
\begin{aligned}
f(x, y) & =f_{0}(x-y)=f_{0}\left(v_{1}-v_{2}+\left(\beta_{1}-\beta_{2}\right) t\right)=f_{0}\left(v_{1}-v_{2}-\left(\beta_{1}-\beta_{2}\right) t\right) \\
& =f_{0}\left(v_{1}-\beta_{1} t-\left(v_{2}-\beta_{2} t\right)\right)=f_{0}\left(R_{t} x-R_{t} y\right)=f\left(R_{t} x, R_{t} y\right)
\end{aligned}
$$

Thus (i) of Definition 6.2 holds. For $t \in \Delta$ and $x=v_{1}+\beta_{1} t, y=v_{2}+\beta_{2} t$, the condition $(t, x)(t, y) \geq 0$ is equivalent to the condition $\beta_{1} \beta_{2} \geq 0$. This
implies that $\left|\beta_{1}-\beta_{2}\right| \leq\left|\beta_{1}+\beta_{2}\right|$ so that the vector $x-y=v_{1}-v_{2}+\left(\beta_{1}-\beta_{2}\right)$ t is a convex combination of the two vectors $v_{1}-v_{2}-\left(\beta_{1}+\beta_{2}\right) t$ and $v_{1}-v_{2}+\left(\beta_{1}+\beta_{2}\right) t$. Therefore, the symmetric unimodality of $f_{0}$ implies

$$
\begin{aligned}
f(x, y) & =f_{0}(x-y)=f_{0}\left(v_{1}-v_{2}+\left(\beta_{1}-\beta_{2}\right) t\right) \\
& \geq f_{0}\left(v_{1}-v_{2}+\left(\beta_{1}+\beta_{2}\right) t\right)=f_{0}\left(x-R_{t} y\right)=f\left(x, R_{t} y\right) .
\end{aligned}
$$

Hence f is a DR function.

Here is the version of Theorem 3.9 appropriate for the present context.

Proposition 6.14: Let $f_{1}$ and $f_{2}$ be non-negative $D R$ functions defined on $V \times V$. Suppose $\mu$ is a $\sigma$-finite measure on the Borel subsets of $V$ such that $\mu$ is invariant under each of the transformations $R_{t}, t \in \Delta$. Assume that

$$
\begin{equation*}
f(x, z)=\int_{V} f_{1}(x, y) f_{2}(y, z) \mu(d y) \tag{6.33}
\end{equation*}
$$

is finite for each $x, z \in V$. Then $f$ is also a $D R$ function.

Proof: The proof is essentially the same as that of Theorem 3.9 so just a sketch is given. That $f\left(R_{t} x, R_{t} z\right)=f(x, z)$ is easily established using the invariance of $\mu$ and the assumption that $f_{1}$ and $f_{2}$ are $D R$ functions. To verify (ii) of Definition 6.2 , consider $t \in \Delta$ and $x \in V$ satisfying $(t, x)(t, z) \geq 0$. It must be shown that

$$
\begin{equation*}
\delta=f(x, z)-f\left(x, R_{t} z\right)=\int_{V} f_{1}(x, y)\left[f_{2}(y, z)-f_{2}\left(y, R_{t} z\right)\right] \mu(d y) \tag{6.34}
\end{equation*}
$$

is non-negative. Write the region $V$ as $V=V_{+} U V_{0} U V$ where

$$
\begin{aligned}
& v_{+}=\{y \mid(t, y)>0\} \\
& v_{0}=\{y \mid(t, y)=0\} \\
& v_{-}=\{y \mid(t, y)<0\} .
\end{aligned}
$$

The integral in (6.34) over the region $V_{0}$ is zero since $f_{2}(y, z)=f_{2}\left(y, R_{t} z\right)$
on $\mathrm{V}_{0}$. The integral in (6.34) over $\mathrm{V}_{\text {. }}$ can be transformed into an integral over $V_{+}$by making the change of variable $y \rightarrow R_{t} y$. Using the invariance assumptions on $\mu, f_{1}$ and $f_{2}$ yields

$$
\begin{equation*}
\delta=\int_{V_{+}}\left[f_{1}(x, y)-f_{1}\left(x, R_{t} y\right)\right]\left[f_{2}(y, z)-f_{2}\left(y, R_{t} z\right)\right] \mu(d y) \tag{6.35}
\end{equation*}
$$

Now, the condition $(t, x)(t, z) \geq 0$ together with the $D R$ assumptions on $f_{1}$ and $f_{2}$ imply that the integrand in (6.35) is non-negative on the region of integration $V_{+}$. Hence $\delta \geq 0$. $\square$

Remark 6.4: Versions of definition 6.2 and Propositions 6.13 and 6.14 are available when the domain of definition of the function involved is not $V$, but some subset of $V$ which is invariant under each $R_{t}, t \in \Delta$. For example, suppose $X$ and $Y$ are invariant (under each $R_{t}$ ) subsets of $V$ and let $f$ be a real valued function defined on $X \dot{X} Y$. Then Definition 6.2 is the appropriate definition of a $D R$ function for $x \in X$ and $y \in Y$. Similar modifications (but the same proofs) are easily made in Propositions 6.13 and 6.14. These are left to the reader.

A version of the Convolution Theorem can also be formulated in the present context.

Proposition 6.15: Suppose $f_{1}$ and $f_{2}$ are non-negative functions defined on V which satisfy
(i) for $t \in \Delta$ and $v \perp t$, the function $\beta \rightarrow f_{i}(v+\beta t)$ is symmetric and unimodal, $\mathrm{i}=1,2$.

Then, the convolution

$$
\begin{equation*}
f(y)=\int_{V} f_{1}(y-x) f_{2}(x) d x \tag{6.36}
\end{equation*}
$$

also satisfies (i) above. Here, $d x$ is Lebesgue measure on $V$.

Remark 6.5: The notion of decreasing functions (when a group $G \subseteq O(V)$
induces an ordering) has been replaced by (i) in the present setting. We know (i) and "decreasing" are equivalent in the case that $V=R^{n}$ and $G=$ $P_{n}$--see Proposition 2.17.

Proof: For $t \in \Delta$ and $v \perp t$,

$$
f(v+\beta t)=\int_{V} f_{1}(v+\beta t-x) f_{2}(x) d x
$$

Without loss of generality, assume that $(t, t)=1$ and let $M$ be the subspace perpendicular to $t$. Write $x=w+\gamma t$ where $w \in M$ and $\gamma \in R^{1}$. This "orthogonal change of variable" yields

$$
f(v+\beta t)=\int_{M} \int_{-\infty}^{\infty} f_{1}(v-w+(\beta-\gamma) t) f_{2}(w+\gamma t) d \gamma d w .
$$

For $v$ and $w$ fixed, we recognize the inside integral as the convolution (on $R^{1}$ ) of two symmetric unimodal functions. Thus, by Wintner's Theorem, for each w,

$$
\beta \rightarrow \int_{-\infty}^{\infty} f(v-w+(\beta-\gamma) t) f_{2}(w+\gamma t) d \gamma
$$

is a symmetric unimodal function of $\beta$. Hence the same is true for $f(v+\beta t)$.

We end this section with a few comments concerning the validity of Proposition 3.7 in the present reflection context. Again let $\Delta \subseteq V$ be a subset of $V$ such that $0 \notin \Delta$. Let $G$ be the group generated (algebraically) by $R=\left\{R_{t} \mid t \in \Delta\right\}$ so $G$ is a reflection group. Suppose that $f$ is a $D R$ function according to Definition 6.2. Observe that

$$
\begin{equation*}
f(x, y)=f(g x, g y) \tag{6.37}
\end{equation*}
$$

because each $g$ is just a product of reflections in $R$ and (6.37) holds for elements of $R$ by definition. For fixed $x$ and $y$, the problem is to describe
where the function

$$
\psi(g)=f(g x, y), \quad g \in G
$$

achieves its supremum (assuming it does achieve it supremum). In Proposition 3.7 when $G=P_{n}$, a solution to this problem is given in terms of the convex cone F. Thus, given G, one way to attack this problem is to try to construct a convex cone $F_{G}$ so that Proposition 3.7 is true with $P_{n}$ replaced by $G$ and $F$ replaced by $F_{G}$. When $G$ is a finite reflection group, the existence of such $F_{G}$ is a non-trivial fact--a proof of which the reader can find in Benson and Grove. A further discussion of topics related to the validity of Proposition 3.7 for reflection groups can be found in Eaton and Perlman (1977) and Conlon et al. (1977).

## Appendix

In this appendix, some basic results in convex set theory are reviewed. In addition a few non-standard results, which have direct applications to the main body of the lectures, are covered. It is assumed that the reader is familiar with much of the material in Rockafellar (1970) which is used as a reference for proofs of standard results.

Because of the material in Chapter 6, the setting for the discussion here is in a finite dimensional inner product space, say (V, (•, •)) where $(\cdot, \cdot)$ denotes an inner product on the real vector space $V$ assumed finite dimensional.

Definition A.1: A subset $B \subseteq V$ is convex if for all $x, y \in B$ and $\alpha \in[0,1]$, the vector $\alpha x+(1-\alpha) y \in B$.

Since $\{\alpha x+(1-\alpha) y ; \alpha \in[0,1]\}$ is just the closed line segment connecting $x$ and $y$, convex sets are those which contain all the closed line segments connecting points in the set. For a vector $\xi \in V$ with $\|\xi\|=1$ and a real number $c$, the hyperplane

$$
\begin{equation*}
H_{\xi, c}=\{x \mid(\xi, x)=c\} \tag{A.1}
\end{equation*}
$$

is convex. Also, the two closed half-spaces

$$
\left.\begin{array}{rl}
H_{\xi, c}^{+} & =\{x \mid(\xi, x) \geq c\}  \tag{A.2}\\
H_{\xi, c}^{-} & =\{x \mid(\xi, x) \leq c\}
\end{array}\right\}
$$

are convex whose interiors do not intersect each other.
For any finite collection of vectors $x_{1}, \ldots, x_{k}$ in $V$, a sum of the form

$$
\alpha_{1} x_{1}+\ldots+\alpha_{k} x_{k}
$$

with each $\alpha_{i}$ non-negative and $\Sigma \alpha_{i}=1$, is called a convex combination of $x_{1}, \ldots, x_{k}$. It is easy to show that a set $B$ is convex iff $B$ contains all convex combinations of its elements. Given a subset $A \subseteq V$, the convex hull of $A$, denoted by $S(A)$, is the set of all convex combinations of elements of
A. Obviously $S(A)$ is a convex set.

Proposition $A .1$ : For $A \subseteq V, S(A)$ is equal to the intersection of all the convex sets which contain $A$.

Proof: Let $B$ be the aforementioned intersection so $B$ is convex. Since $S(A)$ is convex and contains $A, B \subseteq S(A)$. On the other hand, $A \subseteq B$ and $B$ is convex so $B$ contains all convex combinations of elements of $A-$-that is, $S(A) \subseteq B$.

Proposition A. 2: For $A \subseteq V$, let $B$ be the intersection of all closed convex sets which contain $A$. Then $B$ is the closure of $S(A)$.

Proof: Since $B$ is convex and contains $A, S(A) \subseteq B$. But $B$ is closed so $B$ contains the closure of $S(A)$. On the other hand, the closure of $S(A)$ is convex and contains $A$ so $B \subseteq S(A)$.

In general it is difficult to decide whether a given point is in a convex set. The following criterion is sometimes useful. Let $A$ be a nonempty subset of $V$ and let $B$ be the closure of $S(A)$.

Proposition A. 3: The following are equivalent
(i) $x \in B$
(ii) $(u, x) \leq \sup _{z \in A}(u, z)$ for all $u \in V$.

Proof: If $x \in B$, then $x$ is the limit of points in $S(A)$. But if $y \in S(A)$, then $y=\Sigma \alpha_{i} z_{i}$ with $0 \leq \alpha_{i} \leq 1, \Sigma \alpha_{i}=1$ and $z_{i} \in A$. Hence

$$
(u, y)=\Sigma \alpha_{i}\left(u, z_{i}\right) \leq \max _{i}\left(u, z_{i}\right) \leq \sup _{z \in A}(u, z)^{0} .
$$

Since (ii) holds for all $y \in S(A)$, (ii) holds for points in the closure of $S(A)$ by continuity of the inner product. Thus (i) implies (ii).

For (ii) implies (i), we will show that not (i) implies not (ii). Thus, consider $x \notin B$. Since both $B$ and $(x)$ are convex and closed, and ( $x$ ) is bounded, there is a hyperplane which strictly separates $B$ and ( $x$ )
(Rockafellar (1970), Corollary 11.4.2). That is, there is a $u \in V$ with $\|u\|$ $=1$ and a real number $c$ such that $u^{\prime} x>c$ and

$$
u^{\prime} y<c \quad \text { for all } y \in B
$$

Since $A \subseteq B$, this implies that (ii) cannot hold, so (ii) implies (i).

A fundamental representation theorem for compact convex sets asserts that every compact convex set is equal to the convex hull of its set of extreme points (Rockafellar (1970), Corollary (18.5.1). An example of this representation theorem of consequence here is Birkhoff's Theorem (Birkhoff (1946)). To describe this result, let $V$ be the $n^{2}$-dimensional vector space of $n \times n$ real matrices. An element $Q \in V$ is doubly stochastic if each element of $Q$ is non-negative and, both row sums and column sums are equal to one. Let $B_{n} \subseteq V$ be the set of all doubly stochastic matrices. It is easy to see that $B_{n}$ is compact. Thus, a knowledge of the extreme points of $B_{n}$ would give representations of elements of $B_{n}$.

Recall that an $n \times n$ matrix $P$ is a permutation matrix if in each row and each column of $P$, exactly one element is equal to one and the remaining elements are zero. If $x$ is an $n$-dimensional coordinate vector and $P$ is a permutation matrix, then $P x$ is just some permutation of the coordinates of $x$. Hence $P$ is an orthogonal linear transformation so $P^{-1}=P^{\prime}$ which is also a permutation matrix. Let $P_{n}$ denote the set of $n \times n$ permutation matrices. An easy combinatorial argument shows $P_{n}$ has $n$ ! elements. Noting that $P_{\mathrm{n}}$ is closed under matrix multiplication, it follows immediately that $P_{\mathrm{n}}$ is a group-commonly called the group of permutation matrices. Obviously, $P_{n}$ is contained in the set $B_{n}$ of doubly stochastic matrices.

Theorem (Birkhoff (1946)). The group $P_{n}$ is exactly the set of extreme points of $B_{n}$. Hence every doubly stochastic matrix is a convex combination of permutation matrices.

A proof of the above theorem is not given here. For a more thorough discussion of this result and references to a number of proofs, see Marshall and Olkin (1979) (p. 34).

Convex cones are the next topic of discussion. A subset $F \subseteq V$ is a convex cone if $F$ is convex and if for each $\lambda \geq 0$ and $x \in F, \lambda x \in F$. This definition differs slightly from that in Rockafellar (1970) (p. 13), but is more suitable for our purposes.

Given a convex cone $F$, the dual cone to $F$ is defined by

$$
F^{*}=\{x \mid(x, u) \geq 0 \quad \text { for all } u \in F\}
$$

It is easily verified that $\mathrm{F}^{*}$ is a closed convex cone. When F is a nonempty closed convex cone, then $\left(F^{*}\right)^{*}=F$ (Rockafellar (1970), Theorem 14.1). In certain cases, $F^{*}$ can be determined explicitly when $F$ is not too complicated. Some examples are given below.

If $F$ is a non-empty convex cone, a subset $T \subseteq F$ is a positive spanning set for $F$ if every element of $F$ is a finite linear combination of elements of $T$ with the coefficients of the linear combination non-negative.
Obviously $F$ is a positive spanning set for $F$, but we are interested in minimal spanning sets which are called'frames. In other words, T is a frame for $F$ if $T$ is a positive spanning set for $F$ and no proper subset of $T$ is.

In many cases, convex cones are defined as the intersection of a finite number of closed homogeneous half-spaces. That is, a finite number of nonzero vectors $u_{1}, \ldots, u_{r}$ are given and a closed convex cone $F$ is defined by

$$
F=\left\{x \mid\left(u_{i}, x\right) \geq 0, \quad i=1, \ldots, r\right\}
$$

Let $F_{0}$ be the closed convex cone consisting of all vectors of the form $\Sigma_{1}^{r} a_{i} u_{i}$ with $a_{i} \geq 0, i=1, \ldots, r$.

Proposition $A .4$ : In the above notation, $F_{0}^{*}=F$ and consequently $F^{*}=F_{0}$. Further $\left\{u_{1}, \ldots, u_{r}\right\}$ is a positive spanning set for $F^{*}$. If $u_{1}, \ldots, u_{r}$ are linearly independent, then $\left\{u_{1}, \ldots, u_{r}\right\}$ is a frame for $F^{*}$.

Proof: To show $F_{0}^{*}=F$, first consider $x \in F$ so $\left(x, u_{i}\right) \geq 0 i=1, \ldots$, r. Hence $(x, y) \geq 0$ for all $y=\Sigma_{1}^{r} a_{i} u_{i}$ with $a_{i} \geq 0$. Thus $x \in F_{0}^{*}$. But if $x \in F_{0}^{*}$, then $\left(x, u_{i}\right) \geq 0 \quad i=1, \ldots r$, so $x^{i} \in F$ and $F_{0}^{*}=F$. Thus, $F_{0}=\left(F_{0}^{*}\right)^{*}$
$=F^{*}$. The second assertion follows by definition of $F_{0}\left(=F^{*}\right)$. The third assertion follows by noting that each $y \in F^{*}$ has a representation $y=$ $\Sigma_{1}^{r} a_{i} u_{i}$ and this representation is unique by the linear independence. Thus, no subset of $\left\{u_{1}, \ldots, u_{r}\right\}$ can positively span $F^{*}$ since each $u_{i} \in F^{*}$, i = 1,..., r.

Proposition A.5: Let $v_{1}, \ldots, v_{n}$ be a basis for the vector space ( $\mathrm{V},(\cdot, \cdot)$ ) and let $F$ be the convex cone generated by $v_{1}, \ldots, v_{n}$-that is, $y \in F$ iff $y$ $=\Sigma a_{i} v_{i}$ with $a_{i} \geq 0, i=1, \ldots, n$. Also, let $u_{1}, \ldots, u_{n}$ be the dual basis to $v_{1}, \ldots, v_{n}$-that is, $\left(u_{i}, v_{j}\right)=\delta_{i j}$. Then $\left(u_{1}, \ldots, u_{n}\right\}$ is a frame for $\mathrm{F}^{*}$.

Proof: Since $u_{1}, \ldots, u_{n}$ is a basis, each $x \in F^{*}$ can be written $x=\Sigma b_{i} u_{i}$. But, $0 \leq\left(x, v_{j}\right)=\Sigma b_{i}\left(u_{i}, v_{j}\right)=b_{j}$ so each $b_{j} \geq 0$. Conversely, any $x=$ $\Sigma b_{i} u_{i}$ with each $b_{j} \geq 0$ is obviously in $F^{*}$. Thus $\left\{u_{1}, \ldots, u_{n}\right\}$ is a positive spanning set and hence a frame by linear independence. $\square$

Here are three standard examples of closed convex cones, dual cones and frames.
 for $R^{n}$. Set

$$
F=\left\{x \mid \epsilon_{i}^{\prime} x \geq 0, \quad i=1, \ldots, n\right\}
$$

so $F$ consists of those vectors whose coordinates are all non-negative. A direct application of Propositions $A .4$ and $\underline{A .5}$ shows that $F=F^{*}$ and $\left\{\epsilon_{1}, \ldots, \epsilon_{n}\right\}$ is a frame for both $F^{*}$ and $F$.

Example A.2: Again take $V=R^{n}$ and define vectors $t_{1}, \ldots, t_{n-1}$ by: $t_{i}$ has its ith coordinate equal to one, its (i+1)th coordinate equal the minus one, and all other coordinates are zero. Consider the closed convex cone given by

$$
F=\left\{x \mid t_{i}^{\prime} x \geq 0, \quad i=1, \ldots, n-1\right\}
$$

Then, $F$ consists of those vectors $x$ whose coordinates $\alpha_{1}, \ldots, \alpha_{n}$ satisfy $\alpha_{1} \geq \ldots \geq \alpha_{n}$. Since $t_{1}, \ldots, t_{n-1}$ are linearly independent, it follows from Proposition A. 4 that $T^{*}=\left(t_{1}, \ldots, t_{n-1}\right)$ is a frame for $F^{*}$. To construct a frame for $F$, consider vectors $e_{1}, \ldots, e_{n}$ defined by: $e_{i}$ has its first $i$ coordinates equal to one and the remaining coordinates equal to zero. The claim is that $T=\left[e_{1}, \ldots e_{n},-e_{n}\right)$ is a frame for $F$. That $T$ positively spans $F$ is easily checked. To see that $T$ is a frame for $F$, first observe that $e_{1}, \ldots, e_{n}$ is a basis for $R^{n}$ so no $e_{i}, 1 \leq i \leq n-1$ can be deleted from $T$. But since $e_{n}$ and $-e_{n}$ are both in $F$, neither of these can be deleted from $T$ if $T$ is to positively span $F$.

Example A. 3: For this example, let $t_{1}, \ldots, t_{n-1}$ be as in Example A. 2 and let $t_{n}$ be the vector whose $n$th coordinate is one and the rest of the coordinates are zero. Then $T^{*}=\left\{t_{1}, \ldots, t_{n}\right\}$ is a basis for $R^{n}$ and by Proposition A. 5 is a frame for the dual cone to

$$
F=\left\{x \mid t_{i}^{\prime} x \geq 0, \quad i=1, \ldots, n\right\}
$$

Obviously, $F$ consists of those vectors $x$ with coordinates $\alpha_{1}, \ldots, \alpha_{n}$ which satisfy $\alpha_{1} \geq \ldots \geq \alpha_{n} \geq 0$. To construct a frame for $F$, observe that $e_{1}, \ldots$, $e_{n}$ in Example 2.A is the dual basis to $t_{1}, \ldots, t_{n}$. Since $T^{*}=\left(t_{1}, \ldots, t_{n}\right)$ is a frame for $F^{*}$, Proposition A. 5 shows that $T=\left\{e_{1}, \ldots, e_{n}\right\}$ is a frame for $\left(F^{*}\right)^{*}=F$.

The remainder of this appendix is devoted to discussion of a result due to Marshall, Walkup and Wets (1967). Throughout the following discussion, $(\mathrm{V},(\cdot, \cdot))$ is a finite dimensional inner product space, B is a non-empty convex subset of $V$, and $G_{0} \subseteq V$ is a non-empty convex cone. Using $G_{0}$, a relation on $B$ is defined as follows:

$$
\begin{equation*}
x \leq y \quad \text { iff } y-x \in G_{0} . \tag{A.3}
\end{equation*}
$$

Because $G_{0}$ is a convex cone, if $x \leq y$ and $y \leq z$, then $(y-x)+(z-y)=z-x \in$ $G_{0}$ so $x \leq z$. That is, $\leq$ is a transitive. Henceforth, the relation $\leq$ is
called a partial cone ordering. However, it is possible that $x \leq y$ and $y \leq$ $x$, but $x \not y$ (this is possible if $G_{0}$ contains a non-trivial subspace).

Given the partial cone ordering $\leq$ on $B$, a real valued function $f: B \rightarrow R^{1}$ is decreasing if $x \leq y$ implies $f(x) \geq f(y)$. The problem with which the Marshall, Walkup and Wets result deals is the characterization of decreasing functions in terms of the geometry of $G_{0}$. To motivate things, first observe that if $x \in B$ and $t \in G_{0}$, then the convexity of $B$ implies that the set

$$
\begin{equation*}
\Lambda=\{\lambda \mid \lambda \geq 0, x+\lambda t \in B\} \tag{A.4}
\end{equation*}
$$

is a subinterval of $[0, \infty)$ which contains 0 . Also, if $0 \leq \lambda_{1} \leq \lambda_{2}$ and $\lambda_{1}$, $\lambda_{2}$ are both in $\Lambda$, then $x+\lambda_{1} t \leq x+\lambda_{2} t$ since $x+\lambda_{2} t-\left(x+\lambda_{1} t\right)=\left(\lambda_{2}-\lambda_{1}\right) t$ is an element of $G_{0}$. Hence, if $f$ is decreasing it is necessary that

$$
\begin{equation*}
h(\lambda)=f(x+\lambda t), \quad \lambda \in \Lambda \tag{A.5}
\end{equation*}
$$

be a decreasing function of $\lambda$. In particular, if $T \subseteq G_{0}$ is any positive spanning set, then for each $t \in T, h(\lambda)$ given in (A.5) must be decreasing. More particularly, when $T$ is a frame for $G_{0}$, the above must hold. Under some regularity conditions, the converse of this observation holds--namely, if for each $x \in B$ and $t \in T$, the function of $\lambda$ in (A.5) is decreasing for $\lambda$ $\in \Lambda$, then $f$ is decreasing. The utility of this result is that the frame $T$ may have very few vectors in it, so checking that $h(\lambda)$ is decreasing can actually be carried out. In our statement of the result, $T$ is not assumed to be a frame, but only a positive spanning set. In practice, one always tries to take $T$ to be a frame since applying the result is easier for minimal spanning sets.

Here is the formal statement of the result.

Theorem A. 6 (Marshall. Walkup and Wets (1967)). Assume the convex set $B \subseteq$ $V$ has a non-empty interior and assume that $f: B \rightarrow R^{1}$ is continuous at $(\partial B) \cap B$ where $\partial B$ is the boundary of $B$. Let $T$ be a positive spanning set for the convex cone $G_{0}$. The following are equivalent
(i) $f$ is decreasing
(ii) for each $t \in T$ and $x \in B$, the function $h(\lambda)=f(x+\lambda t)$ is decreasing in $\lambda \geq 0$ as long as $x+\lambda t \in B$.

Proof: That (i) implies (ii) is clear from the argument preceding the statement of the theorem. To show (ii) implies (i), consider $x \leq y, x, y \in$ B. It must be verified that

$$
\begin{equation*}
f(x) \geq f(y) \tag{A.6}
\end{equation*}
$$

First consider the case when $x$ and $y$ are in the interior of $B$ (which is non-empty by assumption). Since $x \leq y$, the vector $y-x$ is in $G_{0}$ and hence is some finite linear combination of elements of $T$, say

$$
\begin{equation*}
y-x=\Sigma_{1}^{r} a_{i} t_{i}=u \tag{A.7}
\end{equation*}
$$

where $a_{i}>0$ and $t_{i} \in T, i=1, \ldots, r$. Because $x$ and $y$ are in the interior of $B$, the convexity of $B$ implies that the line segment

$$
L=\{v \mid v=\alpha y+(1-\alpha) x, \quad 0 \leq \alpha \leq 1\}
$$

is contained in the interior of $B$. Thus for some $\epsilon>0$, the tubular neighborhood

$$
N=\{w \mid \text { for some } v \in L,\|w-v\|<\epsilon\}
$$

is contained in the interior of $B$. Now, select an integer $k$ so large that

$$
\begin{equation*}
\frac{\left\|\Sigma_{1}^{s} a_{i} t_{i}\right\|}{k}<\epsilon \quad \text { for } s=1, \ldots, r \tag{A.8}
\end{equation*}
$$

Observe that the sequence of points

$$
\mathrm{x}_{\mathrm{m}}=\mathrm{x}+\frac{\mathrm{mu}}{\mathrm{k}}, \quad \mathrm{~m}=0,1, \ldots, \mathrm{k}
$$

are all on the line $L$ and $x_{m} \leq x_{m+1}$ since $u \in G_{0}$. Thus, to verify (A.6),
it suffices to verify

$$
\begin{equation*}
f\left(x_{m}\right) \geq f\left(x_{m+1}\right) \tag{A.9}
\end{equation*}
$$

But, the sequence of points $z_{0}=x_{m}$,

$$
z_{s}=x_{m}+\frac{\Sigma_{1}^{s} a_{i} t_{i}}{k}, \quad s=1, \ldots, r
$$

are all in $N$ by (A. 8). Further, $z_{j} \leq z_{j+1}, j=0, \ldots, r-1$ since $a_{j} t_{j} / k$ is in $G_{0}$. Thus, it suffices to show that

$$
\begin{equation*}
f\left(z_{j}\right) \geq f\left(z_{j+1}\right) \tag{A.10}
\end{equation*}
$$

However, the vector

$$
z(\gamma)=z_{j}+\gamma \frac{a_{j+1}^{t} j+1}{k}, \quad 0 \leq \gamma \leq 1
$$

satisfies

$$
\left\{\begin{array}{l}
z(0)=z_{j} \\
z(1)=z_{j+1}
\end{array}\right.
$$

and $z(\gamma) \in N$ since $N$ is convex. Thus, $z(\lambda)$ is in $B$ for all $\lambda$ in $[0,1]$ and by assumption (ii) with $t=t_{j+1}$ and $\lambda=\left(\gamma a_{j+1}\right) / k$, (A.10) follows and hence (A.6) holds for $x$ and $y$ in the interior of $B$ with $x \leq y$.

Now suppose both $x$ and $y$ are in $\partial B \cap B$ with $x \leq y$. Select $z$ in the interior of $B$ and for $0 \leq \alpha \leq 1$, let

$$
\begin{aligned}
& \mathrm{x}_{\alpha}=(1-\alpha) \mathrm{x}+\alpha \mathrm{z} \\
& \mathrm{y}_{\alpha}=(1-\alpha) \mathrm{y}+\alpha \mathrm{z}
\end{aligned}
$$

Then, for $0<\alpha \leq 1, x_{\alpha}$ and $y_{\alpha}$ are in the interior of $B$ and $x_{\alpha} \leq y_{\alpha}$. By the argument above $f\left(x_{\alpha}\right) \geq f\left(y_{\alpha}\right)$ for all $\alpha \in(0,1]$. Letting $\alpha \rightarrow 0$ and
using the continuity of $f$ at $\partial B \cap B$, we see that $f(x) \geq f(y)$. When exactly one of $x$ or $y$ is in $\partial B \cap B$, a similar argument shows that $f(x) \geq f(y)$.

Corollary A.7: Let $f$ be as in Theorem A.6 and assume further that $f$ has a differential, say $d f$, for each $x$ in the interior of $B$. Then $f$ is decreasing iff $(\mathrm{df}(\mathrm{x}), \mathrm{t}) \leq 0$ for each $t \in T$.

Proof: Since

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \lambda} \mathrm{f}(\mathrm{x}+\lambda \mathrm{t})\right|_{\lambda=0}=(\mathrm{df}(\mathrm{x}), \mathrm{t}),
$$

the result follows immediately. $\square$

In most of our applications of Theorem A.6, the convex set $B$ will be a closed convex cone $F$ with a non-empty interior and $G_{0}$ will be the dual cone $F^{*}$ of $F$. The three examples discussed earlier are important in applications and are discussed in detail in the relevant chapters.
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