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## 0. Introduction

Let $K$ be an algebraic number field and $f(X) \in K[X]$. The Diophantine problem of describing the solutions to equations of the form

$$
\begin{equation*}
y^{n}=f(x) \quad(n \geqslant 2) \tag{+}
\end{equation*}
$$

has attracted considerable interest over the past 60 years. Siegel[12], [13] was the first to show that under suitable non-degeneracy conditions, the equation $(+)$ has only finitely many integral solutions in $K$. LeVeque[7] proved the following, more explicit, result. Let

$$
f(x)=a\left(x-\alpha_{1}\right)^{r_{1}} \ldots\left(x-\alpha_{k}\right)^{r_{k}}, \quad n_{i}=n / \operatorname{gcd}\left(n, r_{i}\right) \quad \text { for } \quad i=1, \ldots, k,
$$

where $a \in K^{*}$ and $\alpha_{1}, \ldots, \alpha_{k}$ are distinct and algebraic over $K$. Then (+) has only finitely many integral solutions unless $\left(n_{1}, \ldots, n_{k}\right)$ is a permutation of one of the $n$-tuples

$$
(2,2,1,1, \ldots, 1) \text { or }(t, 1,1, \ldots, 1) \text { with } t \geqslant 1 \text {. }
$$

We mention that Leveque's theorem was ineffective. When $K=\mathbb{Q}$ and $f(x)$ has at least two simple zeros with $n \geqslant 3$ or three simple zeros with $n=2$, Baker [1] has given an explicit upper bound for the solutions to ( + ) which depends on $n$ and $f$. Under the same conditions for $K$ and $f$, Schinzel and Tijdeman [9] derived an effective constant $C$, depending only on $f$, such that if $n>C$, then $(+)$ has no solutions $x, y \in \mathbb{Z}$ with $y \neq \pm 1$. Effective upper bounds for solutions to ( + ) in $S$-integers of a number field have been given by Trelina [17] and Bindza[2]. Finally, Faltings[5] has shown that if $K$ is an algebraic number field and $(+)$ describes a curve of genus at least 2 , then $(+)$ has only finitely many solutions $x, y \in K$. Faltings' theorem is not effective.

The equation $(+)$ has also been extensively studied in the case that $K$ is a (onedimensional) function field. In this case, if $(+)$ gives a curve of genus at least 2, effective upper bounds for the heights of solutions in $K$ have been given by Schmidt [10] and Mason [8]. However, in contrast to the number field case, a bound for the heights of solutions does not imply that there are only finitely many solutions. Mason [8] has given an effective procedure for finding all the solutions to $(+)$.

It is our aim in this paper to give an explicit upper bound for the number of solutions to $(+)$ when $f(x)$ has distinct roots (in an algebraic closure of $K$ ). We will do this for $S$-integral solutions when $K$ is a number field, and for rational solutions (i.e. in $K$ ) when $K$ is a function field. In both cases, we have attempted to give bounds which
depend minimally on $K, S$, and $f$. For example, our bounds depend only on the number of primes dividing the discriminant of $f$, and not on which primes are in this set. We were not able to derive such attractive bounds under LeVeque's more general condition on $f$. Our result for number fields is as follows.

Theorem 1. Set the following notation:
$K \quad$ an algebraic number field of degree $m$.
$S \quad a$ finite set of places of $K$, containing the infinite places.
$s \quad=\# S$.
$R_{S} \quad$ the ring of $S$-integers of $K$.
$f(X) \quad \in R_{S}[X]$, a polynomial of degree $d$ with discriminant $\operatorname{disc}(f) \in R_{S}^{*}$.
$L / K \quad$ an extension of degree $M$.
$\kappa_{n}(L) \quad$ the $n$-rank of the ideal class group of $L$.
For $n \geqslant 2$, let

$$
V\left(R_{S}, f, n\right)=\left\{x \in R_{S}: f(x) \in K^{* n}\right\} .
$$

(a) Let $n \geqslant 3, d \geqslant 2$, and assume that $L$ contains at least two zeros of $f$. Then

$$
\# V\left(R_{S}, f, n\right) \leqslant 17^{M(6 m+s)} \cdot n^{2 M s+\kappa_{n}(L)}
$$

(b) Let $d \geqslant 3$, and assume that $L$ contains at least three zeros of $f$. Then

$$
\# V\left(R_{S}, f, 2\right) \leqslant 7^{M(4 m+9 s)} \cdot 4^{\kappa_{2}(L)}
$$

Remark 1. It is possible to choose $L$ such that $M \leqslant d^{2}$ in (a), and $M \leqslant d^{3}$ in (b).
Remark 2. Sprindzuk [16] has given a proof of Theorem 1 (with constants left uncomputed) in the special case that $R_{S}=\mathbb{Z}, f(X)=X^{2}-A$, and $n=3$.

Remark 3. Let $K, S, f$ be as in Theorem 1, and suppose that $f$ has degree at least 2. One possible generalization of Theorem 1 would be to give an upper bound for the number of solutions ( $x, y, n) \in R_{S} \times R_{S} \times \mathbb{Z}$ to the equation $y^{n}=f(x)$ satisfying $n \geqslant 3$, $y \neq 0$, and $y$ not a root of unity. It is very likely that by applying Baker's method one can compute an explicit constant $C$ such that there are no solutions with $n>C$. Shorey, van der Poorten, Tijdeman and Schinzel[11] proved this for $K=\mathbb{Q}$, although they did not give an actual value for $C$. Combined with Theorem 1, such a constant would immediately give an upper bound for the number of solutions. However, this bound would depend not only on the number of places in $S$, but also on the specific places in the set $S$.

When $K$ is a (one-dimensional) function field, we can say considerably more about the number of solutions to $(+)$. First, rather than restrict to integral solutions, we deal with arbitrary rational solutions. Second, as in [14], we also allow $n$ to vary. Thus we count the number of $x \in K$ for which $f(x)$ is a perfect $n$ th-power for any $n \geqslant 4$. The precise result is as follows.

> Theorem 2. Set the following notation. $$
\begin{array}{ll}k & \text { a field of characteristic } 0 . \\ K / k & \text { a (one-dimensional) function field of genus } g \text { over } k . \\ S & \text { a finite set of valuations of } K \text { containing } s \geqslant 1 \text { elements. } \\ R_{S} & \text { the ring of } S \text {-integers of } K . \\ f(X) & \in R_{S}[X], \text { a monic polynomial of degree } d \geqslant 3 \text { with disc }(f) \in R_{S}^{*} .\end{array}
$$

We further assume that $f(X)$ is non-degenerate. (See section 2 for the precise definition. In essence, this means that $f$ does not arise by change of variables from a polynomial in $k[X]$.) Then the set

$$
\left\{x \in K: f(x) \in K^{* n} \quad \text { for some } \quad n \geqslant 4\right\}
$$

contains at most

$$
2^{2 d^{18}(2 g+s)^{6}}
$$

elements.

## 1. The equation $y^{n}=f(x)$ over algebraic number fields

Let $K$ be an algebraic number field of degree $m$, and let $M_{K}$ denote the places of $K$. Let $S \subset M_{K}$ be a finite set of places, containing all infinite places and $t$ finite places, corresponding to the prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ respectively. Let $R_{S}$ be the ring of $S$ integers of $K, I(K)$ the group of fractional ideals of $K, s=\# S$, and $\kappa_{n}(K)$ the $n$-rank of the ideal class group for $K$. For $\alpha_{1}, \ldots, \alpha_{r} \in K$, we let $\left\langle\alpha_{1}, \ldots, \alpha_{r}\right\rangle$ denote the fractional ideal of $K$ generated by $\alpha_{1}, \ldots, \alpha_{r}$. Finally, if $\mathfrak{a}, \mathfrak{b} \in I(K)$ and $n \geqslant 2$ is a rational integer, then we write

$$
\mathfrak{a} \equiv \mathfrak{b} \bmod S
$$

if $\mathfrak{a b}^{-1}=\mathfrak{p}_{1}^{k_{1}} \cdots \mathfrak{p}_{t}^{k_{t}}$ for some $k_{1}, \ldots, k_{t} \in \mathbb{Z}$; and

$$
\mathfrak{a} \equiv \mathfrak{b} \bmod (n, S)
$$

if $\mathfrak{a b} \mathfrak{b}^{-1}=\mathfrak{p}_{1}^{k_{1}} \ldots \mathfrak{p}_{t}{ }^{k_{t}} \mathfrak{C}^{n}$ for some $k_{1}, \ldots, k_{t} \in \mathbb{Z}$ and $\mathfrak{c} \in I(K)$.
Lemma 1. Let $\mathfrak{a} \in I(K)$ and $n \geqslant 2$. Then

$$
\#\left\{z \in K^{*} / K^{* n}:\langle z\rangle \equiv \mathfrak{a} \bmod (n, S)\right\} \leqslant n^{s+\kappa_{n}(K)}
$$

Proof. Suppose that there exists a $z_{0} \in K^{*}$ with $\left\langle z_{0}\right\rangle \equiv \mathfrak{a} \bmod (n, S)$. Then for each $z \in K^{*}$, we have $\langle z\rangle \equiv \mathfrak{a} \bmod (n, S)$ if and only if $\left\langle z / z_{0}\right\rangle \equiv\langle 1\rangle \bmod (n, S)$. Hence it suffices to prove Lemma 1 in the case that $\mathfrak{a}=\langle 1\rangle$.

Let $\mathscr{A}$ denote the group $\left\{z \in K^{*}:\langle z\rangle \equiv\langle 1\rangle \bmod (n, S)\right\}$, let $\mathscr{C}$ denote the ideal class group of $K$, let $\mathscr{C}(S)$ denote the subgroup of $\mathscr{C}$ generated by the ideal classes $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$, and let $(\mathscr{C} / \mathscr{C}(S))[n]$ be the subgroup of $\mathscr{C} / \mathscr{C}(S)$ consisting of elements of order dividing $n$. There is a natural inclusion $i: R_{S}^{*} / R_{S}^{* n} \rightarrow \mathscr{A} / \mathscr{A}^{n}$; and we define a map $j: \mathscr{A} / \mathscr{A}^{n} \rightarrow(\mathscr{C} / \mathscr{C}(S))[n]$ as follows: if $\langle z\rangle=\mathfrak{a b} \mathfrak{b}^{n}$ with $\mathfrak{a}, \mathfrak{b} \in I(K)$ and $\mathfrak{a} \equiv\langle 1\rangle \bmod S$, then $j\left(z \bmod \mathscr{A}^{n}\right)$ is the coset in $\mathscr{C} / \mathscr{C}(S)$ of the ideal class of $\mathfrak{b}$. Oneeasily checks that this gives an exact sequence

$$
0 \rightarrow R_{S}^{*} / R_{S}^{* n} \xrightarrow{i} \mathscr{A} / \mathscr{A}^{n} \xrightarrow{j}(\mathscr{C} / \mathscr{C}(S))[n] .
$$

Now $R_{S}^{*}$ is the direct product of $s$ cyclic groups, so \# $\left(R_{S}^{*} / R_{S}^{* n}\right) \leqslant n^{s}$; while by definition of $\kappa_{n}(K)$, we have

$$
\#(\mathscr{C} / \mathscr{C}(S))[n] \leqslant \# \mathscr{C}[n] \leqslant n^{\kappa_{n}(K)}
$$

Therefore $\#\left(\mathscr{A} / \mathscr{A}^{n}\right) \leqslant n^{s+\kappa_{n}(K)}$. This proves Lemma 1 for $\mathfrak{a}=\langle 1\rangle$.
Lemma 2. Let $w \in K^{*}$ and $n \geqslant 3$. Then the number of $\zeta \in K^{*}$ with

$$
\begin{equation*}
\left\langle 1-w \zeta^{n}\right\rangle \equiv\left\langle 1, w \zeta^{n}\right\rangle \bmod S \tag{1}
\end{equation*}
$$

is at most
where

$$
5\left(2.3^{3+30 / n}\right)^{m}+2(n U(n))^{s},
$$

$$
U(n)=\frac{16 n-2}{8 n-17}\left(\frac{16 n-2}{8 n+15}\right)^{(8 n+15)(8 n-17)}
$$

Proof. Let $\bar{K}$ be an algebraic closure of $K$, and let $H: \bar{K} \rightarrow[1, \infty)$ be the absolute height on $\bar{K}$. In Evertse[3] (chap. 6, theorem 6.2) it was shown that (1) has at most $2(n U(n))^{s}$ solutions $\zeta \in K^{*}$ with $H\left(w \zeta^{n}\right) \geqslant 3^{n} 5^{10}$. In Evertse [4] (lemma 1) it was shown that for every $\theta \in \bar{K}$ and for every $C \geqslant 1$, the number of $z \in K^{*}$ with $H(\theta z) \leqslant C$ is at most $5\left(2 C^{3}\right)^{m}$. Combining these results (with $\theta=w^{1 / n}$ and $C=3^{1+10 / n}$ ) yields Lemma 2.

Proposition 1. Let $n \in \mathbb{Z}$ with $n \geqslant 3, \mathfrak{a} \in I(K)$, and put

$$
V_{1}=\left\{z \in K^{*}:\langle z\rangle \equiv \mathfrak{a} \bmod (n, S) \quad \text { and }\langle 1-z\rangle \equiv\langle 1, z\rangle \bmod S\right\} .
$$

Then

$$
\# V_{1} \leqslant 17^{6 m+s} n^{2 s+\kappa_{n}(K)}
$$

Proof. For $w \in K^{*}$, let $V_{1}(w)=\left\{z \in V_{1}: z / w \in K^{* n}\right\}$. By Lemma 1, $V_{1}$ is contained in at most $n^{s+\kappa_{n}(K)}$ sets of the form $V_{1}(w)$. Moreover, since $U(n)<17$ for $n \geqslant 3$, and $s \geqslant \frac{1}{2} m$, we see that Lemma 2 implies that each set $V_{1}(w)$ has cardinality at most

$$
5\left(2.3^{3+30 / n}\right)^{m}+2(n U(n))^{s} \leqslant 17^{6 m+s} . n^{s} .
$$

This proves Proposition 1.
Lemma 3. Let $\mathfrak{a}, \mathfrak{b} \in I(K)$, and put

$$
\begin{gathered}
W=\left\{z \in K^{*}:\langle z\rangle \equiv \operatorname{amod} S \text { and }\langle 1-z\rangle \equiv \mathfrak{b} \bmod S\right\} . \\
\# W \leqslant 3 \cdot 7^{m+2 s} .
\end{gathered}
$$

Then
Proof. Suppose that $W$ is non-empty, and let $\lambda$ be a fixed element of $W$. Put $\mu=1-\lambda$. Then $z \in W$ if and only if $z=\lambda \xi$ and $1-z=\mu \eta$ for some $\xi, \eta \in R_{S}^{*}$. Now Lemma 3 follows immediately from Evertse [4] (theorem 1), which states that for fixed $\lambda, \mu \in K^{*}$, the equation $\lambda \xi+\mu \eta=1$ has at most $3.7^{m+2 s}$ solutions with $\xi, \eta \in R_{S}^{*}$.

Proposition 2. Let $\mathfrak{a}, \mathfrak{b} \in I(K)$, let $\gamma \in K^{*}, \gamma \neq 1$, and let $V_{2}$ be the set of pairs

$$
\left(z_{1}, z_{2}\right) \in K^{*} \times K^{*}
$$

with the following properties:

$$
\begin{gather*}
\left\langle z_{1}\right\rangle \equiv \mathfrak{a} \bmod (2, S) \quad \text { and }\left\langle z_{2}\right\rangle \equiv \mathfrak{b} \bmod (2, S)  \tag{2}\\
\left(1-z_{1}\right) /\left(1-z_{2}\right)=\gamma ;  \tag{3}\\
\left\langle 1-z_{1}\right) \equiv\left\langle 1, z_{1}\right\rangle \bmod S,\left\langle 1-z_{2}\right\rangle \equiv\left\langle 1, z_{2}\right\rangle \bmod S \text { and }\left\langle z_{1}-z_{2}\right\rangle \equiv\left\langle z_{1}, z_{2}\right\rangle \bmod S .
\end{gather*}
$$

Then

$$
\begin{equation*}
\# V_{2} \leqslant 7^{4 m+9 s} \cdot 4^{\kappa_{2}(K)} \tag{4}
\end{equation*}
$$

Proof. For $w_{1}, w_{2} \in K^{*}$, let

$$
V_{2}\left(w_{1}, w_{2}\right)=\left\{\left(z_{1}, z_{2}\right) \in V_{2}: z_{1} / w_{1} \in K^{* 2} \quad \text { and } \quad z_{2} / w_{2} \in K^{* 2}\right\}
$$

and

$$
W_{2}\left(w_{1}, w_{2}\right)=\left\{\left(\zeta_{1}, \zeta_{2}\right) \in K^{*} \times K^{*}:\left(w_{1} \zeta_{1}^{2}, w_{2} \zeta_{2}^{2}\right) \in V_{2}\left(w_{1}, w_{2}\right)\right\} .
$$

Then

$$
\# V_{2}\left(w_{1}, w_{2}\right) \leqslant \frac{1}{4} \# W_{2}\left(w_{1}, w_{2}\right) .
$$

Furthermore, by Lemma 1, $V_{2}$ is contained in at most $4^{s+\kappa_{2}(K)}$ sets of the type $V_{2}\left(w_{1}, w_{2}\right)$. Hence it suffices to prove that

$$
\begin{equation*}
\# W_{2}\left(w_{1}, w_{2}\right) \leqslant 4^{1-s} .7^{4 m+9 s} \quad \text { for } \quad\left(w_{1}, w_{2}\right) \in K^{*} \times K^{*} \tag{5}
\end{equation*}
$$

Let $w_{1}, w_{2} \in K^{*}$, let $L=K\left(\sqrt{ } w_{1}, \sqrt{ } w_{2}\right)$, and let $T$ be the set of places of $L$ lying above the places in $S$. We will use the symbol 〈...〉 to denote a fractional ideal in $L$. For $\left(\zeta_{1}, \zeta_{2}\right) \in K^{*} \times K^{*}$, we put

$$
\Lambda\left(\zeta_{1}, \zeta_{2}\right)=\frac{1-\sqrt{ } w_{1} \zeta_{1}}{\sqrt{w_{2} \zeta_{2}-\sqrt{ } w_{1} \zeta_{1}}} .
$$

Then $\Lambda\left(\zeta_{1}, \zeta_{2}\right) \in L^{*}$. Further, if $\left(\zeta_{1}, \zeta_{2}\right) \in W_{2}\left(w_{1}, w_{2}\right)$, then (3), (4), and the inclusions

$$
\left\langle 1 \pm \sqrt{ } w_{i} \zeta_{i}\right) \subset\left\langle 1, \sqrt{ } w_{i} \zeta_{i}\right\rangle(i=1,2) \quad \text { and } \quad\left\langle\sqrt{ } w_{1} \zeta_{1} \pm \sqrt{ } w_{2} \zeta_{2}\right\rangle \subset\left\langle\sqrt{ } w_{1} \zeta_{1} \sqrt{ } w_{2}, \zeta_{2}\right\rangle
$$

imply that

$$
\begin{aligned}
\left\langle\Lambda\left(\zeta_{1}, \zeta_{2}\right)\right\rangle^{2} & \equiv \frac{\left\langle 1, \sqrt{ } w_{1} \zeta_{1}\right\rangle^{2}}{\left\langle\sqrt{ } w_{1} \zeta_{1}, \sqrt{ } w_{2} \zeta_{2}\right\rangle^{2}} \equiv \frac{\left\langle 1, w_{1} \zeta_{1}^{2}\right\rangle}{\left\langle w_{1} \zeta_{1}^{2}, w_{2} \zeta_{2}^{2}\right\rangle} \\
& \equiv \frac{\left\langle 1-w_{1} \zeta_{1}^{2}\right\rangle}{\left\langle w_{1} \zeta_{1}^{2}-w_{2} \zeta_{2}^{2}\right\rangle} \equiv\left\langle 1-\gamma^{-1}\right\rangle^{-1} \bmod T .
\end{aligned}
$$

By a similar argument, we have

$$
\left\langle 1-\Lambda\left(\zeta_{1}, \zeta_{2}\right)\right\rangle^{2}=\left\langle\frac{1-\sqrt{ } w_{2} \zeta_{2}}{\sqrt{ } w_{1} \zeta_{1}-\sqrt{ } w_{2} \zeta_{2}}\right\rangle^{2} \equiv\langle 1-\gamma\rangle^{-1} \bmod T
$$

Together with Lemma 3 and the fact that $[L: K] \leqslant 4$, this implies that

$$
\begin{equation*}
\#\left\{\Lambda \in L^{*}: \Lambda=\Lambda\left(\zeta_{1}, \zeta_{2}\right) \quad \text { for some } \quad\left(\zeta_{1}, \zeta_{2}\right) \in W_{2}\left(w_{1}, w_{2}\right)\right\} \leqslant 3.7^{4(m+2 s)} \tag{6}
\end{equation*}
$$

Let $\Lambda \in L^{*}$, and suppose that $\Lambda=\Lambda\left(\zeta_{1}, \zeta_{2}\right)$ for some $\left(\zeta_{1}, \zeta_{2}\right) \in W_{2}\left(w_{1}, w_{2}\right)$. Then (3) and a straightforward computation yields

$$
1+2(\Lambda-1) \sqrt{ } w_{1} \zeta_{1}+(\Lambda-1)^{2} w_{1} \zeta_{1}^{2}=\Lambda^{2} w_{2} \zeta_{2}^{2}=\left(\Lambda^{2} / \gamma\right)\left(w_{1} \zeta_{1}^{2}+\gamma-1\right)
$$

Hence for each $\Lambda \in L^{*}$, there are at most two pairs $\left(\zeta_{1}, \zeta_{2}\right) \in W_{2}\left(w_{1}, w_{2}\right)$ with $\Lambda\left(\zeta_{1}, \zeta_{2}\right)=\Lambda$. By combining this with (6), we obtain

$$
\# W_{2}\left(w_{1}, w_{2}\right) \leqslant 6.7^{4(m+2 s)} \leqslant 4^{1-s} .7^{4 m+9 s} .
$$

This completes the proof of (5) and of Proposition 2.
Lemma 4. Let $\mathscr{K}$ be a field endowed with a valuation $v$ satisfying $v\left(\mathscr{K}^{*}\right)=\mathbb{Z}$; and let $f(X)=a_{d} X^{d}+\ldots+a_{0} \in \mathscr{K}[X]$ be a polynomial such that $v\left(a_{i}\right) \geqslant 0$ for all $0 \leqslant i \leqslant d$, $v($ disc $(f))=0$, and $f$ has d distinct roots $\alpha_{1}, \ldots, \alpha_{d}$ in $\mathscr{K}$.
(a) For all $1 \leqslant i<j \leqslant d$,

$$
v\left(\alpha_{i}-\alpha_{j}\right)=\min \left\{0, v\left(\alpha_{i}\right)\right\}+\min \left\{0, v\left(\alpha_{j}\right)\right\} .
$$

(b) For all $1 \leqslant i<j \leqslant d$ and all $x \in \mathscr{K}$ with $v(x) \geqslant 0$,

$$
\min \left\{v\left(x-\alpha_{i}\right), v\left(x-\alpha_{j}\right)\right\}=v\left(\alpha_{i}-\alpha_{j}\right) .
$$

(c) Let $n \geqslant 2$, and suppose that $x \in \mathscr{K}$ satisfies $f(x) \in \mathscr{K}{ }^{* n}$.
(i) If $v(x) \geqslant 0$, then for all $1 \leqslant i \leqslant d$,

$$
v\left(x-\alpha_{i}\right) \equiv \min \left\{0, v\left(\alpha_{i}\right)\right\}+\min \{0, v(x)\} \quad(\bmod n) .
$$

(ii) If $v(x)<0$, then there exists an $l, 1 \leqslant l \leqslant d$, such that

$$
\begin{gathered}
v\left(x-\alpha_{l}\right) \equiv \min \left\{0, v\left(\alpha_{l}\right)\right\}+\min \{0, v(x)\}-d v(x) \quad(\bmod n) \\
v\left(x-\alpha_{i}\right) \equiv \min \left\{0, v\left(\alpha_{i}\right)\right\}+\min \{0, v(x)\} \quad(\bmod n) \quad \text { for all } \quad i \neq l .
\end{gathered}
$$

Proof. For each $i$, choose $\beta_{i}, \gamma_{i} \in \mathscr{K}$ satisfying $\alpha_{i}=\gamma_{i} / \beta_{i}$ and $\min \left\{v\left(\beta_{i}\right), v\left(\gamma_{i}\right)\right\}=0$. Then $v\left(\beta_{i}\right)=-\min \left\{0, v\left(\alpha_{i}\right)\right\}$. Let $a=a_{a} /\left(\beta_{1} \ldots \beta_{d}\right)$. Then

$$
f(X)=a \prod_{1 \leqslant i \leqslant d}\left(\beta_{i} X-\gamma_{i}\right) \quad \text { and } \quad \operatorname{disc}(f)=a^{2 d-2} \prod_{1 \leqslant i<j \leqslant d}\left(\beta_{i} \gamma_{j}-\beta_{j} \gamma_{i}\right)^{2}
$$

By Gauss' lemma, $v(a) \geqslant 0$. Moreover, since $v($ disc $(f))=0$, we see that

$$
\begin{equation*}
v\left(\beta_{i} \gamma_{j}-\beta_{j} \gamma_{i}\right)=0 \text { for all } 1 \leqslant i<j \leqslant d \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
v(a)=0 \tag{9}
\end{equation*}
$$

Lemma $4 a$ follows immediately from (8). Further, in view of (9), we may henceforth assume that

$$
\begin{equation*}
f(X)=\Pi\left(\beta_{i} X-\gamma_{i}\right) \quad \text { with } \quad \min \left\{v\left(\beta_{i}\right), v\left(\gamma_{i}\right)\right\}=0 \quad \text { for all } \quad 1 \leqslant i \leqslant d \tag{10}
\end{equation*}
$$

Let $x \in \mathscr{K}$, and choose $\xi, \eta \in \mathscr{K}$ such that $x=\xi / \eta$ and $\min \{v(\xi), v(\eta)\}=0$. Then $v(\eta)=-\min \{0, v(x)\}$. Using (8), a little bit of algebra yields

$$
0 \leqslant \min \left\{v\left(\beta_{i} \xi-\gamma_{i} \eta\right), v\left(\beta_{j} \xi-\gamma_{j} \eta\right)\right\} \leqslant v\left(\beta_{i} \gamma_{j}-\beta_{j} \gamma_{i}\right) \min \{v(\xi), v(\eta)\}=0
$$

whence

$$
\begin{equation*}
\min \left\{v\left(\beta_{i} \xi-\gamma_{i} \eta\right), v\left(\beta_{j} \xi-\gamma_{j} \eta\right)\right\}=0 \quad \text { for all } \quad 1 \leqslant i<j \leqslant d . \tag{11}
\end{equation*}
$$

Now Lemma $4 b$ follows from (8), (11), and the fact that $v(x) \geqslant 0$ implies $v(\eta)=0$.
It remains to prove Lemma $4 c$. Let $x, \xi, \eta$ be as above, and suppose that $f(x)=y^{n}$ for some $y \in \mathscr{K}^{*}$ and some $n \geqslant 2$. Then, by (10),

$$
y^{n} \eta^{d}=\Pi\left(\beta_{i} \xi-\gamma_{i} \eta\right)
$$

Combining this with (11) shows that there is an $l$ such that

$$
v\left(\beta_{l} \xi-\gamma_{l} \eta\right) \equiv d v(\eta) \quad(\bmod n)
$$

and

$$
v\left(\beta_{i} \xi-\gamma_{i} \eta\right) \equiv 0 \quad(\bmod n) \quad \text { for all } \quad i \neq l .
$$

Since

$$
v\left(\beta_{i} \xi-\gamma_{i} \eta\right)=v\left(x-\alpha_{i}\right)-\min \{0, v(x)\}-\min \left\{0, v\left(\alpha_{i}\right)\right\} \quad \text { for all } \quad 1 \leqslant i \leqslant d,
$$

and since $v(\eta)=-\min \{0, v(x)\}$, we obtain Lemma $4 c$ (i) and (ii) by taking $v(x) \geqslant 0$ and $v(x)<0$ respectively.

Proof of Theorem 1. We use the notation as in the statement of Theorem 1. Factorize $f(X)$ as $f(X)=a\left(X-\alpha_{1}\right) \ldots\left(X-\alpha_{d}\right)$ over an algebraic closure $\bar{K}$ of $K$. Relabelling the $\alpha_{i}$ 's if necessary, we may assume that $\alpha_{1}, \alpha_{2} \in L$ if $n \geqslant 3$, and $\alpha_{1}, \alpha_{2}, \alpha_{3} \in L$ if $n=2$. Le, $T$ be the set of places of $L$ lying above the places in $S$. We will denote fractional ideals in $L$ by $\langle\ldots\rangle$.

For $i, j \in\{1,2\}$ if $n \geqslant 3$, and $i, j \in\{1,2,3\}$ if $n=2$, for each $x \in K$ we let

$$
Z_{i j}(x)=\frac{x-\alpha_{i}}{x-\alpha_{j}} .
$$

Then for $x \in V\left(R_{S}, f, n\right)$, the following relations hold:

$$
\left.\begin{array}{r}
\left\langle Z_{i j}(x)\right\rangle \equiv \frac{\left\langle 1, \alpha_{i}\right\rangle}{\left\langle 1, \alpha_{j}\right\rangle} \bmod (n, T)  \tag{12}\\
\left.1-Z_{i j}(x)\right\rangle \equiv\left\langle 1, Z_{i j}(x)\right\rangle \bmod T .
\end{array}\right\}
$$

These relations follow from Lemma $4 c$ (i) and $4 b$ respectively, in view of the facts that $f(X) \in R_{T}[X]$ and disc $(f) \in R_{T}^{*}$.

Let $n \geqslant 3$. From (12), Proposition 1, and the fact that $[L: K]=M$, we see that the set

$$
\left\{Z_{12}(x): x \in V\left(R_{S}, f, n\right)\right\}
$$

has at most $17^{M(6 m+s)} \cdot n^{2 M s+\kappa_{n}(L)}$ elements. Since $x$ is completely determined by $Z_{12}(x)$, this proves (a).

Now let $n=2$. For $x \in V\left(R_{S}, f, 2\right)$, we have

$$
\frac{1-Z_{13}(x)}{1-Z_{23}(x)}=\frac{\alpha_{1}-\alpha_{3}}{\alpha_{2}-\alpha_{3}} \neq 1
$$

and by (12),

$$
\left\langle Z_{13}(x)-Z_{23}(x)\right\rangle \equiv\left\langle Z_{13}(x), Z_{23}(x)\right\rangle \bmod T .
$$

Together with (12), Proposition 2, and the fact that $[L: K]=M$, this shows that the set

$$
\left\{\left(Z_{13}(x), Z_{23}(x)\right): x \in V\left(R_{S}, f, 2\right)\right\}
$$

has cardinality at most $7^{M(4 m+9 s)} \cdot 4^{\kappa_{2}(L)}$. Since $x$ is completely determined by the pair $\left(Z_{13}(x), Z_{23}(x)\right)$, this completes the proof of (b).

## 2. The equation $y^{n}=f(x)$ over function fields

The following notation will be used throughout this section.
$k \quad$ an algebraically closed field of characteristic 0
$K / k \quad$ a one-dimensional function field of genus $g$ over $k$
$M_{K} \quad$ a complete set of valuations on $K$, normalized so that $v\left(K^{*}\right)=\mathbb{Z}$
$S \quad$ a finite subset of $M_{K}$ containing $s \geqslant 1$ elements
$R_{S} \quad$ the ring of $S$-integers of $K$
$h_{K} \quad$ the (logarithmic) height on $K$ relative to $M_{K}$ : for $z \in K, z \neq 0$,

$$
h_{K}(z)=\sum_{v \in M_{K}} \max \{0, v(z)\}=\frac{1}{2} \sum_{v \in M_{K}}|v(z)|
$$

Definition: An element $z \in K^{*}$ is an (idelic) $n$ th-power modulo $S$, denoted

$$
z \equiv 0 \quad \bmod (n, S)
$$

if the ideal $z R_{S}$ is the $n$ th-power of a (fractional) ideal of $R_{S}$. (In terms of divisors, this means that

$$
(z)=n D_{1}+D_{2}
$$

with $\operatorname{Support}\left(D_{2}\right) \subset S$.)
Lemma 5. (a) The group

$$
\left\{z \in K^{*} / K^{* n}: z \equiv 0 \bmod (n, S)\right\}
$$

contains at most $n^{2 g+s}$ elements.
(b) The set

$$
\left\{z \in R_{S}^{*} / k^{*}: h_{K}(z) \leqslant H\right\}
$$

contains at most $2^{2 H+2 s}$ elements.
(c) Let $z \in K, z \notin k$. Then the set

$$
\left\{\alpha \in k: 1-\alpha z \in R_{S}^{*}\right\}
$$

contains at most $s-1$ elements.
Proof. (a) Let $\operatorname{Pic}^{0}(K)[n]$ be the group of elements of order $n$ in the divisor clasi group of $K$. Then there is an exact sequence

$$
0 \rightarrow \operatorname{Pic}^{0}(K)[n] \xrightarrow{i}\left\{z \in K^{*} / K^{* n}: z \equiv 0 \bmod (n, S)\right\}_{\rightarrow}^{j}(\mathbb{Z} / n \mathbb{Z})^{s},
$$

where $i$ and $j$ are defined by

$$
i(\operatorname{class}\{D\})=z \bmod K^{* n} \quad \text { for }(z)=n D
$$

and

$$
j\left(z \bmod K^{* n}\right)=(v(z) \bmod n)_{v \in S} .
$$

Now $\operatorname{Pic}^{0}(K)$ is isomorphic to an abelian variety (over $k$ ) of dimension $g$, so

$$
\operatorname{Pic}^{0}(K)[n] \cong(\mathbb{Z} / n \mathbb{Z})^{2 \theta} .
$$

This and the exact sequence give the desired estimate.
(b) Let $z \in R_{S}^{*}$ with $h_{K}(z) \leqslant H$. Write the divisor of $z$ as

$$
(z)=\sum_{v \in S} n_{v}(v)
$$

Then $h_{K}(z)=\frac{1}{2} \Sigma\left|n_{v}\right|$. Since ( $z$ ) determines the class of $z$ in $R_{S}^{*} / k^{*}$, it suffices to estimat $\epsilon$ the size of the set

$$
\left\{\left(n_{1}, \ldots, n_{s}\right) \in \mathbb{Z}^{s}: \sum_{i=1}^{s}\left|n_{i}\right| \leqslant 2 H\right\} .
$$

This last set has exactly $\sum_{j=0}^{s}\left({ }_{j}^{s}\right) 2^{j}\left({ }_{j}^{2 H}\right)$ elements, a quantity which is certainly less then $2^{2 H+2 s}$.
(c) Let $v_{1}, \ldots, v_{r} \in S$ be the places of $S$ for which $z$ does not have a pole. (Note that $r \leqslant s-1$, since $z$ is not constant.) Then the fact that $1-\alpha z \in R_{S}^{*}$ implies that all of the zeros of $1-\alpha z$ are in the set $\left\{v_{1}, \ldots, v_{r}\right\}$. Since $1-\alpha z$ has at least one zero, we see that $1 / z$ takes the value $\alpha$ for at least one of the places $v_{1}, \ldots, v_{r}$. Hence the number of such $\alpha$ 's is at most $r$.

Proposition 3. Let $n \geqslant 4$, and define

$$
V(K, n, S)=\left\{z \in K^{*}: z \notin k, z \equiv 0 \bmod (n, S), \quad \text { and } \quad 1-z \equiv 0 \bmod (n, S)\right\}
$$

(a) Let $z \in V(K, n, S)$. Then

$$
h_{K}(z) \leqslant(2 g-2+s)(1-3 / n)^{-1} .
$$

(b) The set $V(K, n, S)$ contains at most $2^{n^{4}(2 g+s)^{2}}$ elements.

Remark. For number fields, a bound for the height as in (a) immediately implies finitenoss; but for function fields, this is certainly not the case. Here the finiteness statement in (b) lies deeper than the height bound in (a).

Proof of Proposition 3. (a) This can be proven either by using results of Mason[8] or by adapting the argument of Silverman [15]. We choose the latter course, since we will use similar methods to prove (b).

Let $K^{\prime} / K$ be the extension given by

$$
K^{\prime}=K\left(z^{1 / n},(1-z)^{1 / n}\right)
$$

and let $g^{\prime}$ be the genus of the function field $K^{\prime}$. Since the ideals $z R_{S}$ and $(1-z) R_{S}$ are $n$ th-powers, it follows that the only ramification in $K^{\prime} / K$ occurs over the places of $S$. Hence the Hurwitz genus formula gives the estimate

$$
\begin{equation*}
2 g^{\prime}-2 \leqslant\left[K^{\prime}: K\right](2 g-2+s) \tag{13}
\end{equation*}
$$

On the other hand, letting $F=k(x, y)$ be the function field of the Fermat curve $x^{n}+y^{n}=1$, we can embed $F \subset K^{\prime}$ by setting $x=z^{1 / n}$ and $y=(1-z)^{1 / n}$. Let $F^{\prime}$ be the image of $F$ in $K^{\prime}$. Then another application of the Hurwitz genus formula and the fact that $F$ has genus $\frac{1}{2}(n-1)(n-2)$ yields

$$
\begin{equation*}
2 g^{\prime}-2 \geqslant\left[K^{\prime}: F^{\prime}\right](2 \operatorname{genus}(F)-2)=\left[K^{\prime}: F^{\prime}\right]\left(n^{2}-3 n\right) \tag{14}
\end{equation*}
$$

Next, since $K^{\prime}=K F^{\prime}$, we can compute the degree $\left[K^{\prime}: k(z)\right]$ in two ways to obtain

$$
\left[K^{\prime}: K\right][K: k(z)]=\left[K^{\prime}: F^{\prime}\right]\left[F^{\prime}: k(z)\right] .
$$

Since

$$
[K: k(z)]=h_{K}(z) \quad \text { and } \quad\left[F^{\prime}: k(z)\right]=n^{2}
$$

this yields

$$
\begin{equation*}
\left[K^{\prime}: F^{\prime}\right] /\left[K^{\prime}: K\right]=h_{K}(z) / n^{2} . \tag{15}
\end{equation*}
$$

Now combining equations (13), (14), and (15) gives the desired result

$$
2 g-2+s \geqslant\left(\left[K^{\prime}: F^{\prime}\right] /\left[K^{\prime}: K\right]\right)\left(n^{2}-3 n\right)=h_{K}(z)(1-3 / n) .
$$

(b) For each $z \in V(K, n, S)$, let $K_{z} / K$ be the field extension (as above)

$$
K_{z}=K\left(z^{1 / n},(1-z)^{1 / n}\right)
$$

We ask first how many such fields $K_{z}$ there are (up to $k$-isomorphism). Since

$$
z \equiv 0 \bmod (n, S) \quad \text { and } \quad 1-z \equiv 0 \bmod (n, S)
$$

the number of such fields is certainly at most the number of fields of the form

$$
K\left(\xi_{1}^{1 / n}, \xi_{2}^{1 / n}\right) \quad \text { with } \quad \xi_{1}, \xi_{2} \in\left\{\xi \in K^{*}: \xi \equiv 0 \bmod (n, S)\right\} / K^{* n} .
$$

Hence, from Lemma $5(a)$, there are at most $\left(n^{2 g+s}\right)^{2}$ fields $K_{z}$ as $z$ ranges over $V(K, n, S)$. We now fix one such field $K^{\prime}$, and attempt to estimate the size of the set

$$
V\left(K, n, S, K^{\prime}\right)=\left\{z \in V(K, n, S): K_{z} \cong K^{\prime}\right\}
$$

We recall from the proof of (a) (equation (13)) that the genus $g^{\prime}$ of $K^{\prime}$ is bounded by

$$
\begin{equation*}
2 g^{\prime}-2 \leqslant\left[K^{\prime}: K\right](2 g-2+s) \leqslant n^{2}(2 g-2+s) \tag{16}
\end{equation*}
$$

As above, let $F=k(x, y)$ be the function field of the Fermat curve $x^{n}+y^{n}=1$. Then each element $z \in V\left(K, n, S, K^{\prime}\right)$ gives a distinct embedding $F \subset K^{\prime}$ by setting $x=z^{1 / n}$ and $y=(1-z)^{1 / n}$. (Actually, there are $n^{2}$ embeddings corresponding to different choices of the $n$th roots; but we will just choose one such embedding.) We thus have an injection

$$
\begin{equation*}
V\left(K, n, S, K^{\prime}\right) \rightarrow \operatorname{Map}\left(F, K^{\prime}\right) \tag{17}
\end{equation*}
$$

We now use Kani's quantitative version of the De Franchis theorem ([6], theorem 1), which in our case gives the bound

$$
\begin{equation*}
\# \operatorname{Map}\left(F, K^{\prime}\right) \leqslant 2^{2 g^{\prime 2}-1}\left(2^{2 g^{\prime 2}-1}-1\right)<2^{4 g^{\prime 2}-2} . \tag{18}
\end{equation*}
$$

Now (16), (17), (18), and a little bit of algebra gives the estimate

$$
\# V\left(K, n, S, K^{\prime}\right) \leqslant 2^{n^{4}(2 g+s-1)^{2}}
$$

Since $V(K, n, S)$ is the union of $V\left(K, n, S, K^{\prime}\right)$ as $K^{\prime}$ ranges over at most $n^{4 g+2 s}$ fields this completes the proof of $(b)$.

We are now ready to state our main theorem, for which we need the following definition.

Definition. Let $f(X) \in K[X]$ be a polynomial of degree $d$. We say that $f$ is degenerate if there are elements $A, B, C, D, E \in K$ with $A D-B C \in K^{*}$ and $E \in K^{*}$, and a polynomial $\phi(X) \in k[X]$, such that

$$
f(X)=E(C X+D)^{d} \phi((A X+B) /(C X+D))
$$

(Thus $f$ is degenerate if it arises by a fractional linear change of variables from a polynomial with constant coefficients.)

Theorem 2. Let $f(X) \in R_{S}[X]$ be a non-degenerate monic polynomial of degree $d \geqslant 3$ with disc $(f) \in R_{S}^{*}$. Then the set

$$
\left\{x \in K: f(x) \in K^{* n} \text { for some } n \geqslant 4\right\}
$$

contains at most $2^{2 d^{18}(2 g+s)^{6}}$ elements.
Proof. Factorize $f(X)$ (over a fixed algebraic clcsure $\bar{K}$ of $K$ ) as

$$
f(X)=\left(X-\alpha_{1}\right) \ldots\left(X-\alpha_{d}\right) .
$$

For each $1 \leqslant i, j \leqslant d$, let $K_{i j}=K\left(\alpha_{1}, \alpha_{i}, \alpha_{j}\right)$, let $g_{i j}$ be the genus of $K_{i j}$, let $S_{i j}$ be the set of places of $K_{i j}$ lying above $S$, and let $s_{i j}=\# S_{i j}$. Since

$$
f(X) \in R_{S}[X] \quad \text { and } \quad \operatorname{disc}(f) \in R_{S}^{*}
$$

the extension $K_{i j} / K$ is ramified only over $S$; so by the Hurwitz genus formula we have

$$
\begin{equation*}
2 g_{i j}-2+s_{i j}=\left[K_{i j}: K\right](2 g-2+s) \leqslant d^{3}(2 g-2+s) . \tag{19}
\end{equation*}
$$

(Note that $\left[K_{i j}: K\right]<d^{3}$.)
For each $1 \leqslant i, j \leqslant d, i \neq j$, and each $x$ in the set

$$
V(f)=\left\{x \in K^{*}: x \neq \alpha_{1} \quad \text { and } \quad f(x) \in K^{* n} \text { for some } n \geqslant 4\right\}
$$

define $z_{i j}=z_{i j}(x) \in K$ by

$$
z_{i j}=\frac{\alpha_{1}-\alpha_{j}}{\alpha_{i}-\alpha_{j}} \frac{x-\alpha_{i}}{x-\alpha_{1}} .
$$

Note that we have Siegel's identity

$$
\begin{equation*}
z_{i j}+z_{j i}=1 \tag{20}
\end{equation*}
$$

Let $x \in V(f)$. Since $f(X) \in R_{S_{i j}}[X]$, disc $(f) \in R_{S_{i j}}^{*}, f$ is monic, and $f(x) \in\left(K_{i j}^{*}\right)^{n}$, we can make two deductions. First, $v\left(\alpha_{\imath}\right) \geqslant 0$ for all $1 \leqslant i \leqslant d$ and all valuations $v \notin S_{i j}$.

Second, if $v(x)<0$ and $v \notin S_{i j}$, then $d v(x) \equiv 0(\bmod n)$. Now, applying Lemma $4(a)$ and $4(c)(i)$ and (ii), we see that

$$
z_{i j} \equiv 0 \bmod \left(n, S_{i j}\right)
$$

Hence, using (19) and Proposition 3(a), we have

$$
\begin{align*}
h_{K_{i j}}\left(z_{i j}\right) & \leqslant\left(2 g_{i j}-2+s_{i j}\right)(1-3 / n)^{-1} \\
& \leqslant d^{3}(2 g-2+s)(1-3 / n)^{-1} . \tag{21}
\end{align*}
$$

We break $V(f)$ into three pieces, and analyse each one separately:

$$
\begin{aligned}
& V_{1}(f)=\left\{x \in V(f): z_{i j} \notin R_{S_{i j}}^{*} \text { for some } i \neq j\right\} \\
& V_{2}(f)=\left\{x \in V(f): z_{i j} \in R_{S_{i j}}^{*} \text { for all } i \neq j, \text { and } z_{i j} \notin k \text { for some } i \neq j\right\} \\
& V_{3}(f)=\left\{x \in V(f): z_{i j} \in k \text { for all } i \neq j\right\} .
\end{aligned}
$$

Let $x \in V_{1}(f)$, and choose $i \neq j$ such that $z_{i j} \notin R_{S_{i j}}^{*}$. Since $z_{i j} \equiv 0 \bmod \left(n, S_{i j}\right)$, this implies that $h_{K_{i}}\left(z_{i j}\right) \geqslant n$. Hence from (21), we obtain the bound

$$
n \leqslant d^{3}(2 g-2+s)+3<d^{3}(2 g+s)
$$

Further, for any particular $n \geqslant 4$, Proposition $3(b)$ says that the set

$$
\left\{z \in K_{i j}^{*}: z \notin k, z \equiv 0 \bmod \left(n, S_{i j}\right), \quad \text { and } \quad 1-z \equiv 0 \bmod \left(n, S_{i j}\right)\right\}
$$

contains at most

$$
2^{n^{4}\left(22_{i j}+s_{i j}\right)^{2}} \leqslant 2^{n^{4} d^{6}(2 g+s)^{2}}
$$

elements. Summing over $n$ and noting that there are $d(d-1)$ choices for $(i, j)$ gives the estimate

$$
\begin{equation*}
\# V_{1}(f) \leqslant d(d-1) \sum_{n=4}^{d^{3}(2 g+s)-1} 2^{n^{4} d^{8}(2 g+s)^{2}}<2^{d^{18}(2 g+s)^{8}} \tag{22}
\end{equation*}
$$

Now let $x \in V_{2}(f)$, and let $i, j$ be such that $z_{i j} \notin k$. Since $z_{i j} \equiv 0 \bmod \left(n, S_{i j}\right)$ for every $n$, we can let $n \rightarrow \infty$ in (21) to obtain the bound

$$
h_{K_{i j}}\left(z_{i j}\right) \leqslant d^{3}(2 g-2+s) .
$$

Moreover, since $\left[K_{i j}: K\right] \leqslant d^{3}$, we have $s_{i j} \leqslant d^{3} s$. Hence, applying Lemma $5(b, c)$ and noting that there are $d(d-1)$ choices for $(i, j)$, we see that

$$
\begin{equation*}
\# V_{2}(f) \leqslant d(d-1)\left(d^{3} s-1\right) 2^{2 d^{3}(2 g-2+s)+2 d^{3} s}<2^{5 d^{3}(2 g+s)} . \tag{23}
\end{equation*}
$$

Finally, suppose that $\# V_{3}(f) \geqslant 3$. We will show that $f$ is degenerate. Let $x_{0} \in V_{\mathbf{3}}(f)$, and let $l(X)$ be the linear polynomial defined by

$$
l(X)=\sum_{1 \leqslant i \leqslant d} \frac{X-\alpha_{i}}{x_{0}-\alpha_{i}} .
$$

Then $l(X)$ has coefficients in $K$, and since $l\left(x_{0}\right)=d \neq 0, l$ is not identically zero. (Note that since $f\left(x_{0}\right) \in K^{* n}$, we have $x_{0} \neq \alpha_{i}$ for all $1 \leqslant i \leqslant d$.) By assumption, \# $V_{3}(f) \geqslant 3$; so the fact that $l(X)$ has only one root implies that there is an $x_{1} \in V_{3}(f)$ such that $x_{1} \neq x_{0}$ and $l\left(x_{1}\right) \neq 0$. Now combining the facts that $l\left(x_{1}\right) \in K^{*}$ and

$$
\frac{x_{1}-\alpha_{i}}{x_{0}-\alpha_{i}} / \frac{x_{1}-\alpha_{j}}{x_{0}-\alpha_{j}}=\frac{z_{i j}\left(x_{1}\right)}{z_{i j}\left(x_{0}\right)} \in k \quad \text { for all } \quad 1 \leqslant i<j \leqslant d
$$

we see that
whence

$$
\begin{align*}
& \frac{x_{1}-\alpha_{i}}{x_{0}-\alpha_{i}} \in K \\
\alpha_{i} \in K \quad & \text { for all } \quad 1 \leqslant i \leqslant d . \tag{24}
\end{align*}
$$

Choose some $j>1$, and define

$$
A=\frac{x_{0}-\alpha_{1}}{\alpha_{1}-\alpha_{j}}, \quad B=\left(x_{0}-\alpha_{j}\right) \prod_{\substack{i=1 \\ i \neq j}}^{d}\left(\alpha_{j}-\alpha_{i}\right) .
$$

Then using $f(X)=\Pi\left(X-\alpha_{i}\right)$, a little bit of algebra yields

$$
(A X+1)^{d} f\left(\frac{\alpha_{j} A X+x_{0}}{A X+1}\right)=A^{d-1} B \prod_{\substack{i=1 \\ i \neq j}}^{a}\left(X-z_{i j}\right)
$$

Since by assumption each $z_{i j} \in k$, and since by (24), $\alpha_{j}, A, B \in K$, this proves that if $\# V_{3}(f) \geqslant 3$, then $f$ is degenerate. But by assumption $f$ is non-degenerate, so

$$
\begin{equation*}
\# V_{3}(f) \leqslant 2 . \tag{25}
\end{equation*}
$$

Now combining (22), (23), and (25) gives the desired estimate,

$$
\begin{aligned}
\# V(f) & \leqslant \# V_{1}(f)+\# V_{2}(f)+\# V_{3}(f) \\
& \leqslant 2^{d^{18}(2 g+s)^{6}}+2^{5 d^{3}(2 g+s)}+2 \\
& <2^{2 d^{18}(2 g+s)^{6}} .
\end{aligned}
$$
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