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§ 1. Introduction 

Let K be a field of characteristic 0, I' a finitely generated multiplicative subgroup 
of K* 1 ), and A, µ E K*. By using explicit results of Evertse on the number of solutions 
of linear equations in two S-units over algebraic number fields [2] and algebraic function 
fields [ 4], we shall derive an upper bound for the number of solutions of the unit equation 
in two variables 

Ax+µy=1 in x,yEI' 

(cf. § 2, Theorem 1) which does not depend on A,µ. By applying this, we shall establish 
upper bounds for the numbers of solutions of decomposable form equations of the form 

(cf. § 3, Theorems 2, 3) where R is an arbitrary finitely generated integral domain over Z 
and where F(X1 , .. . , Xm) is a decomposable form (i.e. a form which factorizes into linear 
forms over some extension of the quotient field, say L, of R) satisfying certain general 
conditions. Here solutions (x1 , ... , xm, e), (x~, . .. , x~, e') are identified if x; = uxi for 
some u EL* (i = 1, ... , m). We note that our bounds do not depend on the coefficients 
of F. We shall apply our general results on decomposable form equations to Thue equa­
tions and Thue-Mahler equations over R (cf. § 4, Theorems 5, 6), to a class of norm form 
equations over R (cf. § 5, Theorems 7, 8), to discriminant form equations and index form 
equations over R (cf. § 6, Theorems 9, 10) and to power bases of integral ring extensions 
of R (cf. § 6, Theorem 11 ). We note that effective analogues of Theorems 3 and 5 to 11 
were earlier proved by Gy6ry [9], [10], [11]. Further, in the special case that L is an 
algebraic number field with ring of integers R, Theorems 5 and 6 on Thue equations and 
Thue-Mahler equations were earlier established (with slightly different bounds) by Evertse 
[1], [2]. 

*) The research has been done at the University of Leiden in the academic year 1983/1984. 
1 ) K* denotes the set of non-zero elements of K. In general, for any integral domain R, R* will denote 

the unit group (i. e. the multiplicative group of invertible elements) of R. 
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Our results have interesting applications to algebraic number theory. For instance, 
let M be an algebraic number field of degree m with ring of integers (!)M· Call two num­

bers rx.,f3EC9M £'-equivalent if /3=±rx.+a for some aEZ. Then <'9M=Z[rx.] implies 

(!JM= Z [/3] and conversely. It follows from Theorem 11 that the number of .l-equivalence 

classes of rx. E (!JM for which ((JM= .l [rx.] can be estimated from above by an explicit con­
stant depending only on m. 

Finally, we mention that our finiteness assertions do not remain valid in general if 
the integral domain R is not finitely generated over z. 

§ 2. On the numbers of solutions of unit equations in two variables 

Let again K be a field of characteristic 0, let I' be a finitely generated multiplicative 
subgroup of K*, and let A.,µ be non-zero elements of K. Lang [12] (cf. also [13]) showed 
that the equation 

(1) A.x+ µy= 1 

has at most finitely many solutions in x, y E r. This implies for instance that if R is a 
subring of K which is finitely generated over Z then its unit group R* is also finitely 

generated ( cf. [17]) and hence (1) has at most finitely many solutions in x, y E R*. As 

mentioned above, the equations of this type are called unit equations. 

Our aim is to give a quantitative version of Lang's result. To state this, we need 
some further notations. The group I' can be embedded in a field of finite type over (). 

So we may suppose that K itself is an arbitrary finitely generated (but not necessarily 

algebraic) extension of(). Let {z1 , ... , zq} be a transcendence basis of Kover 0, and 
let K0 =O(z1 , . •• , zq). Then K is a finite extension of K0 . Denote by d the degree of the 

extension K/ K0 . The polynomial ring (9 = Z [ z 1 , •.. , zq] is a unique factorization domain 

in which the prime elements are the rational primes and the primitive irreducible non­
constant polynomials in @. To every prime element n of @ corresponds an (additive) 

valuation v" on K0 with the property that v"(n) = 1 and v" (: )=o if a, b are elements 

of (!) not divisible by n. Thus we have a set of pairwise inequivalent valuations on K0 

with value group Z which is denoted by mKo· Every valuation in mKo can be extended 
in at most d different ways to K. Let mK denote the set of these extensions. 

For any finite subset T of mK we put 

I'r={rx.EK: v(rx.)=0 for all vEmK"---T}. 

Then I'r is a multiplicative subgroup of K* and one can show that it is finitely generated. 

Moreover, every finitely generated multiplicative subgroup I' of K* can be embedded in 

some subgroup r r of K*. 

Theorem 1. Let A.,µ be non-zero elements of K, and let T be a finite subset of mK 

of cardinality t. Then the number of solutions of(1) in x,yEI'r is at most 4x73 d+ 21. 
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It is a remarkable fact that our bound depends on d and t only. Unfortunately, 
it depends however on the special choice of the transcendence basis of K over 0. l'.pper 
bounds of this type have been previously obtained in the special case that K is an 
algebraic number field (i.e. q = 0). Let now K denote an algebraic number field of 
degree d and with unit rank r, and let fr have the same meaning as above. In 1979, 
Gyory [6] proved under certain additional hypotheses for A.,µ that (1) has at most _r + 4t 
solutions in x, y E fy. In 1984, Silverman [24] (in case A.=µ= 1) and Evertse [2] (m full 
generality) derived the upper bounds Cx 22o(r+t+lJ and 3 x 7d+ 2<r+r+1J, respectively. Here 
r + 1 ~ d and C denotes some constant depending only on d. 

§ 3. On the numbers of solutions of decomposable form equations 

Let K be a finitely generated (but not necessarily algebraic) extension field of f/J, 
and let R be a finitely generated subring of Kover Z. Let 

be a decomposable form of degree n ~ 3 in m ~ 2 variables, that is, suppose that 

(2) F(X) = L 1 (X) · · · Ln(X), 

where !!'0 = {L1 , ... , Ln} is a system of linear forms with coefficients in some finite exten­
sion, say G, of K. Further, let!!' be a system of linear forms with coefficients in G such 
that !f'o c!f' and that there exists an x EK"' with L(x) =f: 0 for every LE.!£. We shall 
deal with the decomposable form equation 

(3) F(x)=E in xERm, cER* with L(x)=j::O for every LE.!£. 

If V is some subspace of K"', we say that the linear forms / 1, ... , l, with coefficients 
in some extension G' of K are linearly (in)dependent on V if there are (no) c 1 , ... , c, E G', 
not all zero, such that c1 / 1 + · · · + c,l, vanishes identically on V. Let now V be a sub­
space of~, and let 2i_ be some non-empty system of linear forms with coefficients in G. 
By S(V, !!'1) we denote the minimum of all integers r for which there are linear forms 
l 1, ... , l, E !!'1 which are linearly dependent on V and pairwise linearly independent on V. 
If this minimum does not exist, we put S (V, !!'1 ) = 2. 

If (3) is solvable and if R* is infinite, then (3) has infinitely many solutions. Two 
solutions (x1 , c1 ), (x2 , c2 ) of (3) will be called linearly (in)dependent if the vectors x 1 , x 2 
are linearly (in)dependent in ~. (3) may have infinitely many pairwise linearly in­
dependent solutions. However, one can show . that the maximal number of pairwise 
linearly independent solutions of (3) is finite whenever !!'0 , 2 satisfy the following con­
dition: for every subspace V of ~ of dimension ~ 2 on which none of the forms in :£ 
vanishes identically we have S(V, !!'0 ) ~ 3. This can be proved by showing that for every 
subspace V of K"' with dim V~ 2, the solutions of (3) in V are already contained in 
finitely many proper subspaces of V. The proof involves finiteness results on unit 
equations in several variables (cf. Evertse [3] and Schlickewei and van der Poorten [19]) 
together with some ideas of Laurent [14]. Unfortunately, we are not able to derive an 
upper bound for the maximal number of pairwise linearly independent solutions of (3) 
in full generality. We can, however, derive such an upper bound if :£0 , !:£ satisfy the 
following stronger condition: 
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( 4) for every subspace V of K"' of dimension ~ 2 on which none of the forms in Sf 

vanishes identically we have S(V, Sfo) = 3. 

Let {z 1, ... , zq}, K0 , d, mK have the same meaning as in § 2. Put g = [G: K]. 

Let T be the smallest subset of mK such that v(a) ~ 0 for all a E R and v E mK '-- T. Then T 
is finite. Let t denote the cardinality of T. 

Theorem 2. Suppose Sf0 , Sf satisfy (4). Then (3) has at most (4 x 7g( 3 d+li)r- 1 pair­

wise linearly independent solutions. 

One can show that (4) implies rankSf0 =m. Together with S(Km,Sf0 )=3 this yields 

m < n. In case that G is the splitting field of F over K, we have g ~ n ! . 

Condition ( 4) has the disadvantage that for given systems Sfo, 2 of linear forms, 

it is hard to decide whether (4) is satisfied or not. However, the systems~' 2 which 

will appear in the applications of Theorem 2 in §§ 4 to 6 also satisfy the conditions (a), 

(b), (c), (d) below, which do not have this disadvantage. 

(a) f!!=f/!0 u {,¥,,}for some kE {1, ... ,m}; 

(b) Sfo has rankm; 

(c) Sfo can be divided into subsystems Sf1 , ... , 2,. such that each !ij (1 ~j ~ h) has 

the following properties: the cardinality of !ij is at least 2 and, for each i, i' with L;, Li' E !fj, 
there exists a sequence L; = L;,, ... , L;, =Li' in !ij such that, for p = 1, ... , r-1, a suit­

able linear combination of Lip' Lip+! with coefficients in G* belongs to~; 

(d) for every j E {1, ... , h}, Xk can be written as a linear combination of the forms 

from~-

The conditions (a), (b), (c), (d) together imply (4). Indeed, let V be a subspace of 

~ of dimension ~ 2 on which none of the forms in Sf vanishes identically. If, for each 

subsystem ~ (j = 1, ... , h), all forms in !ij are pairwise linearly dependent on V, then, 

by (a) and (d), all forms in 2?0 are linearly dependent on Xk on V. Together with (b) this 

implies however that dim V = 1, which is a contradiction. Hence at least one subsystem 

contains two linear forms which are linearly independent on V. But, by (c), this implies 

that S(V, !£a)= 3. Consequently, Theorem 2 yields the following 

Theorem 3. Jf'Sf'0 , Sf satisfy (a), (b), (c) and (d), then (3) has at most (4 x 7gr3a+ 2rlr- 1 

pairwise linearly independent solutions. 

We note that earlier Gyory [9], [11] gave an effective analogue of Theorem 3. 

We shall now give some interesting consequences of Theorem 2. Theorem 3 has 

similar consequences. There are only finitely many v E m K "-... T for which v (/)) =!= 0 

(/3 EK*). In the sequel the number of these v will be denoted by wr(f3). Further, 

F, ~'Sf will have the same meaning as before, in Theorem 2. 

Theorem 4. Let f3 E R"-...{O}. Suppose Sf'0 , Sf satisfy (4). Then the number of solutions 

of the equation 

(5) F(x) = f3 in x E Rm with L(x) :::\= 0 for L E 2 

is at most n(4 x 7g( 3a+l(t+wy(Pmr- 1. 
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Theorem 4 follows easily from Theorem 2 (with R [p- 1] instead of R) on noting 
that for every solution x of (5), bx (with b EK*) can be a solution of (5) only if 

bn = F(Jx) = 1. 
F(x) 

Similarly, Theorem 3 implies that if 2o, ff' satisfy (a), (b), (c) and (d), then (5) has at 
most n(4 x 7g(Jd+l(t+ror(P)))r- 1 solutions. For an effective version of this finiteness asser-
tion see Gyory [9], [11]. 

We shall now specialize Theorem 2 to the important special cases that K = K0 

(cf. § 2) or that K is an algebraic number field. In both cases, G will denote a finite 
extension of K of degree g, F(X) = F(X1 , ••. , Xm) will be a decomposable form of degree 
n~ 3 with coefficients in K which factorizes over Gin the form (2), and mK, Sfo, 2 will 
have the same meaning as in Theorem 2. 

First consider the case K = f<o. As in § 2, let (9 = Z[z1,. .. , zq], and let n1,. .. , n1 

be pairwise non-associated prime elements of(!). Since (!)is a unique factorization domain, 
every finite set of elements in (!) has a greatest common divisor. By applying Theorem 2 
with the ring R=(!J[n1 1, ... , n; 1J and on noting that -1, 1 are the only units in(!), we 
obtain 

Corollary 2. 1. Suppose F has its coefficients in (!) and 2'0 , 2 satisfy ( 4 ). Then the 
number of solutions of the equation 

F(x) =n~' ···n;• in X=(X1,. .. , xm) E (!)m, y=(Yp· .. , Yt) E zr 

with gcd(x1 , ... , xm) = ± 1 and L(x) =I= 0 for LE ff' 

is at most 2(4x7Y(lr+ 3lr-1. 

Now suppose that K is an algebraic number field of degree d. Let :p 1 , ... , :p1 be 
distinct prime ideals in the ring of integers (!)x of K. If a E K, then denote the ideal 
generated by a by (a). Let T= {v1 ,. •. , v1} be the set of valuations in mK corresponding 
to p 1,. .. , Pr> and let (!JT = {a E K: v(a) ~ 0 for all v E mK "'-. T} denote the ring of T-integers 
of K. By applying Theorem 2 with R = (!JT we obtain 

Corollary 2. 2. Suppose F has its coefficients in (!JK and 2o, ff' satisfy ( 4 ). Then the 
maximal number of pairwise linearly independent solutions of the equation 

(6) (F(x))=:p~ 1 .. ·pi' in X=(x1 ,. .. ,xm)E@;, y=(yp .. .,y1)EZ1 

with L(x) =I= 0 for LE ff' 

is at most (4 x 7g<3d+21ir-1. 

(Solutions (xp y1 ), (x2 , y2 ) of (6) are called linearly (in)dependent if x 1 , x 2 are 
linearly (in)dependent vectors in ~-) 

In §§ 4 to 6 we shall discuss applications of Theorem 2 to Thue equations, Thue­
Mahler equations, discriminant form equations, index form equations and a class of 
norm form equations. The results we shall present there have obviously similar con­
sequences as Theorem 2 but we shall not state these corollaries explicitely. Further, we 
remark that all our results established in §§ 4 to 6 can be deduced from our Theorem 3, 
too. 
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§ 4. On the numbers of solutions of Thue equations and Thue-Mahler equations 

Let K be a finitely generated extension field of 0, and let R be a finitely generated 
subring of Kover Z. Let F(X1,X2)ER[X1,X2 ] be a binary form of degree n~3. 
F factorizes into linear factors over a finite extension G of K. Suppose that F is divisible 
by at least three pairwise non-proportional linear forms over G. Let {z1 , ... , zq}, K0 , d, 
mK have the same meaning as in§ 2. Further, let g= [G: K], let T be the smallest subset 
of mK such that v(();) ~ 0 for all a ER and v E mK ""-.T, and let t denote the cardinality 
of T. Then we have 

Theorem 5. The maximal number of pairwise linearly independent solutions of the 
equation 

(7) 

is at most 4 x 79<3 d+ 2 i>_ 

(7) is in fact an equation of Thue-Mahler type. Let f3 ER""-. {O}, and let wr(/3) 
have the same meaning as in Theorem 4. Then Theorem 5 yields the following conse­
quence for the solutions x1 , x2 ER of the Thue equation 

(8) 

Theorem 6. The equation (8) has at most 4n x 79 <3 d+ 2 r+ 2 wT<f3ll solutions in 

(xp x 2) E R 2 • 

It follows already from a theorem of Lang [12] (cf. also [13]) that (7) has only 
finitely many pairwise linearly independent solutions and that (8) has only finitely many 
solutions. Moreover, in [9], [11], Gyory gave effective analogues of Theorems 5 and 6. 
We note that our bounds in Theorems 5 and 6 do not depend on the coefficients of F. 

Consider now the special case when K is an algebraic number field of degree d. Let 
l!JK, :p 1 , ... , :pp T, (!)T have the same meaning as in Corollary 2. 2, and let 

F(X1' X 2 ) E (!)K[X1, X 2] 

be a binary form of degree n with splitting field G over K. Suppose that F has at least 
three pairwise non-proportional linear factors over G and that [G: K] =g. Let f3 E (!JK "'-., {0}, 
and let wT(/3) have the same meaning as in Theorem 4. Then it follows from Theorems 6 
and 5 that the number of solutions of the Thue equation (8) in x1, x 2 E (!)T is at most 
4n x 79<3 d+ZwT<Pll and that the number of pairwise linearly independent solutions of the 
Thue-Mahler equation 

(9) (F(xiix2 ))=:p~'···p;' in XpX2 El!JK, y 1 ,. •• ,ytEZ 

is at most 4 x 7g(Jd+Ztl. Previously, Evertse [2] (see also [1]) derived almost the same 
bounds for the numbers of solutions in x 1 , x 2 E (!)K of (8) and (9) but with n3 instead 
of g. We observe that 1 ;;?g;;? n ! . In case that n ~ 3 and F has non-zero discriminant, 
Silverman [23] independently showed that (8) has at most n2 n 2 (8n3 d)RF(f3l solutions in 
x 1 , x 2 E (!)T, however under the restriction that f3 is relatively n-th power free (cf. [23]) 
and that INK;o (/3)1 is sufficiently large. Here RF(/3) denotes the rank of Jp(K) where J~ 
is the Jacobian variety of the projective plane curve F(x1 , x2 ) = f3x~. 
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In the important particular case K = 0, R = Z, Lewis and Mahler [15] proved in 
1961 that if F has non-zero discriminant, F(1, 0) F(O, 1) =I= 0, and if IPI is sufficiently 
large, then the number of solutio.ns of (8) in Xp x2 E Z is less than (c 1 n)wrCPJ+ 1, where 

c 1 is an absolute constant. Further, Mahler [16] recently showed, independently of 
Evertse [1], [2] and Silverman [23], that (8) has at most 32nu(f3) solutions in x 1, x 2 E Z 

with (xp {3) = (x2 , {3) = 1, provided that Fis irreducible over 0 and that 1/31 is sufficiently 
large. Here u({J) denotes the number of congruence classes u (mod {3) in Z with F(u, 1) = 0 
(mod/)). In Evertse [2] a similar, but slightly weaker bound was derived, however with­
out any restriction on {3. 

§ 5. On the numbers of solutions of norm form equations 

Let again K be a finitely generated extension field of 0, and let R be a subring 
of K which is finitely generated over Z and which has quotient field K. Further, let M 
be a finite extension of K of degree n ~ 3, and let G be the normal closure of M over K. 
There are n K-isomorphisms of M into G; if a EM then we denote the images of a 

d h . h. b c1i Cnl L - 1 ( > 2 b 1. I . un er t ese rsomorp isms y 1J. , •• ., r:t. • et rt 1 - , a2 ,. .• , am m = ) e mear y m-
dependent elements of M over K. Then 

n 

N(r:t1X1 + ··· +amXm)= TI (aflX1 + ... +a~lXm) 
i=l 

is a norm form with coefficients in K. There is an a0 E K* such that the form 

has all its coefficients in R. We shall deal with the norm form equation 

(10) 
f,E R*. 

Let {zp .. ., zq}, K0 , d, mK be the same as in§ 2. Put g= [G: K]. Let T be the 
smallest subset of mK such that v(a) ~ 0 for all r:t.. ER and v E mK ""- T, and let t denote 
the cardinality of T. 

. Theorem 7. S~ppose that r:t.m has degree at least 3 over K(r:t. 1 ,. .. , o:m_ 1 ). Then the 
maxzmal number oj pairwise linearly independent solutions of (10) with x =I= O is at most 
(4 x 70(3d+2t)r-1. m 

In Theorem 7 the condition that 1, a2 ,. . ., am are linearly independent over K is 
n~cessary. Furt~e~" (10) may have infinitely many pairwise linearly independent solutions 
with ·:m = 0: This is the. case if for example K = O, R = Z, f3 = 1 and among 1, o: 2 , .•. , r:x.m _ 1 
there 1s an mtegral basis of a subfield of M of degree at least 3 over (). 

The following theorem is a consequence of Theorems 7 and 5 . 

. _ Theorems. Suppose tha.t in (10) r:t.;+ 1 has degree at least 3 over K(a 1 ,. .. , aJ for 
: -1, · · ·, m-1. Then the maxzmal number of pairwise linearly independent solutions of (1 O) 
zs at most 2(4 x 70(3d+2 1Jr-1. 
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Theorem 8 can be proved by induction on m. For m = 2 Theorem 8 is a conse­
quence of Theorem 5. Suppose Theorem 8 has been proved for m = l -1 (! ~ 3). Then 
one can prove Theorem 8 for m =I by estimating the number of solutions of (10) with 
x1 = 0 from above by means of the induction hypothesis and by bounding above the num­
ber of solutions of (10) with x1=!=0 by means of Theorem 7. 

As the example of Pell equations shows, our Theorems 7, 8 do not remain valid if 
we lower the bound 3 concerning the degrees of the aj. Further, we note that in our 
bounds 3m-l ~ n and g ~n !. 

We mention that earlier Gyory [9], [11] proved effective analogues of Theorems 7 
and 8. In the special case when K is an algebraic number field, there are a number of 
other finiteness theorems for norm form equations; for references see [20], [21], [22], 
[18], [7], [11]. 

Let V be the K-vector space generated by 1, a 2 ,. . ., am. Using the general result on 
decomposable form equations mentioned in § 3, one can show that (10) has only finitely 
many pairwise linearly independent solutions if there are no µ E M* and a subfield M' 
of M with M' ~ K such that µM' c V. If this condition is not valid, then there are rings 
R which have quotient field K and which are finitely generated over Z such that (10) 
has infinitely many pairwise linearly independent solutions. These facts were proved by 
Schlickewei [18] in case that K = Q. Earlier, W. M. Schmidt [20] proved, among other 
things, that in case R = Z (10) has only finitely many solutions if there are no µEM* 
and a subfield M' of M which is different from {) and the imaginary quadratic number 
fields such that µM' c V. 

§ 6. On discriminant form equations, index form equations and power bases 

Let K be a finitely generated extension field of Q, let R be a subring of K which 
is finitely generated over Z and suppose that K is the quotient field of R. Let G be a 
finite extension of K, and let 5t = {L1 (X), ... , Ln(X)} be a set of distinct linear forms 
in X=(X1, .. ., Xm) (m~2) which have their coefficients in G. We suppose that 5t satis­
fies the following conditions: 

n 

( 11) the form CT ( Y - L; (X)) has its coefficients in K; 
i=l 

(12) the system {X;} u {L;-Lj, 1~i<j~n} has rank m over G for some 
f E {1,. . ., m}. 

We notice that (12) is satisfied if rank 2 = m. By (11) the so-called discriminant form 

D27 (X) = CT (L;(X)- Lj(X))2 

1-;f,i<j-;f,n 

is a decomposable form of degrees n (n -1) with coefficients in K. Let a0 E K* be an 
element such that a0 D27 (X) has its coefficients in R. We shall now deal with the discrimi­
nant form equation 

(13) a0Dy(X)=e in X=(x1,. .. ,xm)ERm with X 1=0, eER*. 
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Let {z1,. .. , zq}, K0 , d, mx have the same meaning as in§ 2. Put g= [G: K]. Let T be 
the smallest subset of mK such that v(cx) ~ 0 for all a ER and v E mK "-T, and let t denote 
the cardinality of T. Then we have 

Theorem 9. The maximal number of pairwise linearly independent solutions of (13) 
is at most (4 x 79<3 H 21>r- 2 • 

Theorem 9 is of particular interest in the following two special cases: (A) n = m, 
!t = { X1, ... , X m} and I= 1 ; and (B) M is a finite extension of K of degree n ~ 3 with 
normal closure G over K, 1, a2, • •• , am are linearly independent elements of M over K 
such that M =K(a2, .• • , am), l= 1 and!£'= {X1 + a~(i) X2 +···+a~> Xm; i= 1, ... , n} (where 
a<1>, ... , a(n) denote, as in § 5, the images of any a E M under the K-isomorphisms of M 
into G). It is obvious that fil has the properties (11), (12) in both cases. Earlier, Gyory 
[9], [11] derived an effective analogue of Theorem 9 in cases (A) and (B). We notice 
that in cases (A) and (B) Theorem 9 can be applied to derive upper bounds for the 
number of polynomials of given discriminant and for the number of integral elements 
of given discriminant, respectively. We shall deal with these problems in a separate joint 
paper. Further, in case (B), Theorem 9 implies results on index form equations and power 
bases. We shall now present these consequences. 

Suppose now that R is integrally closed in K. Let M be a finite extension of K 
of degree m ~ 2 in G and assume that G is the normal closure of M over K. Let R' 
be an integral extension ring of R in M and suppose that R' is a free R-module having 
a basis of the form {w 1 =1, w2 , ... , wm}. This assumption holds in many important 
cases, see e.g. [11]. Let !t ={X1 +w~l X2 + ... +w~> Xm; i=1, ... , m}, and let D(w1, •• • , wm) 
be the discriminant of the- basis { wp . .. , rom} over K. Then !t has the properties (11 ), 
(12); cf. case (B).It is easy to see that there exists a form F(X2 , •• . , Xm) with coefficients 
in R such that 

(14) 

The form F is called the index form of the basis { w 1 , ... , wm} over R. Consider now the 
index form equation 

(15) F(x2 , .•• ,xm)=e in (x2 , ••• ,xm)ERm-l, eeR*. 

Let d, g and t be the same as in Theorem 9. By applying Theorem 9 with the above £7 
and with a0 =D(w 1 , .. . , wm)- 1 we obtain 

Theorem 10. The maximal number of pairwise linearly independent solutions of (15) 
is at most (4x7Y<3d+ 2 t>r- 2 . 

In [8] Gyory already showed that (15) has only finitely many pairwise linearly in­
dependent solutions and in [9], [11] he gave effective versions of this finiteness assertion. 

Let R be as above, and let now R' be an arbitrary integral extension ring of R 
in M with quotient field M. Then R' = R [oc] holds with some a E R' if and only if 
{1, a, ... , am-l} is a basis of R' as an R-module. Such a basis is called a power basis 
over R. We call two elements a, {J of R' R-equivalent if there are a ER, u ER* such that 
fJ = uoc + a. If this is the case, then R' = R [a] implies R' = R [/3] and conversely. Since 
we want to derive an upper bound for the number of power bases, we may suppose 
without loss of generality that there exists an a0 ER' for which R' = R [a0 ]. Let 
F(X2 , .. . , Xm) be the index form of the basis {1, a0 , •• • , a~- 1 } of R' as an R-module. 
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For any ()( E R' there are uniquely determined elements x1, ..• , xm of R such that 

a= X1 + Xz a0 + ··· + Xm()(~- 1 - More generally, there are xij ER (1 ~ i, j sm) with x2 . = x. 
for j = 1,. . ., m such that Oli-l = xi 1 + xi 2 a0 + .. · + xim()(~- 1 . Let L1-= det (x .. ). The~ 
R'=R[()(] if and only if Ll ER*. This together with '1 

and (14) yields the following equivalence: 

{1, Ol,. . ., cx:m-l} is a basis of R' as an R-module <=> F(x2 ,. • ., xm) ER*. 

Further, putting fJ = y1 + y2 cx:0 + · · · + YmOl~- i with y1 , . •. , Ym ER, a and f3 are R-equiva­

lent if and only if the vectors (x2 , ••• , xm), (y2 , •.• , Ym) are linearly dependent in Km- 1 

and F(xz,. . . ,xm)/F(y2 , .• .,ym)ER*. Hence by Theorem 10 we have 

Theorem 11. Those elements ()( of R' for which {1, ()(,. . ., ()(m-l} is a basis of R' as 
an R-module belong to at most (4 x 79<3d+ZtJr- 2 R-equivalence classes. 

If in particular K is an algebraic number field and if R is its ring of integers, 

then t = 0. In this special case Theorem 11 gives 

Corollary 11. 1. Let K be an algebraic number field of degree d, let M be a finite 
extension of K of degree m ~ 2, let G be the normal closure of Mover K, let g = [G: K], 

and let (()K, (!JM denote the rings of integers of Kand M, respectively. Then those elements 
a E (!JM for which {1, ex:, .. ., ()(m-l} is an {!JK-basis of (!JM belong to at most (4 x 73odr-2 

<!JK-equivalence classes. 

We note that in Theorems 10, 11 and Corollary 11.1 we have g~m!. 

Effective versions of Theorem 11 and Corollary 11. 1 were earlier obtained by Gyory 
[5], [10]. 

§ 7. Proof of Theorem 1 

In the proof of Theorem 1, K, K0 , {zp .. . , zq}, d, (!), mK, T, t, I'y will have the same 

meaning as in § 2. Further, IK will denote the algebraic closure of () in K. We divide mK 

into two subsets: m~l will denote the set of valuations in mK whose restrictions to (!) 

correspond to rational primes and, if q > 0, mf'l will denote the set of valuations in mK 
whose restrictions to (!) correspond to primitive non-constant irreducible polynomials. 

We shall also need some notations about absolute values (i.e. non-trivial multi­

plicative valuations). An equivalence class of absolute values on some field will be called 

a prime. If Vp V2 are primes on the fields K1 , K2 respectively and if K1 c K1 , we say 

that V2 lies above V1 or that V1 lies below V2 if V1 consists of the restrictions of the 

absolute values in V2 to K 1 • To every valuation v E mK corresponds a prime 
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Let S denote the set of primes on IK lying below the primes on K corresponding to 
the v:iuations in m(l) and let SK denote the set of primes on K corresponding to the K h . valuations in m}ll. Further, let JIK denote the set of primes on IK lying above t e pnme 
on () containing the ordinary absolute value. Denote by I K the set of primes on K lying 
above the prime on K0 which contains the absolute value 1.1 00 defined by 1F1 /F2 l00 =eb-a 
for every pair of non-zero polynomials F1, F2 E@ with total degrees a, b respectively. 
Since [/K: ()] ~d and [K: K0 ] ~d, JJK and IK have cardinalities at most d. Put 

MIK=lffe'\ u S/K, MK=[K u SK. 

One can show (cf. [4]) that there exist sets of absolute values {I. lv}veM,<' {I. lv}veM,,, 
such that 

TI !o:lv = 1 for o: E IK, TI lo:lv = 1 for o: EK*. 
VeM,,, VeMK 

Let o:p {31 be elements of IK*, let o: 2 , /32 be elements of K*, and let S 1 , S2 be 
finite subsets of MIK, MK respectively and of cardinalities s1 , s2 respectively such that 
!IKcS1 , JKcS2 . Define the sets VJ!l, UJ;l by 

UJ~l={o:E /K: lo:lv=1 for all VEM1K"-...Si}, 

uJ;l={o:EK: lo:lv=1 for all VEMK"-...Sz}. 

Consider the equations 

and 

(16) 

Lemma 1. (i) The equation (16) has at most 3 x 7a+zs, solutions. 

(ii) The equation (17) has at most 2 x 72 s2 solutions. 

Proof (i), (ii) are consequences of Theorem 1 of [2] and Theorem 2 of [4], 
respectively. D 

Proof of Theorem 1. Let T1 be the set of primes in S/K lying below the primes 
on K which correspond to the valuations in mQ> n T. Let further T2 be the set of primes 
in SK which correspond to the valuations in m}ll n T. Let t, denote the cardinality of 
T, for i=l, 2. Then t 1 +t2 ~t. 

First of all, we shall give an upper bound for the number of solutions of (1) in 
x, y E I'r for which h E IK, µy E IK. Suppose that such solutions do exist and let (x 0 , y0 ) 
be such a solution. It clearly suffices to prove Theorem 1 with A'= A.x0 , µ' = µy0 instead 
of A., µ. Hence it is no restriction to assume that A., µ E IK and we shall do so in the sequel. 
Then (x, y) is a solution of (1) with x, y E I'r and A.x, µy E IK if and only if x, y E I'r n !K*. 
But we have I'rn IK*cV.J!l, where S 1 =JH<u T1 • By Lemma1, (i) and since S 1 has 
cardinality at most d + t 1, the number of solutions (x, y) of (1) with x, y E I' r and 
A.x, µy E IK is at most 3 x 73a+ 211 • 
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Now we estimate the number of solutions of (1) in x, y E I'r for which Ax, µy </=If<.. 

~et S2=IK~2 T2 . Then S2 has cardi?ality at m?st d+t2 . Hence by Lemma1, (ii) and 
smce I'rc U32 l, the number of solut10ns of (1) m x, y E I'r for which Ax, µy <f= II<. is at 
most 2 x 72 d+ 212 . Therefore, the total number of solutions of (1) in x, y E I'r is at most 

3 x 73a+2r, + 2 x 72a+2r2 ;:::;; 4 x 73d+2i_ D 

§ 8. Proofs of Theorems 2, 5, 7 and 9 

K, G, {z 1 , ... , zq}, K0 , d, mK, R, T, twill have the same meaning as in §3. Let mG 
and T' denote the sets of all inequivalent extensions to G of the valuations of mK and 
of T, respectively. Further, let I'r denote the group {aEG: v(a)=O for vEmc'--...T'}. 

Lemma 2. Let !f'o, f£ be non-empty systems of linear forms with coefficients in G 
in the variables X = (X1 , ... , Xm) (m ~ 1) such that £'0 c £' and such that for every sub­
space V of K'" of dimension ~ 2 on which none of the forms in f£ vanishes identically we 
have S(V, !f'c) = 3. Let W be a subspace of K'" of dimension p ~ 1. Then the maximal 
number of pairwise linearly independent vectors x = (x1 , .•. , xm) E W for which 

(18) L(x) E rT' for LE 2o and L(x) =F 0 for LE f£'--...f£o 

is at most (4 x 7gc3 a+zr))p- 1 . 

Proof. For convenience we put N = 4 x 79<3 d+Zr)_ We shall proceed by induction 
· on p. For p = 1 Lemma 2 is trivial. Suppose now that p ~ 2. We shall show that W 
contains at most NP-l pairwise linearly independent solutions of (18), provided that every 
subspace of W of dimension p -1 contains at most NP- 2 pairwise linearly independent 
solutions of(18). 

We assume that none of the forms in £' vanishes identically on W which is ob­
viously no restriction. Then S( W, !i'0) = 3. Hence there are linear forms L1 (X), L2 (X), 
L 3 (X) E £'0 as well as constants A,µ E G* such that L 1, L 2 , L 3 are pairwise linearly in­
dependent on W and AL1 (x) + µL 2 (x) = L 3 (x) for all x E W. Let x E W be a solution 
of(18). Then (L 1 (x)/L3 (x),L2 (x)/L3 (x)) is a solution of A.x+µy=1 inx,yEI'T'. Since 
[G: K0 ] = gd and T' has cardinality at most gt, this implies together with Theorem 1 
that L 1 (x)/L3 (x) belongs to a set of cardinality at most N which does not depend on x. 
But since L 1 , L 3 are linearly independent on W, the vectors x E W for which L 1 (x)/L3 (x) 
assumes some fixed value belong to a fixed subspace of W of dimension p -1. Hence 
the solutions of (18) which belong to Ware already contained in at most N subspaces 
of W of dimension p -1. Together with the induction hypothesis this shows indeed that 
W contains at most NP- 1 pairwise linearly independent solutions of (18). D 

Proof of Theorem 2. Let L 1, ••• , Ln be the linear forms appearing in (2), let 
!f7o = { L 1 , ... , Ln} and let f£ :::i f£o be the system appearing in Theorem 2. Assume that 
!f'o, f£ satisfy (4). We shall show that there are constants c1 , ... , en E G* with c1 ···cn=1 
such that the forms L; = c;L; (i = 1, ... , n) have the following property: if (x, e) E Rm x R* 
is a solution of (3) then L;(x) E I'T' for i = 1, ... , n. On noting that the systems 

f£d = {L~, .. . , L~}, :£' =f£d u (f£'--...2o) 

also satisfy (4), Theorem 2 will then follow by applying Lemma 2 to f£d, fi?' with W = ~-
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Let v E mG. For every polynomial PE G[x1 ,. . ., xmJ, denote by v(P) the minimum 
of the v-values of the coefficients of P. Then it is known (cf. [13]) that if 

P, Q E G[x1 ,. • ., xmJ 

then 

(19) v(PQ)=v(P)+v(Q) for vEmG. 

We may obviously assume that (3) is solvable. Let v E mG "-.. T'. Then by (19) and 
the fact that v(er:)~O for er:ER and v(er:)=O for er:ER*, we have for every solution (x, e) 

of (3) that both 

n 

:L { v (L;(x))- v(Li)} = v (F(x))- v(F) = v(e) - v(F);?; 0 
i=l 

and 

v(Li(x))-v(L;)~O for i=1,. . .,n. 

Hence 

(20) v(L;(x))=v(LJ for i=1, .. .,n, vEmG"-.T'. 

Let (x0 ,e0 ) be a fixed solution of (3). Put c1 =e0 L1 (x0 )- 1, ci=Li(x0 )- 1 for 
i=2,. . .,n and L;(x)=c;L;(x) (i=1,. . .,n). Then c1 .. ·cn=1. Moreover, we have by 
(20) and R*cI'T' that for every solution (x,e) of (3), v(L;(x))=O for all vEm0"-..T' 
and hence L;(x) E I'T' for i = 1, ... , n. This completes the proof of Theorem 2. D 

Proof of Theorem 5. Theorem 5 follows immediately from Theorem 2 by observing 
that for the system !£0 of linear factors of the binary form F(X1, X 2 ) we have 
S(K2 , !£0) = 3. D 

Proof of Theorem 7. We shall use the same notations as in § 5. Further, we put 
£<0 (X)=er:iilX1 + .. ·+er:~lXm (i=1, .. .,n), !£0 ={L(1l, .. .,L(nl}, !£=!£0 u {Xm}. To apply 
Theorem 2 to the equation (10) it suffices to show that 2 0 , ff! satisfy (4). Let V be a 
subspace of r of dimension~ 2 on which none of the forms in 2 vanishes identically. 
Divide 2 0 into classes in such a way that two forms belong to the same class if and 
only if their coefficients of X1,. . ., Xm-l are equal. Since by assumption er:m is of degree 
at least 3 over K(er: 1 ,. . ., am_ 1 ), each class contains at least three forms which are pair­
wise linearly independent. Further, any three linear forms in the same class are linearly 
dependent. At least one of the classes mentioned above must contain three forms which 
are pairwise linearly independent on V. For if this is not the case, then all linear forms 
in !£0 are linearly dependent on Xm on V which implies, in view of rank !£0 = m, that 
dim V = 1. But this contradicts our assumption. Therefore, S(V, 2 0 ) = 3. Now Theorem 7 
follows immediately from Theorem 2. D 

Proof of Theorem 9. For m = 2 the assertion is trivial, hence we suppose that m ~ 3. 
We shall use the same notations as in § 6. Thus !£ = {L1 (X), ... , Ln (X)} is a system of 
linear forms with coefficients in G satisfying (11), (12). Denote by L~,. . ., L~ the forms 
which are obtained from L1,. . ., Ln by putting X1=0. Let !£0 denote the system 

{L I - L' . 1 < . "< } 
i i' =I <J =n . 
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Then 2 0 consists of forms in m - 1 variables and, by (12), .Po has rank m -1. Let V 
be a subspace of K"'- 1 of dimension ~ 2 on which none of the forms in .Po vanishes 
identically. On noting that 2 0 is spanned by the linear forms L~ - Lj (j =2, ... , n) and 
that rank 2o = m - 1, there must be two integers i, j E {2, ... , n} with i =!= j such that 
L~ - L;, L~ - Lj are linearly independent on V. Since (L~ - L;) -(L~ - Lj) + (L;- Lj) = 0, 
it follows that S(V, .Po)= 3. Now Theorem 9 is an immediate consequence of Theorem 2. 

D 
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