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ABSORPTION PROBABILITIES 
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Centre for Mathematics and Computer Science, Amsterdam 

Gibbs measures are studied using a Markov chain on the nonnegative 
integers. Uniqueness of Gibbs measures follows from absorption of the chain 
at {O}. To this end, we derive a certain inequality. For one-dimensional 
systems this extends a well-known uniqueness result of Ruelle and for models 
near the l/r2-interaction Ising model it is a natural iniprovement of some 
other results. 

1. Introduction. In studying uniqueness of Gibbs measures it may be useful 
to make a comparison with a stochastic process. We present a method connecting 
absorption probabilities of a simple Markov chain at {O} with uniqueness. Our 
specific result, Theorem 1.1, is used for one-dimensional systems. It includes a 
well-known result on uniqueness in Ruelle (1968) and succeeds in Section 6 to 
find a natural improvement of other results that needed refined estimates. In our 
method the key role is played by a certain inequality. Comparison of processes is 
quite well known already in the literature: Duality [see Liggett (1985)] is a nice 
technique based on an equality. We hope that our comparison method using 
absorption probabilities is useful in more problems. 

Let us now describe our problem setting. Let S be a countable set and X a 
finite or countable set. For Ac Sand o E X 8 write oA = (oj)jEA· We define 
Gibbs measures on X 8 in terms of a given energy difference function 6.H( a, o') 
for the energy difference between a and er' in X 8 . This function has to be 
properly defined only in case er 71. = o' 71. for the complement A of any finite set A. 
Assume that for any finite A c S this energy difference has the form 

6.H( o, er') = 4>A( o) - <PA( o') if a 71. = o 'A• 

where <PA is a suitable real function on X 8. Let us define a probability measure 
PA, a on XA by 

where 

ZA,a'= L exp(-q.iA(o')) witho'71.=071.. 
a' A eXA 

Clearly PA," as a function of a does not depend on oA and moreover it is the 
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probability measure such that 

PA, a( { aA}) = (-AH( ')) 
({ , }) exp ~ a,a 

PA,o' a A 

We call a probability measureµ on X 8 a Gibbs measure for A..H if for any finite 
Ac S, 

(1.1) µ( daA, dat;) = PA,/ daA)µ-x.( da:,d, 

where WA. is the restriction of µ to xx. Note that if (1.1) holds for A, then it 
holds also for A c A. . 

Section 6 contains an illustration of the notation and definitions above for a 
one-dimensional long range interaction Ising model. 

We will describe now the context of the main theorem. Suppose there are 
given finite sets 0 = A 0 c A 1 c · · · i S. Write 

and define 

(1.2) 

n;;::: 1, 

n;;::: 1. 

It is easily checked that the function 4'n does not depend on a1, ••• , an-i and so 
we may write 

Define for k ;;::: 0, 

vark(<Pn) := max [~n(an,•••,an+k) -pn(an, ... ,an+k)], 
0n, ... ,Un+k 

where 

rk := supvark(<l>n), 
n~l 

~n(an, .. .,O'n+k) := sup <l>n(an,an+l,. .. ), 
(aj)j> n+k 

We assume that vark(c/>nHO ask~ co for any n 2 1. 
Related to the result of Ruelle (1968) for uniqueness of Gibbs states is the 

condition 

L rk < oo. 
k~O 

Our theorem below uses the weaker condition (1.3). 

THEOREM 1.1. There exists at most one Gibbs measure for A..H if 

(1.3) L exp(-r0 - • • • -rk) = oo. 
k~O 
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It may happen that r0 = oo if, e.g., S = zd is higher dimensional. Note also 
that the result is temperature sensitive. Suppose, e.g., that A.Hp( a, a') = 
/3 D..H(a, a'). One obtains a bound on the critical inverse temperature from the 
theorem by using the following lemma. 

LEMMA 1.2. 

log k 
L exp( -/3(r0 + · · · +rk)) = oo for (3 < (3* == liminf---­
k~O ro + · · · +rk 

We leave the proof to the reader (see also Section 6). The example in Hofbauer 
(1977) is related to the form of our result. For chains with infinite connections 
Berbee (1987) gives a uniqueness result under similar conditions but with a quite 
different proof. In Remark 4.1 we indicate a relation using duality. 

REMARK 1.3. In Section 3 it will follow that Theorem 1.1 remains valid if we 
let N be any positive integer and replace rk in (1.3) by 

rJ. := sup vark( c/>n). 
n~N 

This is important to understand the performance of our result: It follows that 
individual cf>n essentially play no role in this way in our uniqueness criterion. 

Our approach consists of an analysis of (1.1) using positive operators. This can 
be explained as follows. Note that Z11., 0 above depends only on aA. Thus the 
measure 

1 
(1.4) µ,n := zWK.. 

11. ••• 

on Xii.• is properly defined. We investigate the operators Ln for which 

n~l,µ,0 =µ,. 

In Section 2 we construct a Markov matrix related to the operator Ln. Based on 
our approach in Section 2 we obtain in Section 3 a general inequality that is our 
key result and is formulated using absorption probabilities for a Markov chain. 
As a corollary we get a certain uniqueness result for Gibbs measures and an 
inequality for correlations. In Section 4 we use this to get Theorem 1.1. In 
Section 5 we prove a result in Perron-Frobenius theory and indicate how our 
result differs from Ruelle (1968). Section 6 discusses our Ising model application. 

2. Ratio bounds. We define ratio bounds of certain measures and investi­
gate their behavior under the application of positive operators L on these 
measures. This leads us at the end of the section to associate a Markov operator 
with L. 

Let Y == Ok°'" 1Yk where Y1, Y2, ••• are finite sets. Letµ,, v E .fi(Y) with .fi(Y) 
the space of bounded measures on the space Y. We compare µ, with P using 
"ratio bounds" that are defined as follows, using the product structure of Y. Let 

I 
! 
j 
I 
i 

I 
I 
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C(fk consist of the k-cylinder sets Cc Y having the form 

C =A x Yk+l x Yk+ 2 x · · · where Ac Y1 x .. · xYk. 

The ratio bounds for the measureµ. with respect to v on Y are the coefficients 

µ.( C) 
Pk •= sup -(C) , 

Cef(lk P 

• µ.( C) 
P-k •= mf -(C), 

Cef(lk P 

Note that Pk= Pk(µ., v) satisfies 

k ~ 0. 

(2.1) Pk(µ., v) = P-k(v, µ.)- 1• 

We also have p0(µ., v) = llP.11/llvll· 
Let us now consider a sequence X1, X2,... of finite or countable sets and 

define X<n> •= Oh 1Xn+k• n ~ 0. Fixing n ~ 1 we define an operator L = exp(<f>) 
such that L: .H(X<n» -+ .H(Xcn-l» as follows. Let <f> = <f>n be a real function on 
Xcn-l) and define L = Ln by 

Lµ.(B) •= L j exp(<t>(an,x))lB(an,x)µ.(d.x) 
o.ex. X<n> 

forµ. E .H(X(n)). Forµ., v E .A(Xcni> we write 

Pk(µ., v) •= Pk(Lµ., Lv). 

Writing 4> as <f>n( an, on+ 1, ... ) with aj E Xj we have, using the definition of vark c/> 

in the preceding section: 

PROPOSITION 2.1. For 1 :s: k :s: N with any N 

(2.2) 
P-k ~ P-(k-l) exp{-vark-l cf>) + P-k(exp{-vark<f>) - exp(-vark-1 cf>)) 

+ · · · +p_N(exp(-varN <t>) - exp(-varN-l cJ>)). 

PROOF. Write [on, ... , an+k-l]n for the cylinder cc x(n-1) of the form 

c = {an} x { an+1} x ... x { an+k-1} x . TI xj. 
J"2::.n+k 

We want to bound Lµ.(C)/Lv(C) and decompose Lµ.(C) as 

J exp(p( an, ... , an+k-l) )le( an, X )µ.( dx) 

+ L j(exp(p(an, .. .,an+m)) - exp(p(an, .. .,an+m-1)))lc{an,x)µ.(dx) 
ks.ms.N 

+ j (exp( cp( an, x)) - exp(!( an, .. ., an+N)) )le( an, X )µ.( d.x) · 
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Here the integration is over Xcn>· We use, after decomposing C in smaller 
cylinders, 

This gives 

Lµ{C);::: j{P-ck-l)exp(p(an,.··•CJn+k-1)) 

+ L P-m(exp(p(an,. .. ,an+m)) 
k:5m:5N 

-exp(p(an, ... ,an+m-l))) + 0}1c(an, x)v(dx). 

We rearrange the term between { · } as 

(P-ck-1) - P-k)exp( <P(an,. · ·, CJn+k-1)) 

(2.3) + ··· +((P-(N-1))- P-N)exp(p(an, ... ,CJn+N-1)) 

+ p - N exp ( </> ( (Jn' • • • ' (Jn+ N)) · 

Because p _ j is nonincreasing in j the terms ( ·) are nonnegative. It is easily seen 
that 

where x = (an+ 1, an+ 2 , ••• ). We apply this to (2.3) and rearrange again. Finally 
we get Lµ(C) ;::: 1/;Lv(C) where 1/; is the right-hand side in (2.2). Because C is 
any k-cylinder set this implies the assertion on P-k· D 

Proposition 2.1 is formulated for finite N. We may let N ~ oo. The result 
thus obtained will be summarized in (2.4) using a Markov transition matrix P. 

We think of Pas being associated with the operator L, defined as follows. Let 
{O} be an absorbing state for P by writing P00 = 1. Define a probability measure 
Fon {O, 1, 2, ... } by letting 

F(k, oo) = 1 - exp( -vark(<i>)), k;::: 0. 

Because we assume vark( <PH 0 as k ~ oo, the measure F is a probability 
measure on { 0, 1, 2, ... } and we let this be the state space associated with the 
Markov matrix. Now define for 1 s k < oo, 

Pkj == F(O, k - 1], if j = k - 1 ;::: 0, 

== F{i}, if j;::: k. 

Thus the Markov matrix P, having row sums equal to 1, is finally determined. 
From Proposition 2.1 we have the lower bound 

(2.4) P-k;::: L pkjP-j, k;::: 1. 
05,j< 00 
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This formula, giving a lower bound for p in terms of the Markov matrix P 
working on p, will be iterated in Section 3 to give our Lemma 3.1. Note that 
k = 0 is not mentioned in (2.4). 

3. An inequality and a Markov chain absorbed at {O}. We take again 
the point of view of Section 1 and connect it with Section 2 in the proof of key 
Le_mma 3.1. There are given finite sets 0 = A 0 c A 1 c · · · t S. Write X<nl == 
XAn. Note that 4>n = 4>n(crn,crn+l•···) defined by (1.2) can be identified with a 
function on Xcn- i>· Let Zn, n ~ 0, be a Markov chain with the nonhomogeneous 
transition probabilities p<1>, p<2>, ... where p<nl is the Markov transition matrix 
associated at the end of Section 2 with the operator Ln == exp( <f>n). 

Let N ~ 1 and supposeµ is a probability measure on X 5 that is "right" on 
AN for AH in the sense that (1.1) holds for A = AN· Assume the probability 
measure .,, is also "right" in this sense. Clearly this is valid ifµ. and .,, are Gibbs 
measures for b.H. Define for the Markov chain Zn, n ~ 0, the absorption time at 
{O} as 

T := inf { n ~ 0: Zn = 0} 

and let Pk(·) == P( · IZo = k) be the conditional probability given that the chain 
is started at { k}. Nice monotonicity properties of this chain are discussed in the 
proof of Proposition 3.3. First we state our key inequality. 

LEMMA 3.1. If µ and .,, are probability measures that are "right" on AN for 
AH in the sense above, then for any k ~ 1, 

(3.1) 
. µ(C) 2 
mf -(C) ~ Pk(r :S:: N). 

Cef!IA• 'II 

Here !!AA are the sets in X 8 generated by the projection on XA. 

COROLLARY 3.2. Suppose for all k ~ 1, 

(3.2) Pk(Zn is absorbed at {O}) = 1. 

Then there exists at most one Gibbs measure for /::,.H. 

Let us mention that (3.2) can be weakened. Individual transition probabilities 
do not play an important role in its validity because it. is suffi.cie~~ t~t (3.2) 
holds for one of the chains Z~ = Zn+N• n ~ 1, where N IS any positive mteg~r. 
Moreover (3.2) has to be checked generally only for k = 1 as can be seen m 
Proposition 3.3. 

PROOF OF COROLLARY 3.2. If µ. and .,, are Gibbs measures, then we can apply 
the lemma and the right-hand side of (3.1) is asymptotically 1 for any k. Hence 
µ.(C) ~ v(C) for any such µ. and .,, and any cylinder set C. This implies 

uniqueness of µ.. D 
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PROOF OF LEMMA 3.1. Note that if µn is defined for 0 s n 5 N by (1.4), 

then defining Ln := exp( </>n) as in Section 2 we have 

µ = µ 0 = £ 1 · • · Lnµn, 1 s n s N. 

We prove by induction that for n = N, N - 1, ... , 1, 0, 

k 2 0. 

For k = 0 and also n = N this is trivial. For k 2. 1 and any N 2. n > 0 we have 
(2.4) and similarly after using (2.1), 

1 1 
-----> I: p<n>---­
Pk(µn-1' Pn-1) - Osj<oo k; Pj(µn, vn). 

Using this in 

( LPkjxj)
112

( LPkj~ ) 112 
2. ~pkj( x1 ) 

112
, 

1 ; Y; 1 Y1 

which is a consequence of Cauchy's inequality, we find 

Rk(n - 1) 2 L:Pt}Rj(n) 2 LPt}P(ZN = OIZn =J) = P(ZN = OJZn-1 = k) 
j j 

using induction. This proves the induction step. Now observe 

(3.3) 

Because 

( 
( ) 

) 
1/2 

P-k µ, P 
( ) = Rk(O) 2. P(ZN = OIZ0 = k) =Pk( 'I" s N). 

Pk µ, v 

I\µ\\ 
Pk(µ,v) 2. p0(µ.,v) = ii;jf = 1, 

this implies the assertion. D 

Quite generally the condition of the corollary can be relaxed by the following 
proposition. 

PROPOSITION 3.3. Suppose P1(Zk * 0) > 0 for all k 2 1. Then (3.2) holds for 
all k 2. 1 as soon as it holds for k = 1. 

PROOF. We analyze the Markov chain transition probabilities p<nl. In Sec­
tion 2 we used a distribution function F = F(n) to define p<n>. Let en, n 2. l, be 
independent random variables having distribution F<n>, n 2 1. Define 

(3.4) 

z~i> := i, 

z<i),= o 
n ' 

i 2. 0, 

if z~i2 1 = o, 
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It is easily seen that (Z~il)n"<?:O is distributed as the Markov chain (Zn)n;;,,o 
started at {i} and also that z~i) is monotone in i 2:: 0. All of the z<il.processes 
are given in terms of ( e1, e2, ... ). Because { 0} is absorbing for the Markov chain 
the event Ak == {Zk1> 2:: 1} can be written as Ak = n1stsk{Zj1> 2:: 1for1::;; t :s;; 
k}. Also Ak is increasing in (e1, e2 , ••• ).It has positive probability by assumption 
and by the FKG-inequality 

(3.5) P(z~k) 2::jlAk) 2:: P(z~k) 2::j). 

On the set Ak, z?> 2:: Z?> 2:: 1 holds for 1 ::;; t :s;; k. If on Ak for all 1 ::;; t ::;; k one 
has that Z1k> = Z1~>1 - 1 holds, then zj.k> = Zf/l - k = 0, contradicting zkk> 2:: 1. 

Hence for some 1 ::;; t :s;; k we have z1k) = Et > z;~~ - 1 but then also Zf1l = et. 

So on Ak there is some 1 :s;; t :s;; k such that z}k> = zp> and then ZAk) = Z~l) for 
all n ~ t. Hence on Ak z~kl = Z~1l holds for n 2:: k. Thus (3.5) becomes for 
n 2:: k, 

P1(Zn 2::jjZk * 0) ~ Pk(Zn 2::j). 

Using this with j = 1 and assuming (3.2) for k = 1 we get (3.2) for any k ~ 1. O 

Define the 1/i-mi:xing coefficient o/(-9', 96') between a-fields d and 96' as 

I µ(An B) I 
o/(d, 96') =sup µ(A)µ(B) - 1 , 

where the supremum is taken over A Ed and B E 96' having positive measure. 
This coefficient dominates the correlation between lA and lB. Our inequality 
gives the following. 

COROLLARY 3.4. If µ is any Gibbs measure for 6.H, then 

o/( 96'Ak' 96'x) ::;; Pk( T :s;; N)-2 - 1. 

PROOF. The measure v == µ,( · IB) with BE 96'xN satisfies, for A = AN, 

1 
v(daA, dax) = µ,(B) PA,u{daA)lB(ax)µx(dax) = PA, 0 (daA)11x(dax), 

where PA, 0 depends only on ax as we noted in Section 1. By Lemma 3.1, 

v(A) 
d < < d-1 

- µ,(A) - ' 

where the last inequality was obtained by interchanging µ and 11, and d = 
Pkr::;; N)2• Hence µ(An B)/µ,(A)µ,(B) is between d and d- 1 uniformly and 
this easily implies the assertion. o 

REMARK 3.5. If µ, is a Gibbs measure for 6.H and (3.2) holds for all k, then 
the relevant o/-mixing coefficient above vanishes asymptotically as N ~ oo. If, 
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e.g., S = Z and t:..H is invariant under the translation T it follows that the 
dynamical system (Xz, µ, T) is a K-system. 

4. The simple Markov chain. The inhomogeneous chain ( Zn) of key Lemma 
3.1 is studied here further. A comparison with a simpler homogeneous chain (Z:) 
gives us the proof of Theorem 1.1. The use of the inhomogeneous chain directly 
is more complicated. In Remark 6.1 we show by an example that this may give a 
better result. At the end of this section we give a calculation concerning the 
inhomogeneous chain. 

Let Zn be the Markov chain with transition matrices p<1>, p<2>, . • • where 

1 0 0 
Pbn>. Pln) - Pbn) p~n) - Pln) 

p<n) = 0 Pln> p~n) - Pln) 

0 0 p~n) 

as in the preceding section. Here {O} is an absorbing state; 

(4.1) 

We want to investigate whether Pk(Zn = 0) t 1 as n--+ oo. By Proposition 3.3 this 
in general only has to be done for k = 1 because of the special structure of the 
chain. We will now derive (4.7) concerning t:..n == Pi(Zn =P 0), n ~ 0, where t:..n is 
nonincreasing. 

Write for k ~ 0, 

Gn(k) == P1(Zn !S: k) and 8n(k) == P1(Zn = k). 

Then from fin= gn_ 1p<n>, n ~ 1, 

Gn(k) = Gn-1(0)(1 - P1")) + Gn-1(k + l)p~n) 

follows, as an easy calculation shows. Write t:..n(k) = 1 - Gn(k). We can calcu­
late inductively from 

(4.2) 

that 

(4.3) 

!:. (k) = f:.. (1 - p<n>) + f:.. (k + l)p(n) n n-1 k n-1 k 

f:..n(O) = f:.n-1(1 - Pbn)) + f:.n-l(l)pbn) 

= f:.n-1(1 - Pbn>) + !:.n-2(Pbn) - Pbn)Pln-l)) 

+ f:.n-2(2)p&n>p~n- l). 

We continue to apply (4.2) in this way to get 

(4.4) !:.n = !:.n-1H(n){l} + !:.n-2H(n){2} + · · · +!:. 0H<n>{n}. 

Here we use that t:.. 0(0) = 1 and t:. 0(1) = t:. 0(2) = · · · = 0 and furthermore that 
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H<n> is a probability measure such that 

(4.5) H(n){k} = h(n) - h(n) where h(n) ==p(n) ••• p<n-(k-1)) 
k-1 k k 0 k-1 

1425 

for 1 .::;;; k .::;;; n, n ;;::: 1 and h<o"> •= 1. 
We now reformulate this into a description using random variables. Assume 

that H<n>, n ~ 1, is a probability measure on {1,2, 3, ... } defined arbitrarily on 
{n + 1, n + 2, ... }. Let y<nl be independent random variables distributed as 
H<">. Then (4.4) can be summarized as 

(4.6) n :=::: 1, 

if we define 6.,,, = 0 for n < 0. For n = 0 we have l:l,,, = I and if we take y<n> = O 
for all n ~ 0, then ( 4.6) is valid for all integers n. To investigate 6. n for fixed 
n :=::: 0 we study the following random walk with space inhomogeneous indepen­
dent increments: 

O'o == n, k :<!:: 0. 

This random walk stops on {O, -1, ... } and 0 is the only element in this set with 
nonvanishing A-value. One now easily observes that 

(4.7) 6.,,, = Ef:.."1 = · .. = P(n} (the random walk ak hits {O} ). 

Theorem 1.1 will follow by using renewal theory to study (4.7) and (4.4). 

PROOF OF THEOREM 1.1. We want to apply Corollary 3.2. Let p<n> be 
associated to Z,,, as above with p~nl = exp( -vark( c/>n)) by our definitions at the 
end of Section 2 and in Section 3. We compare Zn with a time homogeneous 
Markov chain Z,,,* as follows. For all n :<!:: 1 replace in the definition of p<n> the 
value of Pkn) by 

with rk as in Section 1. Then if k :=::: m we have 

E P~i) .::;;; E P,:i. 
izj izj 

One uses this and induction on n to get Pi Zn :=::: j) .::;;; Pi Zn* :=::: j) for all k, n :<::: I 
with z: the Markov chain with transition probability P*. By Corollary 3.2 it is 
sufficient to prove Pk(Zn .P. OHO as n - oo and clearly this follows from 
Pi z: .P. 0) i 0 as n - oo. Thus by Proposition 3.3 it is sufficient to prove 6. ~ == 
P1(Z: ..;. O)!O as n - oo. Now take the random walk (ak*)k"<:.o as the analogue of 
(ak)ho above. It can be chosen to have increments distributed as H* (thus 
space homogeneous) on the positive integers and by (4.4) we have 

f:..~ = l:l* ® H*, n :<!:: 1, 

where ® denotes convolution. Then (l:l~)n:.:o is well known in probability theory 



~~~----------...... ------------------------------------~~~~~~----..... OJllt:l 

1426 H.BERBEE 

to be a renewal sequence and by Erdos, Feller and Pollard (1949), 

1 
lim il~ = -, 
n- oo µ. 

where µ. is the mean of H*, i.e., equals 

so is infinite by assumption (1.3). Soil~ LO as n ~ oo as was to be proved. D 

Remark 1.3 follows using the argument above and the assertion about weaken­
ing (3.2) made in Section 3. 

REMARK 4.1. In considering the proof above (and also L of Section 3 and its 
associated Markov operator) the role of duality is in the background. We 
investigate the process (Z,i) constructed above. The existence of a dual Markov 
process Z - such that for i, j ~ 0, 

(4.8) P(z: ~jlZ0* = i) = P(Z,; ~ ilZ0- = j), 
can be studied as in Siegmund (1976). It is seen that it exists because (Z:) is 
stochastically monotone in the sense that the left-hand side of ( 4.8) is nonde­
creasing in i. The transition matrix P - of Z - is seen to be 

1 0 0 0 0 

0 1- Pt Pt 0 0 

0 1 - Pi 0 Pi 0 

0 1- p; 0 0 Pi 

Now consider {n ~ 0: zn-+i = 1} as "renewal epochs" [see Feller (1966)], while 
zn- is a "backward recurrence time," measuring the time lapse since the 
preceding renewal epoch. Berbee (1987) contains a uniqueness theorem with 
similar conditions but with a rather different proof than Theorem 1.1, using the 
process Z - instead of Z*. Duality seems to play a role in the analogy. 

The proof above used comparison with a homogeneous chain. However using 
the inhomogeneous chain directly may give a better bound for the critical 
temperature. In Remark 6.1 we indicate this using the following analysis to be 
applied for the inhomogeneous chain. Because this chain Zn has absorbing state 
{O} we know Lln is nonincreasing. We may write iln = 1 - (61 + · · · +Sn) with 
all Sn~ 0. 

LEMMA 4.2. Define 

(4.9) o/n( S) := L h~n+k>sk, O~s<l. 
k~O 
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Then, assuming smif-'m(s) ~ 0 as m ~ oo, 0::;; s < 1, we lwve 

l/i0(s) = 1 + L skt/;k(s) 8k. 
k;::l 

Observe that !::..n io is equivalent to showing I:h1 8k = 1. 

PROOF. Define !::..(s) = Ln:2;0!::..nsn. Using (4.4) we have 

!::..(s)=!::..o+ L L !::..n-k(h~l 1 -h~n))sn. 
n<:l l,;;k,;;n 

1427 

Write sn = sn-ksk, exchange summation (using s < 1) and write m = n - k to 
get 

!::..(s)=l+ L L !::..msm(h~~~k)_h~m+kl)sk. 
k;;:l m<:O 

Using (4.9) a simple calculation gives 

1 = L Lim( Smt/Jm( S) - Sm+lif-'m+l( S)) · 
m<:O 

Because Lin is increasing !::..n = 1 - o1 - · • • -on with all on~ 0. Substituting 
this in the equality above and using telescoping sums and exchange of summa­
tion, one finds the assertion. O 

5. A Perron-Frobenius theorem. We study a positive operator and indi­
cate at the end of this section an important difference with the Perron-Frobenius 
theorem of Ruelle (1968). The proof of Theorem 1.1 is followed closely. 

Our Perron-Frobenius theorem can be described as follows. Let X be a finite 
set and S = {1, 2, ... }. We construct an operator L: .A(X8 ) ~ .A(X8 ) by 
defining 

Lµ(B) := L J, exp(<t>((a0 ,x)))In((a0 ,x))µ,(dx), 
<JoEX xs 

where ( a0 , x) is seen as an element of X 8 and </> is a real function on Dn :2; 0 X. 
Using the notation of Section 1 we have the following. 

THEOREM 5.1. If 

(5.1) L exp(-var0(<i>) - · · · - vark(<i>)) = oo, 
k;;,O 

then there is a unique probability measure v with Lv = A.v for some A> 0 and 
for any other bounded measureµ and any cylinder set Cc X 8 , 

(5.2) 

Lnµ( C) - llLnµJlv( C), 

llLn+ 1/Lll 
---~A asn~oo. 
llP,ull 
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PROOF. Using the argument in the proof of Theorem 1.1 we find that 

(5.3) (
P-k(Lnµ.,Lnv))l/2 P('T n) 

(Ln Ln ) ::2: k ::2: ' Pk µ., v 

where 'T is the absorption time into {O} of a Markov chain Zn*, n 2 0, with 
transition probabilities P associated at the end of Section 2 with the operator 
exp(<J>). Again as in the proof of Theorem 1.1 (or using Lemma 4.2 and Proposi­
tion 3.3) the right-hand side of (5.3) is asymptotically 1 as n ~ oo and we easily 
get 

(5.4) 
Lnµ.( C) llLnµll 
Lnv( C) - llLnvll · 

Existence of v such that Lv =Xv follows by finding a fixed point of the operator 
L defined by Lµ. == Lµ./llLµ.11. Such a fixed point can be obtained as the limit of a 
convergent subsequence of 

1 ~ L-k 
- £.., µ., 
n k-1 

n ::2: 1 

because X 8 is compact. Uniqueness of such a v follows from (5.4). Moreover (5.2) 
is also implied by (5.4). D 

Above we obtained an "eigenmeasure" v of Las any normalized limit of Lnµ., 
n 2 1. In Ruelle (1968) there is also constructed an eigenfunction h at eigenvalue 
A. for the adjoint L *, that satisfies 

(5.5) asn~ oo. 

The extension we give here is interesting because our context seems more 
sensitive: It may be that (5.5) does not have to hold if one merely assumes (5.1). 

6. A one-dimensional Ising model with long range interaction. A nice 
aspect of our results is that only little structure is presupposed. Also we hope our 
approach may be useful for, e.g., spin glasses and the rotator model. Our 
application here has much structure: It has pair interactions and is one-dimen­
sional. To describe it let X := { -1, 1} and S = l.. Assume for finite A c l., 

6.H( a, a') = <i>A( a') - cfiA( a) if ax = a'x. 
with 

'i>A(o) = -i.BEJ(Jj-il)(aiai-1), 

where the sum is over i < j with i, j El. 2 \(A X A). We consider first J ::2: 0. 
We study f3c, the maximum of all fJ 2 0 below which there is a unique Gibbs 

measure. If J(n) = 1/n" and a> 2, then by Ruelle (1968) there is a unique 
Gibbs measure at any temperature, i.e., Pc = oo. On the other hand Dyson 
(1969a) showed 0 < Pc < oo for 1 < a < 2. Frohlich and Spencer (1982) sue-
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ceeded in proving this also for a = 2. We investigate the boundary case and 
prove 

. . logn 
(6.1) .Be~ lim mf 4L kJ(k) · 

l:s;k:s;n 

Write a(n) = o(b(n)) if a(n)/b(n)-+ 0 as n-+ oo. By (6.1) we have fie= oo if 
Sn == E1 s k s nkJ( k) = o(log n) and note also that the lower bound on f3e is 
positive if J(n) = 1/n2 which makes this result seem natural. Dyson (1969b) 
proved earlier that f3e = oo if Sn= o(loglog n) and Rogers and Thompson (1981) 
improved this to Sn= o((log n)112). Fannes, Vanheuverzwijn and Verbeure (1982) 
obtained f3e = oo with our rate on Sn but assuming, however, polynomial decay 
of spin correlations. The important recent paper of Aizenman, Chayes, Chayes 
and Newman (1988) will be discussed at the end of this section. 

To derive (6.1) about uniqueness of Gibbs measures we use Theorem 1.1. Take 
A 0 == 0, An== {-n + 1, ... , n}, n ~ 1, and consider <Pn defined by (1.2) which 
can be written as 

<Pn( a) = - iP'LJ(J - i)( aiaj - 1), 

where the sum is over all i < j such that (i, j) E (An-1 x xn-1) \(An x An)· A 
simple calculation gives for k ~ 0, 

(6.2) vark(<Pn) = 2,8[ L J(i) + L J(i)]. 
i>k i>2n+k-I 

Hence we have 

rk ~ 4/3 'L J(i). 
i>k 

By Theorem 1.1 there is a unique Gibbs measure if for n large, 

1 

or equivalently if 

exp(-r0 - · · · - rn-1) ~ -, 
n 

logn 
(J< -­
fJ - 4T ' 

n 

where Tn = Losk<nI:i>kJ(i). This implies (6.1) because 

1 1 
limsup-1 -Sn= limsup-1 -Tn. 

ogn ogn 

This equality is seen as follows. Observe that ~ holds because, using 
exchange of summation in Tn, one finds Sn~ Tn. The opposite inequality is 
easily derived by using (1/n)Tn = Ek<!::n[l/(k(k + l))]Sk together with 
Ek~ n[l/(k(k + l))]log k - (1/n)log n. Thus the proof of (6.1) is completed. 

Let us now give some criticism. If J(n) = 1/n"' with 1 <a< 2, then (6.1) 
reduces to the trivial bound f3e ~ 0. So our result is curiously sensitive near 
a = 2 but is insensitive for smaller a. Frohlich and Spencer (1982) mention a 
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correlation inequality from which it seems our result cannot be derived. However 
at a = 2 use of this inequality gives a better result than we get from Corollary 
3.4 for spin correlation asymptotics. As is illustrated in Remark 4.1, the compari­
son we make in our method is related to a renewal process, which is one of the 
simplest one-dimensional random processes. We hope that using other random 
processes may give better results. It would be interesting if the bound in 
Dobrushin (1968) could be included in an improved comparison result. 

Let us also mention that in case we allow J also to be negative, one has (6.1) 
but with J(k) replaced by IJ(k)I. For this the argument above can be followed 
with this replacement but (6.2) becomes an inequality. In special cases one can 
do better however by taking a different choice of An. Because this would lead to 
too technical an analysis we do not discuss it here. 

REMARK 6.1. Using Tauberian theory we show for the case J(n) = l/n2 

that the inhomogeneous chain of our method gives better bounds than the 
homogeneous chain. To know this may be of value for our method. We succeed 
to improve f3c ~ * to f3c ~ ~. A clue to this improvement is that the second term 
in (6.2) does not seem to play a role for large n. In Section 3 we noted in this 
connection that individual <Pn do not play a role in our bound but the improve­
ment here goes further. By (4.5) and (4.4) we find 

h~n+k) =exp( -2/3[x1 + · · · +xk + Xzn+k+l + · · · +Xzn+2k]), 

where xj = L;..,_jJ(i). As n-+ oo we have h~n+k) j h~00 l. With the obvious nota­
tion we find from Lemma 4.2, 

ifio(s) = _1_ + L sk i/;k(s) 8 
ifioo(s) ifoo(s) hl i/;00(s) k· 

Because if;k/i/;00 :s; 1 and "f.k"?. 1 8k :s; 1 we may apply the bounded convergence 
theorem. Using Feller (1966), Theorem 13.5.5, one finds for f3 = ~ that 

i/;k(s) 1 
i/;00(s)-2 

as s i 1. Because if;00(l) = oo we find Ek?. 1 8k = 1 and iin ! 0. Thus f3c ~ ~. If we 
study in the last result S = N instead of S = Z we get f3c ~ 1. We note however 
that Aizenman, Chayes, Chayes and Newman (1988) discussed below would give 
in both cases f3c ~ 1 which is clearly better for S = Z. An explanation for this is 
possibly that we measure interaction via exp(-varic?n)) in (4.1): We hardly use 
the fact that there is no strong direct interaction between crn and cr _ n· 

For the revision of this paper the results of Aizenman, Chayes, Chayes and 
Newman (1988) were available. The paper proves the existence of a jump in the 
magnetization at f3c· It appears that the connection of this (Thouless-) jump 
with uniqueness results as above is close because it is obtained by a further study 
of a uniqueness result. This result is that f3c ~ liminf(n2/J(n)), which resem­
bles, e.g., (6.1). Our method was found in 1985 before news about the existence of 
a proof of the Thouless-jump reached the author. Its approach using the 
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Perron-Frobenius operator and ideas related to Berbee (1987) seems quite 
different. The approach of Aizenman, Chayes, Chayes and Newman (1988) uses 
more structure: In a nice probabilistic analysis it connects via the 
Fortuin-Kasteleyn representation for Potts models the uniqueness problem to a 
percolation problem solved in Aizenman and Newman (1986), also using a 
Markov chain. 
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