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## CHAPTER 1

## INTRODUCTION

### 1.1. SOME TYPICAL PROBLEMS

Many books about probability and statistics mention the weak and strong laws of large numbers for samples from distributions with finite expectation only. However, both laws also hold for distributions with infinite expecta... tion and then the sample average tends to infinity with increasing sample size. One would expect a gradual increase of the average with the size of the sample. In general, however, this proves to be wrong as can be seen in plots of averages of simulated samples. See MIJNHEER (1968). These plots show that the average takes a large jump upwards from time to time and decreases between the jumps. These jumps are due to large observations. This surprising behavior of the sample average constituted a starting point of the present study.

The first problem that arises in this connection is that, in general, there is no simple expression for the distribution function of the sum of two independent random variables. Only for stable random variables do we know the distribution of the sum of an arbitrary number of independent and identically distributed random variables. Therefore we shall mainly consider stable random variables. In some cases we also consider independent and identically distributed random variables with the property that suitably normalized sums of these variables have a limiting distribution, which is then necessarily stable.

In the remainder of this section we describe a few typical results concerning the behavior of the sample average. Though these results hold for a wide class of distributions, including certain stable distributions, we assume here, for the sake of simplicity, that $X_{1}, X_{2}, \ldots$ are independent and identically distributed random variables with common distribution function $F(x)=1-x^{-\alpha}$ for $x>1$ and $0<\alpha<2$. The moments of these random variables satisfy

$$
E X_{i}^{p}<\infty \quad \text { for } p<\alpha
$$

and

$$
E_{i}^{p}=\infty \quad \text { for } p \geq \alpha
$$

We distinguish three cases, viz. $0<\alpha<1, \alpha=1$ and $1<\alpha<2$. Here we give only a rough description of the behavior of the sample average. The exact formulation will be given in the theorems and remarks in the following chopters. There one can also find the values of the constants $c_{1}(\alpha)$ and $c_{2}(\alpha)$.

## The case $0<\alpha<1$

Theorem 6.2.1 implies that

$$
\liminf _{n \rightarrow \infty} \frac{x_{1}+\ldots+X_{n}}{n^{1 / \alpha}}(2 \log \log n)^{(1-\alpha) / \alpha}=c_{1}(\alpha) \quad \text { a.s. }
$$

Roughly speaking this means that the sample average tends to infinity at least as fast as

$$
c_{1}(\alpha)_{n}^{(1-\alpha) / \alpha}(2 \log \log n)^{-(1-\alpha) / \alpha}
$$

while it approaches this lower bound infinitely often. The results in the theorems 8.1 .1 and 10.2 .1 show that, with probability 1,

$$
\lim _{n \rightarrow \infty} \sup ^{\frac{X_{1}+\ldots+X_{n}}{n^{1 / \alpha}(\log n)^{(1+\varepsilon) / \alpha}}=\left\{\begin{array}{ll}
0 & \text { for } \varepsilon>0 \\
\infty & \text { for } \varepsilon=0
\end{array}, \$\right. \text {, }}
$$

Which implies that the sample average will exceed $n^{(1-\alpha) / \alpha}(\log n)^{1 / \alpha}$ infinitely often. The influence of $\max \left(X_{1}, \ldots, X_{n}\right)$ on the partial sums $X_{1}+\ldots+X_{n}$ is studied by DARLING (1952). It appears that the maximal term is the dominating one in the partial sum. See also theorem 10.2.1.

## The case $\alpha=1$

For this case we find (cf. theorems $6.3 .1,8.1 .1$ and 10.2.1)

$$
\lim _{n \rightarrow \infty} \frac{x_{1}+\ldots+x_{n}}{(2 / \pi) n \log n}=1
$$

and

$$
\lim _{n \rightarrow \infty} \frac{X_{1}+\ldots+X_{n}}{(2 / \pi) n(\log n)^{1+\varepsilon}}= \begin{cases}0 & \text { for } \varepsilon>0 \\ \infty & \text { for } \varepsilon=0\end{cases}
$$

with probability 1.

The case $1<\alpha<2$
Now the random variables have finite expectation. By the law of large numbers, the sample average converges with probability 1 to EX, Because the variance is infinite the classical law of the iterated logarithm does not hold. However, as a consequence of theorem 6.4 .1 we have

$$
\liminf _{n \rightarrow \infty} \frac{X_{1}+\ldots+X_{n}-n E X_{1}}{n^{1 / \alpha}(2 \log \log n)^{(\alpha-1) / \alpha}}=c_{2}(\alpha) \quad \text { a.s. }
$$

and by theorems 8.1 .1 and 10.2 .1 it follows that, with probability 1 ,

$$
\lim _{n \rightarrow \infty} \sup _{n} \frac{X_{1}+\ldots+X_{n}-n E X_{1}}{n^{1 / \alpha}(\log n)^{(1+\varepsilon) / \alpha}}= \begin{cases}0 & \text { for } \varepsilon>0 \\ \infty & \text { for } \varepsilon=0\end{cases}
$$

### 1.2. ORGANIZATION

As explained in section 1.1 stable distributions play an important role in solving our original problem. The definition and basic properties of these distributions will be given in chapter 2. The general theory of stable distributions was initiated by LEVY. For examples and applications we refer to FELIER (1971). In other cases too, we shall refer to this or other recent books, rather than to the original literature. For example, for the proof of theorem 2.1.2 we refer to BILLINGSLEY (1968), even though this theorem was already well-known long before 1968.

The explicit form of a stable distribution function is known only in a few special cases. However, expansions for the tails are known in general. These expansions are given in theorem 2.1.7. Sometimes, we can give an asymptotic expression for one tail of the distribution function of a (non-normal) stable random variable in terms of the tail of a standard normal distribution function. The corresponding random variables are called completely asymmetric. This relation between the tails of the distribution functions will be applied in many places.

There exists an extensive literature on stable random variables and stable processes. Many authors consider only special cases. Thus, there are papers where the stable random variables are assumed to be either symmetrim
cally distributed or positive. Other authors exclude the case $\alpha=1$, because in this case we have to take a shift into consideration. In chapters $4,5,6$ and 8 we shall extend some theorems which are known only for such special cases. In chapter 4 for example, the theorems in the first two sections are known. In view of the techniques applied, it has been conjectured that the theorems in the last two sections would also hold. We prove that this is indeed the case.

As can be seen in the table of contents, many chapters axe divided in four sections, viz. called: the case $\alpha=2$, the case $0<\alpha<1$, the case $\alpha=1$ and the case $1<\alpha<2$. Here $\alpha$ denotes the so-called characteristic exponent of the stable distribution. The reason why we have to consider these cases separately is that the left tail of the distribution function of a completely asymmetric stable random variable differs in these four cases.

In chapter 3 we shall discuss some properties of the Wiener process and other stable processes. In sections $3.3-3.6$ we prove some technical lemmas for the previously mentioned four cases. Section 3.3 deals with the Wiener process. The lemmas for this case were known before. However, in the proofs quantities were used which are not defined for other stable processes. Here we prove these lemmas in such a way that the proofs for the other stable processes follow the same pattern.

In chapters 4 and 5 we establish generalized laws of the iterated logarithm for completely asymmetric stable processes. The cases $\alpha=2$ and $0<\alpha<1$ are already proved in the literature. The case $1 \leq \alpha<2$ for small times can be proved by using the lemmas of sections 3.5 and 3.6 For a Wiener process the theorem for large times easily follows from the theorem for small times. For other stable processes separate proofs are necessary for small times and for large times. These proofs are very similar however. The lemmas in chapter 3 are formulated in such a way that they can be applied directly in the proofs for small times. For that reason the theorems for small times are considered first.

In chapter 6 we prove similar theorems for partial sums of independent and identically distributed completely asymmetric stable random variables. The proofs are partly derived from the theorems of chapter 5 .

The law of the iterated logarithm describes the local behavior of the sample paths near a fixed point. In chapter 7 we establish Hölder-type theom rems for the Wiener process and completely asymmetric stable processes.

Up to this point, we essentially considered only completely asymmetric stable processes or completely asymmetric stable random variables. In chapter 8 we prove laws of the iterated logarithm for arbitrary stable processes and random variables. In the special case of completely asymmetric distribum tions these theorems supplement the results obtained in previous chapters.

Chapter 9 deals with functional laws of the iterated logarithm. In section 9.1 we summarize some results for the Wiener process. In the other sections we derive similar theorems for completely asymmetric stable processes.

As explained in the introduction our starting point was the behavior of the sample average for random variables with infinite moments. Up to chapter 9 we mainly considered stable processes or stable random variables. In section 10.1 we quote results for non-stable random variables with asymptotically normal partial sums. Finally, in section 10.2 we discuss non-stable random variables with asymptotically stable paxtial sums.

### 1.3. ABBREVIATIONS AND CONVENTIONS

Here we explain some conventions and notation which are used throughout this monograph

Asymptotics
$f(t)=O(g(t))$ for $t \rightarrow t_{0}$ if $\left|f(t) g^{-1}(t)\right|$ is bounded in some neighborhood

$$
\text { of } t_{0} ;
$$

$f(t)=O(g(t))$ for $t \rightarrow t_{0}$ if $\lim _{t \rightarrow t_{0}} f(t) g^{-1}(t)=0$;
$f(t) \sim g(t)$ for $t \rightarrow t_{0}$ if $\lim _{t \rightarrow t_{0}} f(t) g^{-1}(t)=1$.

Probability
$(\Omega, F, P)$ denotes a probability triple. $\Omega$ is the sample space, $F$ is a $\sigma$ fijeld of subsets of $\Omega$ and $P$ is a probability measure on $F$. An element of $\Omega$ is denoted by $\omega$. Random variables are denoted by capitals. $X \mathbb{M}$ means: $X$ and $Y$ have the same distribution.

## Functions

Let $f$ be a function on the real line, then

$$
f\left(t_{0}+\right)=\lim _{t \psi t_{0}} f(t) \text { and } f\left(t_{0}-\right)=\lim _{t \uparrow t_{0}} f(t)
$$

The functions $f^{+}$and $f^{-\quad}$ are defined by

$$
\begin{array}{ll}
f^{+}(t)=\max (0, f(t)) & \text { for all real } t \\
f^{-}(t)=\max (0,-f(t)) & \text { for all real } t .
\end{array}
$$

## Abbreviations

| a.s. | almost surely |
| :--- | :--- |
| iff | if and only if |
| i.i.d. | independent and identically distributed |
| i.o. | infinitely often |
| L.I.L. | law of iterated logarithm |
| r.v. | random variable |
| w.p.1 | with probability 1 <br> $\square$ |
|  | end of proof. |

### 1.4. SOME PROBABILITY THEORY

Many theorems in the following chapters are of the type $P\left[A_{n}\right.$ i.o. $]=$ $=0$ or 1 according as some conditions are fullfilled or not. The usual way to prove theorems of this type is to apply the Borel-Cantelli lemma (cf. BREIMAN (1968a)).

LEMMA 1.4.1. Let $A_{1}, A_{2}, \ldots$ be a sequence of events.
a. If $\sum P\left[A_{k}\right]<\infty$ then $P\left[A_{k}\right.$ i.o. $]=0$
b. If the events $\left\{A_{k}\right\}$ are independent and if $\left[P\left[A_{k}\right]=\infty\right.$ then $P\left[A_{k}\right.$ i.o. $]=1$.

Application of this lemma is made difficult by the assumption of independence in part b. One usually constructs a new sequence of independent events out of the given sequence and applies part $b$ to this new sequence. We shall proceed in a different way and use the following extension of part b. The proof of this extension can be found in SPITZER (1964).

LEMMA 1.4.2. If $\sum P\left[A_{k}\right]=\infty$ and

then $P\left[A_{k}\right.$ i. O. $] \geq c^{-1}$.
The following result is well-known (cf. BREIMAN (1968a)).
LEMMA 1.4.3. Let $\mathrm{S}_{1}, \mathrm{~S}_{2}, \ldots$ be successive sums of $i$. i. d. random variables, such that $\max _{1 \leq j<n} P\left[S_{n}-S_{j}<0\right]=c<1$. Then

$$
P\left[\max _{1 \leq j \leq n} S_{j}>x\right] \leq(1-c)^{-1} P\left[S_{n}>x\right] .
$$

In sections 3.3 through 3.6 we prove similar lemmas for stable processes.

Let $(\Omega, F, P)$ be a probability triple and let $\left\{X_{t}\right\}$ be a collection of $r . v . ' s$ indexed by a parameter $t$ in some interval $I \subset \mathbb{R}$. We call this col. lection a stochastic process and write $\{X(t): t \in I\} . F(X(s), 0 \leq s \leq t)$ is the $\sigma$-field spanned by $X(s)$ for $0 \leq s \leq t$. A process $\{X(t): 0 \leq t<\infty\}$ has independent increments if for any $t>0, F(X(t+s)-X(t), s>0)$ is independent of $F(X(s), 0 \leq s \leq t)$. We say that the process has stationary increments if the distribution of $X(t+s)-X(t), s \geq 0$, does not depend on $t$. In the study of sample path properties of stochastic processes (that is the study of $X(., \omega)$ ) we need the following concepts.

DEFINITION 1.4.1. A non-negative random variable $T$ will be called a stopping time if for every $t \geq 0$,

$$
\{T \leq t\} \in F(X(s), 0 \leq s \leq t)
$$

Intuitively, we can say that a stopping time $T$ only depends on the stochastic process up to time T. A process satisfies the strong Markov property if the process starts afresh at any stopping time $T$. To be more precise, let $F(X(s), s \leq T)$ be the $\sigma-f i e l d$ of events $B \in F$ such that $B \cap\{T \leq t\} \in$ $\epsilon F(X(s), s \leq t)$ for all $t \geq 0$. Then the strong Markov property holds if, for any stopping time $\mathbb{T}$, the process $\left\{X_{1}(t): 0 \leq t<\infty\right\}$, defined by

$$
X_{1}(t)=X(T+t)-X(T),
$$

has the same distribution as $\{X(t): 0 \leq t<\infty\}$ and is independent of $F(X(s), s \leq T)$.
1.5. SOME REAL ANALYSIS

A positive function $L_{\text {, }}$ defined on $\left[x_{0}, \infty\right)$ (where $x_{0}$ is some positive real number), is said to be slowly varying at infinity if, for all $t>0$,

$$
\lim _{x \rightarrow \infty} L(t x) L^{-1}(x)=1
$$

An exposition of the theory of slowly varying function con be found in FELLER (1971). The next theorem gives a representation of slowly varying functions. See for proof FELLER (1971).

THEOREM 1.5.1. A function L varies slowly at infinity iff it is of the form

$$
L(x)=a(x) \exp \left(\int_{1}^{x} y^{-1} \varepsilon(y) d y\right),
$$

where $\varepsilon(x) \rightarrow 0$ and $a(x) \rightarrow a \in(0, \infty)$ as $x \rightarrow \infty$.

EXAMPLES
a. $L(x)=(\log x)^{p} \quad$ for $x>1 \quad$ and $p>0$;
b. $L(x)=e^{(\log x)^{p}} \quad$ for $x>1 \quad$ and $0<p<1$;
c. $L(x)=e^{(\log \log x)^{-1} \log x}$ for $x>e$.

Let $f$ be an arbitrary finite real-valued function on some interval $[a, b]$. Let $P=\left\{a=x_{0}<x_{1}<\ldots<x_{n}=b\right\}$ be a partition of $[a, b]$, We define

$$
S_{p}^{+f}=\sum_{i=1}^{n}\left(f\left(x_{i}\right)-f\left(x_{i-1}\right)\right)^{+}
$$

and

$$
S_{p}{ }^{\underline{f}}=\sum_{i=1}^{n}\left(f\left(x_{i}\right)-f\left(x_{i-1}\right)\right)^{-} .
$$

Then

$$
s_{p}^{+f}-s_{p}^{+}=f(b)-f(a) .
$$

We define the positive variation of f over [a,b] (resp. negative variation)
by $V^{+} f(b)=\sup _{p} S_{p}^{+} f\left(\right.$ resp $\left.\cdot V^{-} f(b)=\sup _{p} S_{p}^{-}(f)\right)$. Similarly, for any $t \in[a, b], V^{+} f(t)$ (resp. $V^{-} f(t)$ ) will denote the positive (resp. negative) variation of $f$ over $[a, t]$. If $f$ is of bounded variation over [ $a, b]$ we have

$$
f(t)-f(a)=V^{+} f(t)-V^{-}(t) \quad \text { for all } t \in[a, b]
$$

To conclude we present a short survey of the main properties of nondecreasing functions. For the proofs we refer to the book of SAKS (1964). Let $\lambda$ be the Lebesgue measure on $[0,1]$.

THEOREM 1.5.2. Let $f$ be a finite non-decreasing function on $[0,1]$. Then
a. f may be represented uniquely as $f_{a}+f_{s}$, where $f_{a}$ is absolutely continuous and $f_{s}$ is singular.
b. the pointwise derivative $\dot{f}$ of $f$ exists almost everywhere and is a version of the Radon-Nikodym derivative of $f_{a}$ with respect to $\lambda$.
Note that this implies $\dot{\mathrm{I}}=\dot{\mathrm{f}}_{\mathrm{a}}$.
REMARK 1.5.1. A finite singular non-decreasing function $f$ on $[0,1]$ has the following property. For all $\varepsilon>0$, there exist a finite number of disjoint intervals ( $\left.x_{i}, y_{i}\right], i=1, \ldots, n$, such that

1. $\sum_{i=1}^{n} \lambda\left(x_{i}, y_{i}\right)<\varepsilon$
2. $f$ increases on $\overline{U_{i=1}^{n}\left(x_{i}, y_{i}\right]}$ by less than $\varepsilon$.

Moreover, we can find, for all $\varepsilon>0$, a number $m=m_{f}$ and a set $B_{f}$, which is a union of intervals of the form $\left(j m^{-1},(j+1) m^{-1}\right)$, such that $\lambda\left(\overline{B_{f}}\right)<\varepsilon$ and $f$ increases less than $\varepsilon$ on $B_{f}$.

Let $f$ be an arbitrary finite real-valued function on $[0,1]$. For every positive number $m$ we define the function $\pi_{m} f$ by

$$
\begin{array}{ll}
\pi_{m} f\left(j m^{-1}\right)=f\left(j m^{-1}\right) & \text { for } j=0, \ldots, m \\
\text { and linear on }\left[j m^{-1},(j+1) m^{-1}\right] & \text { for } j=0, \ldots, m-1
\end{array}
$$

The following lemma is an immediate consequence of theorem 1.5.2.b (cf. SAKS (1964)). It may be found in WICHURA (1973), for $m=2^{n}$ and $n \rightarrow \infty$, with a proof based on the martingale convergence theorem.

LEMMA 1.5.1. Let $f$ be a finite non-decreasing function on [0,1]. Then the pointwise derivative of $\pi_{m} f$ converges almost everywhere to $\dot{f}=\dot{f}_{a}$ for $m \rightarrow \infty$.

## CHAPTER 2

## STABLE DISTRIBUTIONS

### 2.1. GENERAL THEORY

In this chapter we summarize the well-known theory of stable distributions. The complete theory of stable distributions has first been given in GNEDENKO-KOLMOGOROV (1954). Most results can also be found in general books on probability, for example BREIMAN (1968a), LUKACS (1970) and especially FELLER (1971) and IBRAGIMOV-LINNIK (1971). For further details we refer to these books.

DEFINITION 2.1.1. The distribution function $F$ is called stable if for each $n$, and i.i.d. random variables $X_{1}, \ldots, X_{n}$ with common distribution function $F$, there exist constants $a_{n}>0$ and $b_{n}$ such that the random variable

$$
\begin{equation*}
a_{n}^{-1}\left(x_{1}+\ldots+x_{n}-b_{n}\right) \tag{2.1.1}
\end{equation*}
$$

has distribution function $F$.

THEOREM 2.1.1. For every stable distribution there exists a unique constont $\alpha \in(0,2]$ such that $a_{n}=n^{1 / \alpha}$.

PROOF. See FELLER (1971). $\square$

The constant $\alpha$ is called the characteristic exponent or index of the stable distribution. If (2.1.1) holds with $b_{n}=0$ the distribution is called strictly stable.

THEOREM 2.1.2. In order that a distribution function $F$ be stable, it is necessary and sufficient that its characteristic function is given by
(2.1.2) $\log f(t)= \begin{cases}i \gamma t-c|t|^{\alpha}\{1-i \beta \operatorname{sign}(t) \tan (\pi \alpha / 2)\} & \text { if } \alpha \neq 1 \\ i \gamma t-c|t|-i \beta(2 / \pi) c t \log |t| & \text { if } \alpha=1 .\end{cases}$
where $\alpha, \beta, \gamma$ and $c$ are real constants with $c \geq 0,0<\alpha \leq 2$ and $|\beta| \leq 1$.

PROOF. See GNEDENKO-KOLMOGOROV (1954).

Here $\alpha$ is the characteristic exponent.
Because $\gamma$ and $c$ merely determine location and scale we shall consider only stable distributions with $\gamma=0$ and $c=1$. Note that by doing so we are excluding the degenerate case $c=0$. From the representation of the characteristic function in theorem 2.1.2 it follows that the distribution function $F$ may be differentiated an arbitrary number of times. Especially it follows that each stable distribution has a continuous density. We shall write $F(. ; \alpha, \beta)$ resp. $p(. ; \alpha, \beta)$ for the distribution function resp. density of a stable law with parameters $\alpha, \beta, \gamma=0$ and $c=1$. Moreover, the choice $\gamma=0$ implies that we consider stable random variables with expectation equal to zero (when it is finite). In case $\beta=0$ the distributions are symmetric. Distributions with $|\beta|=1$ are commonly called completely asymmetric stable distmibutions. In case $0<\alpha<1$ the stable laws with $|\beta|=1$ are onesided, i.e. their support is $[0, \infty)$ in case $\beta=1$ and $(-\infty, 0]$ in case $\beta=-1$. Using theorem 2.1.2 one easily proves the following theorems.

THEOREM 2.1.3. Let $X_{1}, \ldots, X_{n}$ be $i, i, d$ with common distribution function $F(\cdot ; \alpha, \beta)$. Then

$$
x_{1}+\ldots+X_{n} \stackrel{d}{=} n^{1 / \alpha_{X_{1}}} \quad \text { if } \alpha \neq 1
$$

and

$$
X_{1}+\ldots+X_{n}-(2 / \pi) \beta n \log n \stackrel{d}{=} n X_{1} \quad \text { if } \alpha=1
$$

Theorem 2.1.3 implies that the norming constant $b_{n}$ is equal to for $\alpha \neq 1$ and $(2 / \pi) \beta n \log n$ for $\alpha=1$. Because $b_{n}$ may be unequal to zero for $\alpha=1$ the proofs of many theorems for this case are more delicate than for $\alpha \neq 1$. For that reason many authors do not give a detailed investigation of the case $\alpha=1$.

THEOREM 2.1.4. Let $X_{1}$ and $X_{2}$ be $i . i . d_{\text {. with common distribution function }}$ $F(. ; \alpha, \beta)$. Then for arbitrary positive $s$ and $t$
and

$$
s X_{1}+t X_{2} \xlongequal{d}(s+t) X_{1}+(2 / \pi) \beta\{(s+t) \log (s+t)-s \log s-t \log t\} \text { if } \alpha=1
$$

THEOREM 2.1.5. Let X be a rondom variable with distribution function $F(. ; \alpha, \beta)$.
 function $F(0 ; \alpha, 1)$ such that:
in case $\alpha \neq 1$

$$
\mathrm{x} \stackrel{\mathrm{~d}}{=} \mathrm{pY} Y_{1}-\mathrm{qY}_{2}
$$

where $p, q>0, p^{\alpha}+q^{\alpha}=1$ and $p^{\alpha}-q^{\alpha}=\beta$;
and in case $\alpha=1$

$$
X \stackrel{d}{=} p Y_{1}+(2 / \pi) p \log p-q Y_{2}-(2 / \pi) q \log q_{3}
$$

where $p, q>0, p+q=1$ and $p-q=\beta$.

EXAMPLES. There are three cases where $p(. ; \alpha, \beta)$ is known explicitly.

1. Normal distribution $f(t)=e^{-t^{2}} \quad p(x ; 2,0)=2 \pi^{-\frac{1}{2}} e^{-x^{2}}$
2. Cauchy distribution $f(t)=e^{-|t|} p(x ; 1,0)=\pi^{-1}\left(x^{2}+1\right)^{-1}$.
3. 

$$
f(t)=e^{-\sqrt{2 i t}} p\left(x ; \frac{1}{2}, 1\right)=\left(2 \pi x^{3}\right)^{-\frac{1}{2}} e^{-\frac{1}{2 x}} \text { for } x>0 .
$$

Let $X$ be a r.v. with distribution function $F\left(. ; \frac{1}{2}, 1\right)$ and let $U$ be a $r . v$. with the standard normal distribution. Then there exists the following relam tion between these random variables.

$$
(2.1 .3) \quad X \stackrel{d}{=} U^{-2}
$$

ZOLOTAREV (1966) has given integral representations of distribution functions of stable laws. In the following theorem we give the expansions of the densities in the tails of the stable distributions. Because $1-F(-x ; \alpha, \beta)=F(x ; \alpha,-\beta)$ or $p(-x ; \alpha, \beta)=p(x ; \alpha,-\beta)$ it is no restriction to as $-\cdots$ sume $\beta \geq 0$. A complete summary of the asymptotic formulas for stable densities has first been given by SKOROHOD (1961). The proofs are also given in the book of IBRAGIMOV and LINNIK (1971). Table 1 and theorem 2.1.6 give the expansions for both tails.

TABIE 1

|  | $\beta=1$ |  |  | $0 \leq \beta<1$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0<\alpha<1$ | $x+0$ IV | $x \rightarrow \infty$ | I | $x \rightarrow-\infty$ | $I^{*}$ | $x \rightarrow \infty$ | I |
| $\alpha=1$ | $x \rightarrow-\infty \quad V$ | $\mathrm{x} \rightarrow \infty$ | II | $x \rightarrow-\infty$ | II* | $x \rightarrow \infty$ | II |
| $1<\alpha<2$ | $x \rightarrow-\infty$ VI | $x \rightarrow \infty$ | III | $x+\cdots \infty$ | III* | $x \rightarrow \infty$ | III |
| $\alpha=2$ | $x \rightarrow-\infty$ | VII |  |  |  | $x \rightarrow \infty$ |  |

THEOREM 2.1.6.
I. $p(x ; \alpha, \beta)=\frac{1}{\pi x} \sum_{n=1}^{\infty} A_{n} x^{-\alpha n} \quad$ for $x>0$,
where
(2.1.4) $\quad A_{n}=\frac{(-1)^{n+1} \Gamma(n \alpha+1)}{n!}\left(1+\beta^{2} \tan ^{2}(\pi \alpha / 2)\right)^{n / 2} \sin n[(\pi \alpha / 2)+$ $+\arctan (\beta \tan (\pi \alpha / 2))]$.
II. $p(x+(2 / \pi) \beta \log x ; 1, \beta)=\frac{1}{\pi x} \sum_{n=1}^{N} A_{n} x^{-n}+O\left(x^{-N-2}\right)$ for $x \rightarrow \infty$, where
(2.1.5) $\quad A_{n}=\frac{1}{n!} \operatorname{Im} \int_{0}^{\infty} e^{-t} t^{n}(i+i \beta-(2 / \pi) \beta \log t)^{n} d t$.
III. $p(x ; \alpha, \beta)=\frac{1}{\pi x} \sum_{n=1}^{N} A_{n} x^{-\alpha n}+O\left(x^{-(N+1) \alpha-1}\right)$
for $x \rightarrow \infty$
where $A_{n}$ is given by (2.1.4).
IV. $p(x ; \alpha, 1)=(2 / \alpha)^{\frac{1}{2}}(2 \pi)^{-\frac{1}{2}}(2 B(\alpha))^{\frac{1}{2}}(\lambda(\alpha) / 2)^{\frac{1}{2}} x^{-1-\lambda(\alpha) / 2}$.

$$
\cdot e^{-B(\alpha) x^{-\lambda(\alpha)}}\left[1+O\left(x^{\frac{\lambda(\alpha)}{2}}-\varepsilon\right)\right]
$$

where
$(2.1 .6) \quad \lambda(\alpha)=\alpha(1-\alpha)^{-1}$
and
$(2.1 .7) \quad B(\alpha)=(1-\alpha) \alpha^{\frac{\alpha}{1-\alpha}}(\cos (\pi \alpha / 2))^{-\frac{1}{1-\alpha}}$.
V. $p(-x ; 1,1)=2^{\frac{1}{2}}(\pi / 4)\left(\frac{2}{\sqrt{\pi e}}\right) \exp \left\{(\pi x / 4)-(2 / \pi e) e^{\frac{\pi}{2^{2}}}\right\}$.

$$
\cdot\left\{1+O\left(e^{-\frac{\pi}{4} x(1-\varepsilon)}\right)\right\}
$$

for $\mathrm{x} \rightarrow \infty$ 。
VI. $\mathrm{p}(-\mathrm{x} ; \alpha, 1)=(2 \alpha)^{\frac{1}{2}}(2 \pi)^{-\frac{1}{2}}(2 B(\alpha))^{\frac{1}{2}}(\lambda(\alpha) / 2)^{\frac{1}{2}} \mathrm{X}^{-1-\lambda(\alpha) / 2}$.

$$
=e^{-B(\alpha) x^{-\lambda(\alpha)}}\left[1+O\left(x^{\frac{\lambda(\alpha)}{2}+\varepsilon}\right)\right] \quad \text { for } x \rightarrow \infty
$$

where $\lambda(\alpha)$ is defined by (2.1.6) and
$(2.1 .8) \quad B(\alpha)=(\alpha-1) \alpha^{\frac{\alpha}{\alpha-1}}|\cos (\pi \alpha / 2)|^{\frac{1}{\alpha-1}}$.
VII. $p(x ; 2,0)=\frac{1}{2 \sqrt{\pi}} e^{-x^{2} / 4} \quad$ for all $x$

The formulas in the cases marked by asterisks can be derived from the corresponding formulas without asterisks by the substitution of -x for x and - $\beta$ for $\beta$.

REMARK 2.1.1. By using Stirling's formula one easily finds a convergent majorant of the series in theorem 2.1.6 part I. Note that the series
$\frac{1}{\pi x} \sum_{n=1}^{\infty} A_{n} x^{-\alpha n}$ in part III of theorem 2.1.6 is divergent. FELLER (1971) and BERGSTRÖM (1952) have given a convergent series expansion for this part of theorem 2.1.6. See for example FELLER (1971). IBRAGIMOV and LINNIK (1971) give more terms in the asymptotic expansions of the left tail of the completely asymmetric stable distributions (the cases IV, V and VI).

From the expansions in theorem 2.1 .6 we can deduce the following estimates for the tails of the distribution function. Table 1 and theorem 2.1.7 give a summaxy of the expansions of the tails of $F(. ; \alpha, \beta)$.

THEOREM 2.1.7. Let $U$ be the standard normal random variable.
I. II and III.

$$
1-F(x ; \alpha, \beta) \sim \frac{A_{1}}{\pi \alpha} x^{-\alpha} \quad \text { for } x \rightarrow \infty,
$$

where $A_{1}$ is given by (2.1.4) if $\alpha \neq 1$ and by $(2.1 .5)$ if $\alpha=1$.
IV. $F(x ; \alpha, 1) \sim(2 / \alpha)^{\frac{1}{2}} P\left[U \geq(2 B(\alpha))^{\frac{1}{2}} \mathrm{x}^{-\frac{\alpha}{2(1-\alpha)}}\right]$
for $x+0$,
where $B(\alpha)$ is given by $(2,1.7)$.
V. $F(x ; 1,1) \sim 2^{\frac{1}{2}} P\left[U \geq 2(\pi e)^{-\frac{1}{2}} e^{-\pi x / 4}\right] \quad$ for $x \rightarrow-\infty$.
VI. $F(x ; \alpha, 1) \sim(2 \alpha)^{\frac{1}{2}} \mathrm{P}\left[\mathrm{U} \geq(2 B(\alpha))^{\frac{1}{2}}(-x)^{\left.\frac{\alpha}{2(\alpha-1)}\right]} \quad\right.$ for $x \rightarrow-\infty$.
VII. $F(x ; 2,0)=P\left[2^{\frac{1}{2}} U \geq-x\right] \sim \pi^{-\frac{1}{2}}(-x)^{-1} e^{-x^{2} / 4} \quad$ for $x \rightarrow-\infty$.

The formulas in the cases marked by asterisks can be derived as in theorem 2.1.6.

PROOF. The parts I up to VI easily follow from theorem 2.1.6 by straightforward integration. Part VII is the well-known estimate for the tail of the standard normal distribution function. A proof of this estimate is given in FELLER (1957).

With these estimates the following lemma is easily proved.
LEMMA 2.1.1. Let X be a random vamiable with distribution function $\mathrm{F}(\cdot ; \alpha, \beta)$. Then

$$
E|X|^{a}<\infty \quad \text { for all } a<\alpha
$$

and

$$
E|X|^{a}=\infty \quad \text { for all } a \geq \alpha
$$

We shall make frequent use of the following property of the tail of the standard normal distribution function.

LEMMA 2.1.2. Let $U$ be a standard normal random variable. Then for all a

$$
P[U \geq x+a / x] \sim e^{-a} P[U \geq x] \quad \text { for } x \rightarrow \infty \text {. }
$$

### 2.2. DOMAINS OF ATTRACTION

Let $X_{1}, X_{2}, \ldots$ be a sequence of i.i.d. random variables with cormon dism tribution function $F$.

DEFINITION 2.2.1. The distribution function $F$ belongs to the domain of attraction of a non-degenerate distribution function $G$ if there exist norming constants $a_{n}>0, b_{n}$ such that the distribution of $a_{n}^{-1}\left(X_{1}+\ldots+X_{n}-b_{n}\right)$ con... verges weakly to $G$.

We say a random variable belongs to the domain of attraction of a non-degenerate distribution $G$ if its distribution function does.

THEOREM 2.2.1. Only stable distribution functions have non-empty domains of attraction.

PROOF. See IBRAGIMOV and LINNIK (1971).

NOTATION. By appropriate choice of the norming constants $a_{n}$ and $b_{n}$ we may consider the stable distributions with $\gamma=0$ and $c=1$ only. We write $F$ (or $X) \in D(\alpha, \beta)$.

The following criterion can be used for determining whether a distribum tion function $F$ is in the domain of attraction of a stable law.

THEOREM 2.2.2. $F \in \mathcal{D}(\alpha, \beta)$ iff
either $\alpha=2$ and

$$
\int_{|y| \leq x} y^{2} d F(y) \quad \text { is slowly varying at infinity }
$$

or $0<\alpha<2$ and both
(i) $x^{\alpha}[1-F(x)+F(-x)]=L(x)$ with $L(x)$ slowly varying at infinity
(ii) $\frac{F(-x)}{1-F(x)+F(-x)} \rightarrow \frac{1-\beta}{2}$ as $x \rightarrow \infty_{\text {. }}$

PROOF. See IBRAGIMOV and LINNIK (1971).

Let $F \in \mathcal{D}(\alpha, \beta)$. Then $a_{n}$ must satisfy one of the following conditions. In case $\alpha=2$
(2.2.1)

$$
\frac{n \int_{|x| \leq a_{n}} x^{2} d F(x)}{a_{n}^{2}} \longrightarrow \frac{1}{2^{3}}
$$

in case $0<\alpha<1$
(2.2.2) $\frac{n L\left(a_{n}\right)}{a_{n}^{\alpha}} \longrightarrow \Gamma(1-\alpha) \cos (\pi \alpha / 2)$,
in case $\alpha=1$
(2.2.3) $\frac{n L\left(a_{n}\right)}{a_{n}} \longrightarrow \frac{2}{\pi}$
and in case $1<\alpha<2$
(2.2.4) $\frac{n I\left(a_{n}\right)}{\varepsilon_{n}^{\alpha}} \rightarrow \frac{\Gamma(2-\alpha)}{\alpha-1}\left|\cos \left(\frac{\pi \alpha}{2}\right)\right|$.

The other norming constant $b_{n}$ may be chosen as follows:

$$
b_{n}= \begin{cases}0 & \text { for } 0<\alpha<1 \\ n a_{n} \int_{-\infty}^{+\infty} \sin \left(x / a_{n}\right) d F(x) & \text { for } \alpha=1 \\ n \int_{-\infty}^{+\infty} x d F(x) & \text { for } 1<\alpha<2\end{cases}
$$

In all cases it follows that $a_{n}=n^{1 / \alpha_{n}(n)}$, where $h$ is slowly varying at in finity.

DEFINITION 2.2.2. A distribution function $F$ (or a $r . v$. X with distribution function $F$ ) belongs to the domain of normal attraction of a stable law with characteristic exponent $\alpha(0<\alpha \leq 2)$ if it belongs to its domain of attraction with $a_{n}=n^{1 / \alpha} h(n)$ where $h$ has a non-zero finite limit for $n \rightarrow \infty$ 。

NOTATION $F($ or $X) \in D_{N}(\alpha, \beta)$.
REMARK 2.2.1. One can give necessary and sufficient conditions in terms of characteristic functions in order that a random variable belongs to the do-
main of attraction of a stable law. See BELKIN (1968) and IBRAGIMOV and LINNIK (1971).

REMARK 2.2.2. Let $X_{1}, X_{2}, \ldots$ be i.i.d. $\in \mathcal{D}_{N}(\alpha, \beta)$ wi.th $\alpha \neq 1,2 . \operatorname{CRAMER}$ (1963) has shown that, under some restrictions on the tails of the distribution function of $X_{1}$,

$$
\left|P\left[a_{n}^{-1}\left(x_{1}+\ldots+x_{n}-b_{n}\right) \leq x\right]-F(x ; \alpha, \beta)\right|=0\left(n^{-1 / \alpha}\right) \quad \text { for } n \rightarrow \infty
$$

uniformly in $x$.
REMARK 2.2.3. Let $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ be positive i.i.d. random variables with

$$
\text { (2.2.5) } P\left[x_{1} \geq x\right]=L(x) x^{-\alpha} \quad \text { for } x \geq x_{0}>0 \text { and } \alpha \neq 1,2 \text {, }
$$

where L is a continuous slowly varying function. By theorem 2.2.2 it follows that $X_{1} \in \mathcal{D}(\alpha, 1)$. By (2.2.2) and (2.2.4) we can take $a_{n}$ such that

$$
\text { (2.2.6) } \quad a_{n}^{\alpha} \Gamma(1-\alpha) \cos (\pi \alpha / 2)=n L\left(a_{n}\right) \quad \text { for } 0<\alpha<1
$$

and
(2.2.7) $\quad a_{n}^{\alpha} r(2-\alpha)|\cos (\pi \alpha / 2)|=(\alpha-1) n L\left(a_{n}\right) \quad$ for $1<\alpha<2$.

LIPSCHUTZ (1956a) proved the following large deviations result. Let $r(n)$ tend to infinity with n and
(2.2.8) $\quad(\log n)^{1 m \delta}=O(r(n)) \quad$ for any $\delta>0$.

Assume that the function $L(x)$ in (2.2.5) satisfies the following relation
(2.2.9) $\quad \frac{L(n x)}{L(n)}=1+\frac{I_{1}(x, n)}{r(n)}+\frac{I_{2}(x, n)}{r(n)^{2}}+o\left(\frac{I_{2}(x, n)}{r(n)^{2}}\right) \quad$ for $n \rightarrow \infty$
for
(2.2.10) $r(n)^{-2} \leq x<x(n)^{3 / \alpha}$,
where $I_{1}(x, n)$ and $I_{2}(x, n)$ are $O\left(r(n)^{\varepsilon}\right)$ for any $\varepsilon>0$. Take any $\varepsilon \in(0,2)$ and let for $n \rightarrow \infty$

$$
x_{n}+0, \quad x_{n}>\left(B(\alpha) /(2-\varepsilon) \log r\left(a_{n}\right)\right)^{\frac{1-\alpha}{\alpha}} \quad \text { for } 0<\alpha<1
$$

and

$$
x_{n} \rightarrow-\infty, \quad\left|x_{n}\right|<\left((2-\varepsilon) \log r\left(a_{n}\right) / B(\alpha)\right)^{\frac{\alpha-1}{\alpha}} \quad \text { for } 1<\alpha<2
$$

Then in case $0<\alpha<1$
(2.2.11) $P\left[\varepsilon_{n}^{-1}\left(X_{1}+\ldots+X_{n}\right) \leq x_{n}\right] \sim(2 / \alpha)^{\frac{1}{2}} P\left[U \geq(2 B(\alpha))^{\frac{1}{2}} x_{n}^{-\frac{\alpha}{2(1-\alpha)}}\right]$,
where $B(\alpha)$ is defined by (2.1.7)
and in case $1<\alpha<2$
(2.2.12) $P\left[a_{n}^{-1}\left(X_{1}+\ldots+X_{n}-E X_{1} \cdots \cdots E X_{n}\right) \leq x_{n}\right] \sim$

$$
\sim(2 \alpha)^{\frac{1}{2}} P\left[U \geq(2 B(\alpha))^{\frac{1}{2}}\left(-x_{n}\right)^{\left.\frac{\alpha}{2(\alpha-1)}\right]}\right.
$$

where $B(\alpha)$ is defined by $(2,1,8)$.
In chapter 10 we shall discuss LIPSCHUTZ's result and give an interpretation of the assumption (2.2.9) for the function J .

## CHAPTER 3

## STABLE PROCESSES

In the first two sections of this chapter we shall give the definition and some properties of the Wiener process and other stable processes. In the next sections we prove some technical lemmas. Because we make use of the expansions given in theorem 2.1.7 we have to distinguish the four cases $\alpha=2$, $0<\alpha<1, \alpha=1$ and $1<\alpha<2$.

### 3.1. THE WIENER PROCESS

There exist several constructions of the Wiener process. In this section we give two of these. See ITO and McKEAN (1965) for other constructions.

DEFINITION 1.3.1. $\{W(t): 0 \leq t<\infty\}$ is called a Wiener process or Brownion motion on a probability triple $(\Omega, F, P)$ if
(a) $W:[0, \infty) \times \Omega \rightarrow \mathbb{R}$;
(b) $W(0, \omega)=0$ for each $\omega$;
(c) $W(t, 0)$ is $F$-measurable for each $t ;$
(d) for $0<t_{1}<t_{2}<\ldots<t_{n}$, the increments
$W\left(t_{1}\right), W\left(t_{2}\right)-W\left(t_{1}\right), \ldots, W\left(t_{n}\right)-W\left(t_{n-1}\right)$
are independent and normally distributed, with means 0 and variances
$t_{1}, t_{2}-t_{1}, \ldots, t_{n}-t_{n-1}$.

According to Kolmogorov's consistency theorem, there is such a process on a suitably chosen probability triple. We shall always take $\{W(t): 0 \leq t<\infty\}$ to be a separable version. This implies the existence of a set $\Omega_{0}$ with $P\left[\Omega_{0}\right]=1$ such that $W(., \omega)$ is continuous on $\Omega_{0}$. (See FREEDMAN (1971) or BREIMAN (1968a).)

Let $C[0, \infty)$ be the set of real-valued continuous functions on $[0, \infty)$. We endow $C[0, \infty)$ with the metrizable topology of local uniform convergence. $C[0, \infty)$ denotes the smallest $\sigma=$ field $^{\infty}$ containing all open sets in $C[0, \infty)$. Consider the following mapping

$$
h: \Omega_{0} \rightarrow C[0, \infty)
$$

defined by $h(\omega)=W(., \omega)$. This mapping is measurable and defines a probability measure $\mathrm{Ph}^{-1}$ on ( $\mathrm{C}[0, \infty), C[0, \infty)$ ). This probability measure is called the Wiener measure $\mathrm{P}_{2,0^{\circ}}$

Let $C[0,1]$ be the set of all real-valued continuous functions on the interval $[0,1]$. The natural topology for $C[0,1]$ is the sup-norm topology. $C[0,1]$ denotes the smallest o-field containing all open sets in C[0,1]. BILLINGSLEY (1968) gives another construction of the Wiener measure on ( $C[0,1], C[0,1]$ ). Let $U_{1}, U_{2}, \ldots$ be i.i.d. with a standard normal distribution (on some ( $\Omega, F, P$ )). Define the random function

$$
\begin{equation*}
U_{n}(t, \omega)=n^{-\frac{1}{2}}\left(U_{1}(\omega)+\ldots+U_{[n t]}(\omega)\right)+n^{-\frac{1}{2}}(n t-[n t]) U_{[n t]+1}(\omega) . \tag{3.1.1}
\end{equation*}
$$

Let $P_{n}$ be the distribution of the random function $U_{n}$ on C. Then BILLINGSLEY (1968, theorem 9.1) proves that the sequence $\left\{P_{n}\right\}$ converges weakly to a limit and that this limit coincides with the Wiener measure $P_{2,0}$ on ( $C[0,1], C[0,1]$ ). Let $W$ be a measurable mapping from some ( $\Omega, F, P$ ) to (C[0,1],C[0,1]) with the property

$$
P[\{\omega: W(\omega) \in A\}]=P_{2,0}[A] \quad \text { for } A \in C[0,1]
$$

Denote the value at $t$ of $W(\omega)$ by $W(t, \omega)$. Then $\{W(t): 0 \leq t \leq 1\}$ is a Wiener process on [ 0,1$]$ with continuous paths.

In a similar fashion WHITr (1970a) proves the existence of the Wiener measure on (C[0, $\infty$ ), $C[0, \infty)$ ).

PROPERTIES. Let $\{W(t): 0 \leq t<\infty\}$ be a Wiener process, then so are

1. $\{-W(t): 0 \leq t<\infty\}$
2. $\{W(t+\tau)-W(\tau): 0 \leq t<\infty, \tau(f i x e d)>0\}$
3. $\left\{t W\left(t^{-1}\right): 0 \leq t<\infty\right\}$
4. $\left\{c^{-\frac{1}{2}} W(c t): 0 \leq t<\infty\right.$, $c$ (fixed) $\left.>0\right\}$
5. $\left\{W\left(t_{1}\right)-W\left(t_{1}-t\right): 0 \leq t \leq t_{1}\right.$ (fixed) $\}$

The proofs of these properties are easy.
THEOREM 3.1.1. Let $\{W(t): 0 \leq t<\infty\}$ be $a$ Wiener process. Then
a. The strong Markov property holds
b. For almost all $\omega$ the function $\mathrm{W}(., \omega)$ is nowhere differentiable and of unbounded variation on every interval.

PROOF. BREIMAN (1968a).
THEOREM 3.1.2. Let $\{W(t): 0 \leq t \leq 1\}$ be a Wiener process. Then for $x \geq 0$

```
P[\operatorname{max}}\textrm{W}(t)\geqx]=2 P[W(1)\geqx].
    0\leqt\leq1
```

PROOF. BILLINGSLEY (1968).
There exists an extensive literature on the Wiener process. See for example FREEDMAN (1971) and ITO and McKEAN (1965). We shall give other properties of the Wiener process in the following chapters. In these chapters we consider the local behavior of the sample path $W(t, \omega)$ for small and large values of $t(L . I . L$.$) , a Hölder-type theorem and Strassen's theorem.$

### 3.2. STABLE PROCESSES

One may give constructions of stable processes analogous to the ones for the Wiener process. Let X be a random variable with distribution function $F(. ; \alpha, \beta), 0<\alpha<2$ and $|\beta| \leq 1$.

DEFINITION 3.2.1. $\{X(t): 0 \leq t<\infty\}$ is called a stable process on a probability space $(\Omega, F, P)$ if
(a) $\mathrm{X}:[0, \infty) \times \Omega \rightarrow \mathbb{R}$;
(b) $X(0, \omega)=0$ for each $\omega$;
(c) $X(t, 0)$ is $F-$ measurable for each $t$;
(d) for $0<t_{1}<t_{2}<\ldots<t_{n^{3}}$, the increments
$x\left(t_{1}\right), X\left(t_{2}\right)-X\left(t_{1}\right), \ldots, X\left(t_{n}\right)-x\left(t_{n-1}\right)$
are independent and
in case $\alpha \neq 1,2$ they are distributed like
$t_{1}^{1 / \alpha} x_{2}\left(t_{2}-t_{1}\right)^{1 / \alpha} x_{3} \ldots\left(t_{n}-t_{n-1}\right)^{1 / \alpha} x$
in case $\alpha=1$ they are distributed like

$$
t_{1} x+(2 / \pi) \beta t_{1} \log t_{1} \ldots,\left(t_{n}-t_{n-1}\right) X+(2 / \pi) \beta\left(t_{n}-t_{n-1}\right) \log \left(t_{n}-t_{n-1}\right) .
$$

REMARK 3.2.1. Condition (d) in definition 3.2 .1 may be replaced by the conditions
$\left(\mathrm{d}_{1}\right)\{\mathrm{X}(\mathrm{t}): 0 \leq t<\infty\}$ has stationary and independent increments
and

```
\(\left(d_{2}\right) x(t) \stackrel{d}{=} t^{1 / \alpha} X \quad\) for \(\alpha \neq 1,2\)
    \(\underset{( }{a} \mathrm{X}+(2 / \pi) \beta t \log t \quad\) for \(\alpha=1\).
```

Let $D[0, \infty)$ be the set of real-valued functions on $[0, \infty)$ which are rightcontinuous and have finite left-hand limits. Then there exists a version of $\{X(t): 0 \leq t<\infty\}$ with all sample paths in $D[0, \infty)$ (cf. BREIMAN (1968a)). One may construct the stable measure $P_{\alpha, \beta}$ (with $0<\alpha<2$ and $|\beta| \leq 1$ ) on $D[0, \infty$ ) just as $\mathrm{P}_{2,0}$ is constructed on $\mathrm{C}[0, \infty)$ in section 3.1 .

We now give a construction of the stable measure similar to Billings.ley's construction of the Wiener measure. Let $D[0,1]$ be the set of realvalued functions on $[0,1]$ which are right-continuous and have finite left-hand limits. SKOROHOD (1956) has defined several topologies on D[0,1]. In appendix 1 we shall give the definitions of two topologies, viz. the $J_{1}-$ and $M_{1}$-topology. Let $D[0,1]$ be the $\sigma$-field of Borel-sets for the $J_{1}$-topology.

Let $X_{1}, X_{2}, \ldots$ be i.i.d. with common distribution $F(0 ; \alpha, \beta)$. Define the sequence of random elements $X_{n}(t)$ of $D[0,1]$ by

$$
\begin{aligned}
X_{n}(t)=n^{-1 / \alpha}\left(X_{1}+\ldots+X_{[n t]}\right) & \text { if } \alpha \neq 1 \\
n^{-1}\left(X_{1}+\ldots+X_{[n t]}-(2 / \pi) \beta[n t] \log n\right) & \text { if } \alpha=1
\end{aligned}
$$

By SKOROHOD (1957, theorem 2.7) the distribution of $X_{n}$ converges weakly under the $J_{1}$-topology to a limit and this limit coincides with the stable measure $\mathbb{P}_{\alpha, \beta}$.

Both the $J_{1}-$ and $M_{1}$-topologies can be generalized to topologies on $D[0, \infty)$. See for example STONE (1963) and WHITT (1970b). Then we can prove the existence of the stable measure on $\mathrm{D}[0, \infty)$ in a similar way.

For $0<\alpha<1$ and $\beta=1$ we shall give another construction for the stable process. Let $X_{1}, X_{2}, \ldots$ be i.i.d. random variables with common distribum tion function $F$, and let $\{Y(t): 0 \leq t<\infty\}$ be a Poisson process with para. meter $\lambda>0$ and independent of the random variables $X_{k}, k=1,2, \ldots$. Define the process $\{\tilde{\mathrm{X}}(\mathrm{t}): 0 \leq \mathrm{t}<\infty\}$ by

$$
\tilde{X}(t)=X_{1}+\ldots+X_{Y(t)}
$$

In other words: denote the jump points of the Poisson process by $\mathbb{T}_{1}, \mathbb{T}_{2}, \ldots$,
let the process $\tilde{X}(t)$ have a jump of height $X_{1}$ at time $\mathbb{T}_{1}$, height $X_{2}$ at time $\mathrm{T}_{2}$ etc. and be constant between two successive jump points. The process $\{\tilde{\mathrm{X}}(\mathrm{t}): 0 \leq t<\infty\}$ is called a compound Poisson process. Then

$$
\mathbb{E} e^{i u \tilde{X}(t)}=\exp \left\{\lambda t \int_{0}^{\infty}[\exp (i u x)-1] d F(x)\right.
$$

The stable process $\{x(t): 0 \leq t<\infty\}$ with $\alpha \in(0,1)$ and $\beta=1$ satisfies

$$
E e^{i u X(t)}=\exp \left\{m t \int_{0}^{\infty}[\exp (i u x)-1] \frac{d x}{x^{1+\alpha^{2}}}\right.
$$

with $m=\alpha\{\Gamma(1-\alpha) \sin (\pi \alpha / 2)\}^{-1}$, corresponding to the choice $\lambda d F(x)=m x^{-1-\alpha} d x$. For more details of this construction we refer to the book of BREIMAN (1968a). We see from this construction that the sample paths of $X(t)$ are non-decreasing pure jump functions. Thus $\mathrm{X}(\mathrm{t})$ has only upward jumps and between two successive jumps the sample paths are constant.

THEOREM 3.2.1. Let $\{X(t): 0 \leq t<\infty\}$ be a stable process ( $0<\alpha<2$ and $|\beta| \leq 1$ ). Then
a. The strong Markov property holds
b. There are no fixed discontinuities.

PROOF. BREIMAN (1968a).
Stable processes with $|\beta|=1$ are called completely asymmetric. Processes with $\beta=1$ (resp. $\beta=-1$ ) have only positive (resp. negative) jumps. In case $\beta=0$ the stable processes are symmetric. (See also property 1 below.) The completely asymmetric stable process with $\alpha=\frac{1}{2}$ and $\beta=1 \mathrm{can}$ be obtained from the Wiener process in the following way.

THEOREM 3.2.2. Let $\{W(t): 0 \leq t<\infty\}$ be a Wiener process. Define $X(t)=$ $=\min \{\mathrm{v}: \mathrm{W}(\mathrm{v})=\mathrm{t}\}$ 。Then $\{\mathrm{X}(\mathrm{t}): 0 \leq \mathrm{t}<\infty\}$ is a completely asymmetric stable process with $\alpha=\frac{1}{2}$ and $\beta=1$. PROOF. See ITO and McKEAN (1965).

PROPERTIES. Let $\{\mathrm{X}(\mathrm{t}): 0 \leq \mathrm{t}<\infty\}$ be a stable process with parameters $\alpha$ and 3 . Then

1. $\{-X(t): 0 \leq t<\infty\}$ is a stable process with parcometers $\alpha$ and $-B$.
2. $\{X(t+\tau)-X(\tau): 0 \leq t<\infty$, $\tau$ (fixed) $>0\}$ is a stable process with parameters $\alpha$ and $\beta$.
3. In case $\alpha \neq 1$

$$
t^{1 / \alpha} x\left(t^{-1}\right) \stackrel{d}{=} t^{-1 / \alpha} X(t)
$$

for $t>0$.
In case $\alpha=1$

## $\frac{X\left(t^{-1}\right)-(2 / \pi) \beta t^{-1} \log t^{-1}}{t^{-1}} \xlongequal{d} \frac{X(t)-(2 / \pi) \beta t \log t}{t}$

for $t>0$.
4. For $\alpha \neq 1$
$\left\{\mathrm{c}^{-1 / \alpha} \mathrm{X}(\mathrm{ct}): 0 \leq t\langle\infty, c\rangle 0\right\}$ is a stable process with parcometers $\alpha$ and $\beta$.
for $\alpha=1$
$\left\{\mathrm{c}^{-1} \mathrm{X}(\mathrm{ct})-(2 / \pi)\right.$ Btlog $\mathrm{c}: 0 \leq \mathrm{t}\langle\infty, \mathrm{c}>0\}$ is a stable process with parameters $\alpha=1$ and $\beta$.
5. $\left\{X\left(t_{1}\right)-X\left(\left(t_{1}-t\right)-\right): 0 \leq t \leq t_{1}(f i x e d)\right\}$ is a stable process with parameters $\alpha$ and $\beta$. (We define $\mathrm{X}(0-)=0$.)

### 3.3. SOME LEMMAS FOR THE CASE $\alpha=2$

In this section we consider the Wiener process $\{W(t): 0 \leq t<\infty\}$. We shall prove some lemmas, which are the tools in the proofs of the theorems in the following chapters (in the case $\alpha=2$ ). Consider two intervals of length $t$ and $t^{\prime}$ as below.


Let $t^{\prime} \leq t$, denote the length of their intersection by $\Delta$ and suppose that $0<\Delta<t$. Then we have
(3.3.1)
$0<\Delta \leq t^{i} \leq t$
and
(3.3.2)
$\Delta<t$.

Let $\phi$ be a non-negative, continuous and non-increasing function on ( $0, \infty$ ).
We shall give bounds for the probability

$$
P_{I}=P\left[W(t) \leq-t^{\frac{1}{2}} \phi(t) \wedge W\left(t-\Delta+t^{\prime}\right)-W(t-\Delta) \leq-\left(t^{\prime}\right)^{\frac{1}{2}} \phi\left(t^{\prime}\right)\right] .
$$

We distinguish three cases, which are - roughly speaking - characterized by

1. $\Delta / t$ near 0 3
2. $\Delta / t$ bounded away from 0 and 1 ,
3. $\Delta / t$ near 1.

Define the function $\psi$ by
(3.3.3)

$$
\psi\left(t^{-1}\right)=\phi(t)
$$

$U$ is a standard normal random variable.
LEMMA 3.3.1. Let $\phi(\mathrm{s}) \rightarrow \infty$ for $\mathrm{s} \rightarrow 0$. For all positive $\varepsilon$ there exist positive constants $t_{0}$ and $\delta$ such that

$$
P_{I} \leq(1+\varepsilon) P[U \leq-\phi(t)] P\left[U \leq-\phi\left(t^{\prime}\right)\right]
$$

for all $\Delta$, $t^{\prime}$, $t$ satisfying $(3.3 .1),(3.3 .2), t \leq t_{0}$ and $\Delta t^{-1} \psi^{2}(1 / t) \psi^{2}\left(1 / t^{2}\right) \leq$ $\leq \delta$, where $\psi$ is defined by (3.3.3).
PROOF. Take $\varepsilon>0$ and $c$ a positive number smaller than $\log (1+\varepsilon)$.

$$
\begin{aligned}
& P_{I}=P[W(t) \leq-t^{\frac{1}{2}} \phi(t) \wedge W\left(t-\Delta+t^{\prime}\right)-W(t-\Delta) \leq-\left(t^{\prime}\right)^{\frac{1}{2}} \phi\left(t^{\prime}\right) \wedge \\
&\left.\wedge W(t)-W(t-\Delta) \leq-t^{\frac{1}{2}} \phi(t)-(t-\Delta)^{\frac{1}{2}}(-\phi(t)+c / \phi(t))\right]+ \\
&+P\left[W(t) \leq-t^{\frac{1}{2}} \phi(t) \wedge W\left(t-\Delta+t^{\prime}\right)-W(t-\Delta) \leq-\left(t^{\prime}\right)^{\frac{1}{2}} \phi\left(t^{\prime}\right) \wedge\right. \\
&\left.\wedge W(t)-W(t-\Delta)>-t^{\frac{1}{2}} \phi(t)-(t-\Delta)^{\frac{1}{2}}(-\phi(t)+c / \phi(t))\right] \leq
\end{aligned}
$$

$$
\begin{equation*}
\leq P\left[U \leq-(t / \Delta)^{\frac{1}{2}} \phi(t)-(t-\Delta)^{\frac{1}{2}} \Delta^{-\frac{1}{2}}(-\phi(t)+c / \phi(t))\right]+ \tag{3.3.4}
\end{equation*}
$$

$$
+P\left[W(t-\Delta) \leq(t-\Delta)^{\frac{1}{2}}(-\phi(t)+c / \phi(t)] P\left[W\left(t-\Delta+t^{\prime}\right)-W(t-\Delta) \leq\right.\right.
$$

$$
\left.\leq-\left(t^{\prime}\right)^{\frac{1}{2}} \phi\left(t^{\prime}\right)\right]
$$

The first probability in (3.3.4) can be bounded by
(3.3.5) $P\left[U \leq-(1-\Delta / t)^{\frac{1}{2}} c(t / \Delta)^{\frac{1}{2}} / \phi(t)\right]$.

Choose $c \delta^{-1}>2+\varepsilon$. Then for $\Delta t^{-1} \psi^{2}(1 / t) \psi^{2}\left(1 / t^{\prime}\right)<\delta$ the probability in (3.3.5) is less than

$$
\begin{aligned}
& P\left[U \leq-(1-\Delta / t)^{\frac{1}{2}}(2+\varepsilon) \phi\left(t^{\prime}\right)\right]= \\
= & o\left(P[U \leq-\phi(t)] P\left[U \leq-\phi\left(t^{\prime}\right)\right]\right) \quad \text { for } t\left(\text { and } t^{\prime}\right) \rightarrow 0 .
\end{aligned}
$$

The first factor in the second term of (3.3.4) is equal to

$$
P[U \leq-\phi(t)+c / \phi(t)] .
$$

The desired result follows from lemma 2.1.2.

LEMMA 3.3.2. Let $\phi(\mathrm{s}) \rightarrow \infty$ for $\mathrm{s} \rightarrow 0$. For every constant $\mathrm{c} \epsilon(0,1)$ there exist two positive constants $C_{1}$ and $C_{2}$ (independent of $\Delta_{s} t^{\prime}$ and $t$ ) such that

$$
P_{I} \leq C_{1} e^{-C_{2} \psi^{2}\left(t^{-1}\right)} P\left[U \leq-\phi\left(t^{\prime}\right)\right]
$$

for all $\Delta$, $t^{\prime}$, $t$ satisfying $(3.3 .1),(3.3 .2)$ and $\Delta t^{-1} \psi^{2}\left(1 / t^{\prime}\right) / \psi^{2}(1 / t) \leq c$, where $\psi$ is defined by (3.3.3).
PROOF. Choose a number $a \in(0,1)$ such that $(1-a)^{2}-\left(a^{2}+1\right) c>0$.

$$
\begin{align*}
& P_{I}=P\left[W(t) \leq-t^{\frac{1}{2}} \phi(t) \wedge W\left(t-\Delta+t^{\prime}\right)-W(t-\Delta) \leq-\left(t^{\prime}\right)^{\frac{1}{2}} \phi\left(t^{\prime}\right) \wedge\right. \\
&\left.\wedge W(t)-W(t-\Delta) \leq-t^{\frac{1}{2}} \phi(t)\left(1-a(1-\Delta / t)^{\frac{1}{2}}\right)\right]+ \\
&+P\left[W(t) \leq-t^{\frac{1}{2}} \phi(t) \wedge W\left(t-\Delta+t^{\prime}\right)-W(t-\Delta) \leq-\left(t^{\prime}\right)^{\frac{1}{2}} \phi\left(t^{\prime}\right) \wedge\right. \\
&\left.\wedge W(t)-W(t-\Delta)>-t^{\frac{1}{2}} \phi(t)\left(1-a(1-\Delta / t)^{\frac{1}{2}}\right)\right] \leq \\
& \leq P\left[U \leq-(t / \Delta)^{\frac{1}{2}} \phi(t)\left(1-a(1-\Delta / t)^{\frac{1}{2}}\right)\right]+  \tag{3.3.6}\\
&+P\left[W(t-\Delta) \leq-a(t-\Delta)^{\frac{1}{2}} \phi(t)\right] P\left[W\left(t-\Delta+t^{\prime}\right)-W(t-\Delta) \leq-\left(t^{\prime}\right)^{\frac{1}{2}} \phi\left(t^{\prime}\right)\right] .
\end{align*}
$$

The last term in (3.3.6) can easily be bounded by using theorem 2.1.7 VII. By means of the same theorem we can show that for $t^{\prime} \rightarrow 0$

$$
\begin{aligned}
& P\left[U \leq-(t / \Delta)^{\frac{1}{2}} \phi(t)\left(1-a(1-\Delta / t)^{\frac{1}{2}}\right)\right] \leq P\left[U \leq-(t / \Delta)^{\frac{1}{2}} \phi(t)(1-a)\right]= \\
= & o\left(P[U \leq-a \phi(t)] P\left[U \leq-\phi\left(t^{\prime}\right)\right]\right)
\end{aligned}
$$

because $t^{\prime} \rightarrow 0$ implies $(t / \Delta)^{\frac{1}{2}} \phi(t) \rightarrow \infty$. If $t^{\prime}$ (and hence $t$ ) is bounded away from zero the result of the lemma is trivial. $\square$

LEMMA 3.3.3. Let $\phi(s) \rightarrow \infty$ for $s \rightarrow 0$. Let $c \in(0,1)$ and $C>0$ be two constonts. Then there exist two positive constants $C_{3}$ and $C_{4}$ such that

$$
P_{I} \leq C_{3} e^{-C_{4}((t-\Delta) / t) \psi^{2}\left(t^{-1}\right)} P[U \leq-\phi(t)]
$$

for all $\Delta$, $t^{\prime}$, t satisfying (3.3.1), (3.3.2), $\Delta t^{-1} \in(c, 1)$ and $\left(1-\Delta t^{-1}\right)^{\frac{1}{2}} \psi\left(t^{-1}\right)>C$, where $\psi$ is defined by (3.3.3).

PROOF. Just as in the proofs of the lemmas 3.3 .1 and 3.3 .2 we have for any constant A

$$
\begin{aligned}
P_{I} \leq & P[U \leq-\phi(t)(1+(t-\Delta) A / t)]+ \\
+ & P\left[U \leq-(t /(t-\Delta))^{\frac{1}{2}} \phi(t)+(\Delta /(t-\Delta))^{\frac{1}{2}} \phi(t)(1+(t-\Delta) A / t)\right] \\
& \cdot P\left[U \leq-\phi\left(t^{\prime}\right)\right] .
\end{aligned}
$$

We take $0<A<\frac{1}{2}$. By theorem 2.1.7 VII we know that there exist two posi.. tive constants $A_{1}$ and $A_{2}$ such that
(3.3.7) $P[U \leq-\phi(t)(1+(t-\Delta) A / t)] \leq A_{1} e^{-A_{2}((t-\Delta) / t) \psi^{2}\left(t^{-1}\right)}{ }_{P[U \leq-\phi(t)] .}$

There exists a positive constant $c_{1}$ (independent of $\Delta$ and $t$ ) such that for all $\Delta$ and $t$ with $\Delta / t \in(c, 1)$

$$
-(t /(t-\Delta))^{\frac{1}{2}} \phi(t)+(\Delta /(t-\Delta))^{\frac{1}{2}} \phi(t)(1+(t-\Delta) A / t) \leq-c_{1}(t-\Delta)^{\frac{1}{2}} t^{-\frac{1}{2}} \phi(t) .
$$

Then by theorem 2.1.7 VII it follows that there are two positive constants $B_{1}$ and $B_{2}$ such that

$$
\begin{equation*}
P\left[U \leq-c_{1}(t-\Delta)^{\frac{1}{2}} t^{-\frac{1}{2}} \phi(t)\right] \leq B_{1} e^{-B_{2}((t-\Delta) / t) \psi^{2}\left(t^{-1}\right)} \tag{3.3.8}
\end{equation*}
$$

From the estimates (3.3.7), (3.3.8) and the monotonicity of $\phi$ the desired result easily follows if we take $C_{3}=A_{1}+B_{1}$ and $C_{4}=\min \left(A_{2}, B_{2}\right)$.

REMARK 3.3.1. Results similar to the lemmas 3.3.1, 3.3.2 and 3.3.3 are proved in the paper of CHUNG, ERDÖS and SIRAO (1959). They make use of the magnitude of the correlationcoefficient of the random variables $W(t)$ and $W\left(t-\Delta t t^{1}\right)-W(t-\Delta)$, which is equal to $\Delta\left(t t^{\prime}\right)^{-\frac{1}{2}}$. Our formulation in terms of the ratio of the length $\Delta$ of the intersection and the length $t$ of the largest interval can also be used in case we are considering stable processes.

REMARK 3.3.2. Let $I_{1}$ and $I_{2}$ be two arbitrary intervals of $[0, \infty)$ with length $t$ and $t^{\prime}$ and length of the intersection $\Delta>0$. We write $x(I)$ for $x(x)-x(s)$ for any real function $x ; s$ and $r$ are the endpoints of an interval $I$. One easily sees that we can deduce similar bounds as in lemmas 3.3.1.3.3.2 and 3.3.3 for the probability

$$
P\left[W\left(I_{1}\right) \leq-t^{\frac{1}{2}} \phi(t) \wedge W\left(I_{2}\right) \leq-\left(t^{0}\right)^{\frac{1}{2}} \phi\left(t^{\prime}\right)\right] .
$$

We conclude this section by stating the following result of KIEFER (1969).

LEMMA 3.3.4. Let $T, L, \delta$ and $x$ be positive numbers with $T<L$. Then
a. $P\left[\sup _{0 \leq t_{1}<t_{2} \leq T}\left|W\left(t_{1}\right)-W\left(t_{2}\right)\right| \geq x\right] \leq 4 P[|W(T)| \geq x]$
and


### 3.4. THE CASE $0<\alpha<1$

In this section we give the analogous lemmas for the case $0<\alpha<1$. Let first $\{X(t): 0 \leq t<\infty\}$ be the completely asymmetric stable process ( $\beta=1$ ) with characteristic exponent $\alpha \in(0,1)$ and $\phi$ a positive continuous non-decreasing function on $(0, \infty)$ with the property $\phi(s) \rightarrow 0$ for $s \rightarrow 0$. We define the function $\psi$ by

$$
\begin{equation*}
\psi\left(t^{-1}\right)=\{2 B(\alpha)\}^{\frac{1}{2}}\{\phi(t)\}^{-\frac{\alpha}{2(1-\alpha)}} \tag{3.4.1}
\end{equation*}
$$

where $B(a)$ is defined by (2.1.7). Let $U$ be a standard normal random variable
and X a $\mathrm{r} . \mathrm{v}$. with the same distribution as $\mathrm{X}(1)$. By theorem 2.1.7 IV we have (3.4.2) $\mathrm{P}[\mathrm{X} \leq \phi(t)] \sim(2 / \alpha)^{\frac{3}{2}} \mathrm{P}\left[\mathrm{U} \geq \psi\left(\mathrm{t}^{-1}\right)\right] \quad$ for $t+0$.

Let $I_{1}$ and $I_{2}$ be two arbitrary intervals of $[0, \infty)$ with length $t$ and $t^{\prime}$ and length of the intersection $\Delta>0$. In the first three lemmas we give bounds for the probability

$$
P_{I}=P\left[X\left(I_{1}\right) \leq t^{\left.1 / \alpha_{\phi}(t) \wedge X\left(I_{2}\right) \leq\left(t^{\prime}\right)^{1 / \alpha_{\phi}}\left(t^{\prime}\right)\right] . ~ . ~ . ~}\right.
$$

Again it is no restriction to suppose that the intervals are situated as in section 3.3 and satisfy (3.3.1) and (3.3.2). In that case the proof of the first three lemmas can be found in MIJNHEER (1973).

LEMMA 3.4.1. For all positive $\varepsilon$ there exist positive constants $t_{0}$ and $\delta$ such that

$$
P_{I} \leq(1+\varepsilon) P[X \leq \phi(t)] P\left[X \leq \phi\left(t^{\prime}\right)\right]
$$

for all $\Delta$, $t^{\prime}$, $t$ satisfying (3.3.1), (3.3.2), $t \leq t_{0}$ and $\Delta t^{-1} \psi^{2}\left(t^{-1}\right)<\delta_{3}$ where $\psi$ is defined by (3.4.1).

LEMMA 3.4.2. For every constant $c \in(0,1)$ there exist positive constants $C_{1}$ and $C_{2}$ (independent of $\Delta, t^{\prime}$ and $t$ ) such that

$$
P_{I} \leq C_{1} e^{-C_{2} \psi^{2}\left(t^{-1}\right)} P\left[X \leq \phi\left(t^{\prime}\right)\right]
$$

for all $\Delta_{3} t^{\prime}$, t satisfying (3.3.1), (3.3.2) and $\Delta t^{-1}<c$, where $\psi$ is defined by (3.4.1).

LEMMA 3.4.3. Let $c \in(0,1)$ and $C>0$ be two constants. Then there exist two constants $C_{3}$ and $C_{4}$ such that

$$
P_{I} \leq C_{3} e^{-C_{4}((t-\Delta) / t) \psi^{2}\left(t^{-1}\right)} P[X \leq \phi(t)]
$$

for all $\Delta$, $t^{\prime}$ : t satisfying $(3.3 .1),(3.3 .2), \Delta t^{-1} \in(c, 1)$ and $\left(1-\Delta t^{-1}\right)^{\frac{1}{2}} \psi\left(t^{-1}\right)>C$, where $\psi$ is defined by (3.4.1).

In the following lemma we consider the process $\{x(t): 0 \leq t<\infty\}$ with $0<\alpha<1$ and $|\beta| \leq 1$. This lemma is the analogue of lemma 1.4 .3 for stable processes.

LEMMA 3.4.4. Let $\{X(t): 0 \leq t<\infty\}$ be a stable process with $0<\alpha<1$, $|\beta| \leq 1$ and let $k(\alpha, \beta)=P[X(1) \leq 0]$. Then for all positive $t$ and $x$

$$
P\left[\sup _{0 \leq s \leq t} X(s) \geq x\right] \leq(1-k(\alpha, \beta))^{-1} P[X(t) \geq x] .
$$

PROOF. Similar to the proof of lemma 2.2 in MIJNHEER (1973).
REMARI 3.4.3. In case $\beta=1$ the sample paths are non-decreasing. Then we have

$$
P\left[\sup _{0 \leq s \leq t} x(s) \geq x\right]=P[x(t) \geq x] .
$$

REMARK 3.4.4. BREIMAN (1965) has shown

$$
\mathrm{k}(\alpha, \beta)=\mathrm{P}[X(1) \leq 0]=\frac{1}{2}-\frac{1}{\pi \alpha} \arctan (\beta \tan (\pi \alpha / 2))
$$

for $0<\alpha<1$.

### 3.5. THE CASE $\alpha=1$

In this section we give similar lemmas as in sections 3.3 and 3.4. Let first $\{X(t): 0 \leq t<\infty\}$ be the completely asymmetric stable process with $\alpha=\beta=1$, let $\phi$ be a non-negative, non-increasing function on ( $0, \infty$ ) and $\phi(\mathrm{s}) \rightarrow \infty$ for $s \rightarrow 0$. Define the function $\psi$ by
(3.5.1) $\quad \psi\left(t^{-1}\right)=2(\pi e)^{-\frac{1}{2}} \exp (\pi \phi(t) / 4)$.

Let $U$ be the standard normal $r . v$. and $X$ a $r . v$. with distribution function $F(., 1,1)$. Then we have by theorem 2.1.7 V

$$
\begin{equation*}
P[X \leq-\phi(t)] \sim 2^{\frac{1}{2}} P\left[U \geq \psi\left(t^{-1}\right)\right] \tag{3.5.2}
\end{equation*}
$$

Let $I_{1}$ and $I_{2}$ be two intervals of $[0, \infty)$ with lengths $t$ and $t^{\prime}$, and length of the intersection $\Delta>0$. We shall give bounds for the probability

$$
\begin{aligned}
P_{I}= & P\left[X\left(I_{1}\right)-(2 / \pi) t \log t \leq-t \phi(t) \wedge\right. \\
& \left.\wedge X\left(I_{2}\right)-(2 / \pi) t^{\prime} \log t^{\prime} \leq-t^{\prime} \phi\left(t^{\prime}\right)\right] .
\end{aligned}
$$

The proofs of the first four lemmas do not differ appreciably from those of the lemmas in section 3.3. Again we may restrict ourselves to intervals situated as in section 3.3 and satisfying (3.3.1) and (3.3.2). We shall only work out the points of difference between the proofs of the first two lemmas and the corresponding ones in MIJNHEER (1973). In that paper the proofs of lemmas 3.5.3 and 3.5.4 are given.

LEMMA 3.5.1. For all $\varepsilon>0$ there exist positive constants $t_{0}$ and $\delta$ such that

$$
\mathbb{P}_{I} \leq(1+\varepsilon) P[X \leq-\phi(t)] P\left[X \leq-\phi\left(t^{\prime}\right)\right]
$$

for all $\Delta_{,} t^{\prime}, t$ satisfying (3.3.1), (3.3.2), $t \leq t_{0}$ and $\Delta t^{-1} \psi^{2}(1 / t) \psi^{2}\left(1 / t^{\prime}\right)<\delta$, where $\psi$ is defined by (3.5.1). PROOF. Take $\varepsilon>0$ and $c$ a positive number smaller than $\log (1+\varepsilon)$. As in the proof of lemma 3.3.1 we obtain

$$
\text { (3.5.3) } \begin{aligned}
P_{I} \leq P[X(t)-X(t-\Delta) \leq & \leq(2 / \pi)(t \log t-(t-\Delta) \log (t-\Delta))-\Delta \phi(t)+ \\
& \left.+(4 / \pi)(t-\Delta) \log \left(1-c \psi^{-2}(1 / t)\right)\right]+ \\
& +P\left[X \leq-\phi\left(t^{\prime}\right)\right] \quad P\left[X \leq-\phi(t)-(4 / \pi) \log \left(1-c \psi^{-2}(1 / t)\right)\right] .
\end{aligned}
$$

The first probability on the right in (3.5.3) is equal to
(3.5.4) $P\left[X \leq \frac{2}{\pi} \frac{t \log t-(t-\Delta) \log (t-\Delta)-\Delta \log \Delta}{\Delta}-\phi(t)+\frac{2}{\pi}\left(\frac{t}{\Delta}-1\right) \log \left(1-c \psi^{-2}\left(t^{-1}\right)\right)\right]$.

We now use the assumption $\Delta t^{-1} \psi^{2}(1 / t) \psi^{2}\left(1 / t^{1}\right)<\delta$ with $\delta<c(2+\varepsilon)^{-1} e^{-\frac{1}{2}}$

- implying that $\Delta / t$ is small for small $t$ - and apply theorem 2.1 .7 V . In this way we show, as in the proof of lemma 3.3.1 that the probability in (3.5.4) is

$$
o\left(\mathrm{P}[\mathrm{X} \leq-\phi(t)] \mathrm{P}\left[\mathrm{X} \leq-\phi\left(t^{\prime}\right)\right] \quad \text { for } t \psi 0\right.
$$

The second term on the right in (3.5.3) easily gives the desired result by using theorem 2.1.7 V and lemma 2.1.2.

LEMMA 3.5.2. For every constant $c \in(0,1)$ there exist two positive constants $C_{1}$ and $C_{2}$ (independent of $\Delta_{s} t^{\prime}$ and $t$ ) such that

$$
P_{I} \leq C_{1} e^{-C_{2} \psi^{2}\left(t^{-1}\right)} P\left[X \leq-\phi\left(t^{i}\right)\right]
$$

for all $\Delta$, $t^{\prime}$, $t$ satisfying (3.3.1), (3.3.2) and $\Delta t^{-1} \psi^{2}\left(1 / t^{1}\right) / \psi^{2}(1 / t)<c$, where $\psi$ is defined by (3.5.1).
PROOF. Define the positive number $a_{0}$ by $\left(\frac{1}{2 a_{0}^{2}}\right)^{1 / c}=1+\frac{1}{2 a_{0}^{2}}$. Choose $a \in\left(0, a_{0}\right)$. Just as in the proof of lemma 3.5 .1 we have
(3.5.5) $\quad P_{I} \leq P\left[x \leq-\phi(t)+\frac{4}{\pi} \frac{t-\Delta}{\Delta} \log a+\frac{2}{\pi} \frac{t \log t-\Delta \log \Delta-(t-\Delta) \log (t-\Delta)}{\Delta}\right]+$ $+P\left[X \leq-\phi\left(t^{i}\right)\right] \quad P[X \leq-\phi(t)-(4 / \pi) \log a]$

After some algebra one finds that the first term on the right in (3.5.5) is

$$
o\left(P\left[X \leq-\phi\left(t^{\prime}\right)\right] \quad P\left[U \leq-a \psi\left(t^{-1}\right)\right]\right) \quad \text { for } t^{\prime}+0 . \square
$$

LEMMA 3.5.3. Let $c \in(0,1)$ and $\mathrm{C}>0$ be two constants. Then there exist two constants $C_{3}$ and $C_{4}$ such that

$$
P_{I} \leq C_{3} e^{-C_{4}((t-\Delta) / t) \psi^{2}\left(t^{-1}\right)} P[X \leq-\phi(t)]
$$

for all $\Delta$, $t^{\prime}$, $t$ satisfying (3.3.1), (3.3.2), $\Delta t^{-1} \in(c, 1)$ and $\left(1-\Delta t^{-1}\right)^{\frac{1}{2}} \psi\left(t^{-1}\right)>C$, where $\psi$ is defined by $(3.5 .3)$.

LEMMA 3.5.4. Let the function x be such that for some constants $c_{1}$ and $c_{2}$

$$
c_{1}<-x(p)+(2 / \pi) \log p<c_{2}
$$

for all positive p . Define the constant $\mathrm{k}_{1}$ by

$$
k_{1}^{-1}=P\left[X(1) \leq c_{1}-1\right] .
$$

Then for all positive $t$ and for sufficiently large $p$
a. $P[$

$$
\left.\frac{x(s)-(2 / \pi) s \log s}{s} \leq-x(p)\right]
$$

$$
\leq k_{1} P\left[\frac{X(t)-(2 / \pi) t \log t}{t} \leq-x(p)\right]=k_{1} P[X(1) \leq-x(p)]
$$

b. $P\left[\inf _{0 \leq r \leq \operatorname{tp}}-1 \frac{X(s)-X(r)-(2 / \pi)(s-r) \log (s-r)}{s-r} \leq-x(p)\right] \leq k_{1}^{2} P[X(1) \leq-x(p)]$.

$$
t-t p^{-1} \leq s \leq t
$$

In the following lemma we not only consider the completely asymmetric stable process with $\alpha=\beta=1$, but all stable processes with $\alpha=1$ and $|\beta| \leq 1$.

LEMMA 3.5.5. Let $\{\mathrm{X}(\mathrm{t}): 0 \leq \mathrm{t}<\infty\}$ be a stable process with $\alpha=1$ and $-1<\beta \leq 1$. Then for any pair of positive numbers $b_{1}$ and $b_{2}$ we have

$$
P\left[\sup _{b_{1} \leq s \leq b_{2}} \frac{X(s)-(2 / \pi) \beta s \log s}{s} \geq x\right]=O\left(x^{-1}\right) \quad \text { for } x \rightarrow \infty
$$

PROOF. We distinguish the cases $\beta \geq 0$ and $\beta<0$. Let $x>O_{\text {s }}$ $B_{1}=(2 / \pi) \min$ slogs and $B_{2}=(2 / \pi) \max$ slogs. The event $b_{1} \leq s \leq b_{2} \quad b_{1} \leq s \leq b_{2}$

$$
\left\{\omega: \sup _{b_{1} \leq s \leq b_{2}} \frac{X(s)-(2 / \pi) \beta s \log s}{s} \geq x\right\}
$$

is contained in

$$
\left\{\omega: \sup _{b_{1} \leq s \leq b_{2}} x(s) \geq b_{1} x+\beta B_{1}\right\} \quad \text { for } \beta \geq 0
$$

and in

$$
\left\{\omega: \sup _{b_{1} \leq s \leq b_{2}} X(s) \geq b_{1} x+\beta B_{2}\right\} \quad \text { for } \beta<0 \text {. }
$$

In both cases the proof of the lemma follows a similar pattern as the proof of lemma 2.2 in MIJNHEER (1973). We sketch the proof only for $\beta<0$. Let $\Gamma$ be the event that there exists some $s \in\left[b_{1}, b_{2}\right]$ with $X(s)>b_{1} x+\beta B_{2}$. The r.v. $S$ is defined on $\Gamma$ to be the infimum of these numbers $s$. By the right-
continuity

$$
x(s) \geq b_{1} x+\beta B_{2}
$$

By the strong Markov property we have for $s \in\left[b_{1}, b_{2}\right)$ and $B_{3}=\max \left(0,\left(b_{2}-b_{1}\right) \log \left(b_{2}-b_{1}\right)\right)$

$$
\begin{aligned}
& P\left[X\left(b_{2}\right)-X(s) \geq(2 / \pi) \beta B_{3} \mid \Gamma \wedge S=s\right]= \\
= & P\left[\left(b_{2}-s\right) X(1) \geq(2 / \pi) \beta B_{3}-(2 / \pi) \beta\left(b_{2}-s\right) \log \left(b_{2}-s\right)\right] \geq P[X(1) \geq 0] .
\end{aligned}
$$

Denote this last probability by p. Then

$$
P[r] \leq p^{-1} P\left[x(1) \geq b_{2}^{-1}\left(b_{1} x+\beta B_{2}+(2 / \pi) \beta B_{3}-(2 / \pi) \beta b_{2} \log _{2}\right)\right] .
$$

By the estimate in theorem 2.1.7 IT this part of the lemma easily follows.

### 3.6. THE CASE $1<\alpha<2$

In this section we give lemmas corresponding to the lemmas in section 3.3 for the case $1<\alpha<2$. $\{X(t): 0 \leq t<\infty\}$ is the completely asymmetric stable process with $1<\alpha<2$ and $\beta=1$. Let $\phi$ be a non-negative, continuous, non-increasing function on $(0, \infty)$ with $\phi(t) \rightarrow \infty$ for $t \rightarrow 0$. Define the function $\psi$ by

$$
\begin{equation*}
\psi\left(t^{-1}\right)=\{2 B(\alpha)\}^{\frac{1}{2}}\{\phi(t)\}^{\frac{\alpha}{2(\alpha-1)}} \tag{3.6.1}
\end{equation*}
$$

The $\mathrm{r} . \mathrm{V}$. X has the same distribution as $\mathrm{X}(1)$. Then by theorem 2.1.7 VI
(3.6.2) $P[X \leq-\phi(t)] \sim(2 \alpha)^{\frac{1}{2}} P\left[U \geq \psi\left(t^{-1}\right)\right]$ for $t \rightarrow 0$.

Let $I_{1}$ and $I_{2}$ be two intervals of $[0, \infty)$ with length $t$ and $t^{\prime}$, and length of the intersection $\Delta>0$. We give bounds for the probability

$$
P_{I}=P\left[X\left(I_{1}\right) \leq-t^{1 / \alpha} \phi(t) \wedge X\left(I_{2}\right) \leq-\left(t^{\prime}\right)^{\left.1 / \alpha_{\phi}\left(t^{\prime}\right)\right] .}\right.
$$

We may restrict ourselves to intervals situated as in section 3.3 and satisfying (3.3.1) and (3.3.2). The proofs of lemmas 3.6 .1 and 3.6 .2 follow
the exact lines of the corresponding lemmas for the case $\alpha=2$. The proofs of lemmas 3.6 .3 and 3.6 .4 are given in MIJNHEER (1973).

LEMMA 3.6.1. For all positive $\varepsilon$ there exist positive constants $t_{0}$ and $\delta$ such that

$$
P_{I} \leq(1+\varepsilon) P[X \leq-\phi(t)] P\left[x \leq-\phi\left(t^{\prime}\right)\right]
$$

for all $\Delta, t$, $t$ satisfying (3.3.1), (3.3.2), $t \leq t_{0}$ and $\Delta t^{-1} \psi^{2}(1 / t) \psi^{2}\left(1 / t^{\prime}\right)<\delta$, where $\psi$ is defined by (3.6.1).

LEMMA 3.6.2. For every constant $c \in(0,1)$ there exist two positive constants $C_{1}$ and $C_{2}$ (independent of $\Delta, t^{\prime}$ and $t$ ) such that

$$
\left.P_{I} \leq C_{1} e^{-C_{2} \psi^{2}\left(t^{-1}\right)}{ }_{P[U} \leq-\phi\left(t^{\prime}\right)\right]
$$

for all $\Delta$, $t^{\prime}$, $t$ satisfying (3.3.1), (3.3.2) and $\Delta t^{-1} \psi^{2}\left(1 / t^{\prime}\right) / \psi^{2}(1 / t)<c$, where $\psi$ is defined by (3.6.1).

LEMMA 3.6.3. Let $c \in(0,1)$ and $\mathrm{C}>0$ be two constants. Then there exist two positive constants $C_{3}$ and $C_{4}$ such that

$$
P_{I} \leq C_{3} e^{-C_{4}((t-\Delta) / t) \psi^{2}\left(t^{-1}\right)} P[X \leq-\phi(t)]
$$

for all $\Delta, t^{\text { }}$, t satisfying (3.3.1), (3.3.2), $\Delta t^{-1} \in(c, 1)$ and $\left(1-\Delta t^{-1}\right)^{\frac{1}{2}} \psi\left(t^{-1}\right)>C$, where $\psi$ is defined by $(3.6 .1)$.

In the following lemma we not only consider the completely asymmetric stable processes with $1<\alpha<2$ and $\beta=1$, but all stable processes with $1<\alpha<2$ and $|\beta| \leq 1$ 。

LEMMA 3.6.4. Let $\{\mathrm{X}(\mathrm{t})$ : $0 \leq \mathrm{t}<\infty\}$ be a stable process with $1<\alpha<2$ and $|\beta| \leq 1$. Define the constont $k(\alpha, \beta)$ by

$$
k(\alpha, \beta)=P[X(1) \leq 0] .
$$

Then for all positive $t$ and all negative $x$
a. $P\left[\inf _{0 \leq s \leq t} X(s) \leq x\right] \leq k^{-1}(\alpha, \beta) P[X(t) \leq x]$
b. $P\left[\inf _{0 \leq r \leq s \leq t}\{X(s)-X(t)\} \leq x\right] \leq k^{-2}(\alpha, \beta) P[X(t) \leq x]$.

## CHAPIER 4

## GENERALIZED LAWS OF THE ITERATED LOGARITHM FOR SMALL TTMES

In this chapter we are interested in the local behavior near $t=0$ of the sample paths of the Wiener process and the completely asymmetric stable processes. In the case of completely asymmetric stable processes ( $\beta=1$ ) we obtain sharp lower asymptotic results by using the relation between the left tail of the distribution of the completely asymmetric stable laws ( $\beta=1$ ) and the tail of the standard normal distribution as given in theorem 2.1.7 parts IV, $V$ and VI. We shall prove the result only for the case $\alpha=1$. The proofs in the other cases are similar and can be found in the literature.

### 4.1. THE CASE $\alpha=2$

In this section we formulate Kolmogorov's integral test.

THEOREM 4.1.1. Let $\{W(t): 0 \leq t<\infty\}$ be a Wiener process. Let $\phi(t)$ be positives continuous and non-increasing for sufficiently small $t$ and define $\psi\left(t^{-1}\right)=\phi(t)$. Then

$$
\begin{aligned}
& P\left[\left\{\omega \text { : there exists some } t_{0}(\omega)>0 \text { such that } W\left(t_{2} \omega\right) \leq t^{\frac{1}{2}} \phi(t)\right.\right. \\
& \text { for all } \left.\left.t \leq t_{0}(\omega)\right\}\right]=0 \text { or } 1
\end{aligned}
$$

according as the integral
(4.1.1) $\quad I(\psi)=\int^{\infty} \psi(t) t^{-1} e^{-\frac{1}{2} \psi^{2}(t)} d t$
diverges or converges.
PROOF. By property 3 of section 3.1 theorem 4.1 .1 is equivalent to the gen eralized L.I.L. for large times. The proof for that case is given by MOTOO (1959). One can also give a proof by making use of the Borelmantelli lemma. This proof is similar to the proof in section 4.3 and rests on the lemmas of section 3.3 .

As a consequence of this theorem we have

$$
\lim _{t+0} \sup \frac{W(t)}{\left(2 t \log \log t^{-1}\right)^{\frac{1}{2}}}=1 \quad \text { e.s. }
$$

and by symmetry

$$
\lim _{t \downarrow 0} \inf \frac{W(t)}{\left(2 t \log \log t^{-1}\right)^{\frac{1}{2}}}=-1 \quad \quad \text { a.s. }
$$

### 4.2. THE CASE $0<\alpha<1$

THEOREM 4.2.1. Let $\{\mathrm{X}(\mathrm{t}): 0 \leq \mathrm{t}<\infty\}$ be a completely asymmetric stable process with $0<\alpha<1$ and $\beta=1$. Let $\phi(t)$ be positive, continuous and nondecreasing for sufficiently small $t$ and define the function $\psi$ by

$$
\psi\left(t^{-1}\right)=\{2 B(\alpha)\}^{\frac{1}{2}}\{\phi(t)\}^{-\frac{\alpha}{2(1-\alpha)}},
$$

where the constant $B(\alpha)$ is given in (2.1.7). Then
P[f $\left[\omega\right.$ : there exists some $t_{0}(\omega)>0$ such that $X(t, \omega) \geq t^{1 / \alpha_{\phi}}(t)$
for all $\left.\left.t \leq t_{0}(\omega)\right\}\right]=0$ or 1
according as the integral (4.1.1) diverges or converges.
PROOF. BREIMAN (1968b) has given a proof following Motoo's proof in the case $\alpha=2 . \quad \square$

As a consequence of this theorem we have

$$
\liminf _{t \downarrow 0} \frac{x(t)}{t^{1 / \alpha}\left(2 \log \log t^{-1}\right)^{-(1-\alpha) / \alpha}}=\{2 B(\alpha)\}^{(1-\alpha) / \alpha} \quad \text { a.s.. }
$$

This result was first proved by FRISTEDT (1964). Similar results were obtained for increasing processes with stationary independent increments (these processes are also called subordinators and are not necessarily sta. ble) by FRISTEDT and PRUITT (1971).

### 4.3. THE CASE $\alpha=1$

THEOREM 4.3.1. Let $\{\mathrm{X}(\mathrm{t}): 0 \leq \mathrm{t}<\infty\}$ be a completely asymmetric stable
process with $\alpha=\beta=1$. Let $\phi(t)$ be positive, continuous and non-increasing for sufficiently small $t$ and define the function $\psi$ by
(4.3.1) $\quad \psi\left(t^{-1}\right)=2(\pi e)^{-\frac{1}{2}} \exp (\pi \phi(t) / 4)$.

Then
(4.3.2) P[\{ $\omega$ : there exists some $t_{0}(\omega)>0$ such that $X(t, \omega)-(2 / \pi) t$ log $t \geq$ $\geq-t \phi(t)$ for all $\left.\left.t \leq t_{0}(\omega)\right\}\right]=0$ or 1
according as the integral (4.1.1) diverges or converges.

Below we give a proof of theorem 4.3.1 based on the Borel-Cantelli lemma. We need the following lemmas. Similar results are to be found in LIPSCHUTZ (1956b) and FELLER (1943).

Define the sequence $\left\{t_{k}\right\}$ by
(4.3.3) $\quad t_{k}=e^{k / \log k}$

$$
k=1,2, \ldots
$$

and for $\delta>0$ the functions
$(4.3 .4) \quad \psi_{1}(t)=\{2(1-\delta) \log \log t\}^{\frac{1}{2}}$
and
(4.3.5) $\psi_{2}(t)=\{2(1+\delta) \log \log t\}^{\frac{1}{2}}$.

LEMMA 4.3.1. Let $\delta>0$ and let $\psi_{1}$ and $\psi_{2}$ be defined by (4.3.4) and (4.3.5). If theorem 4.3.1 holds for all functions $\phi$ satisfying
(4.3.6) $\quad \psi_{1}(t) \leqslant \psi(t) \leq \psi_{2}(t)$,
where $\psi$ is defined by (4.3.1), then it holds in general.
PROOF. i. We first prove the following assertion. Let $I(\psi)<\infty$ then $\psi(t)>\psi_{1}(t)$ for sufficiently large $t$. Assume that the set $\left\{t: \psi(t) \leq \psi_{1}(t)\right\}$ is not bounded, then there exists an increasing sequence $\left\{v_{n}\right\}$ with $\psi\left(v_{n}\right) \leq$ $\leq \psi_{1}\left(v_{n}\right)$. Then for sufficiently large $m$ and $n \rightarrow \infty$

$$
I(\psi)>\int_{v_{m}}^{v_{n}} \psi(t) t^{-1} e^{-\frac{1}{2} \psi^{2}(t)} d t>\psi_{1}\left(v_{n}\right) e^{-\frac{1}{2} \psi_{1}^{2}\left(v_{n}\right)} \int_{v_{m}}^{v_{n}} t^{-1} d t \rightarrow \infty
$$

which contradicts $I(\psi)<\infty$.
ii. Let $\phi$ be an arbitrary function satisfying the conditions of theorem 4.3 .1 and $I(\psi)<\infty$. Define the function $\hat{\psi}$ by
$(4.3 .7) \quad \hat{\psi}(t)=\min \left(\max \left(\psi_{1}(t), \psi(t)\right), \psi_{2}(t)\right)$.
Let $\hat{\phi}$ correspond to $\hat{\psi}$ as $\phi$ does to $\psi$ by (4.3.1). From the assertion in part i. of the proof we have $\psi(t)>\psi_{1}(t)$ for sufficiently large $t$. This implies $\hat{\psi}(t)=\min \left(\psi(t)_{s} \psi_{2}(t)\right)$ for large $t$ and $I(\hat{\psi})<I(\psi)+I\left(\psi_{2}\right)<\infty$. The assumption that theorem 4.3.1 is proved for $\hat{\phi}$ gives for almost all $\omega$

$$
X(t, \omega)-(2 / \pi) t \log t \geq-t \hat{\phi}(t) \quad \text { for } t \leq t_{0}(\omega)
$$

and hence certainly, since $\hat{\phi}(t) \leq \phi(t)$, we have for almost all $\omega$

$$
X(t, \omega)-(2 / \pi) t \log t \geq-t \phi(t) \quad \text { for } t \leq t_{0}(\omega)
$$

Thus the lemma is proved in the convergent case.
iii. Let $\phi$ be an arbitrary function satisfying the conditions of theorem 4.3.1 and $I(\psi)=\infty$. Define the function $\hat{\psi}$ by (4.3.7). If the set $\left\{t: \psi(t) \leq \psi_{1}(t)\right\}$ is bounded we have for sufficiently large $t \psi_{1}(t)<\psi(t)$ implying $\hat{\psi}(t)=\min \left(\psi(t), \psi_{2}(t)\right)$. This implies $I(\hat{\psi})=\infty$ 。If, on the contrary, the set $\left\{t: \psi(t) \leq \psi_{1}(t)\right\}$ is not bounded, we obtain $I(\hat{\psi})=\infty$, by an argument similar as in part $i$. Hence, by the assumption of the lemma, for almost all $\omega$ there exists a decreasing sequence $\left\{\mathrm{t}_{\mathrm{n}}^{0}\right\}$ (which depends on $\omega$ ) such that

$$
x\left(t_{n}^{\prime} s \omega\right)-(2 / \pi) t_{n}^{\prime} \log t_{n}^{\prime}<-t_{n}^{\prime} \hat{\phi}\left(t_{n}^{\prime}\right)
$$

Because $I\left(\psi_{2}\right)<\infty$ we have for almost all $\omega$

$$
x\left(t_{n}^{\prime} s \omega\right)-(2 / \pi) t_{n}^{\prime} \log t_{n}^{\prime} \geq-t_{n}^{\prime} \phi_{2}\left(t_{n}^{\prime}\right)
$$

for sufficiently large $n$. Then we have for sufficiently large $n$

$$
\begin{gathered}
\hat{\phi}\left(t_{n}^{\prime}\right)<\phi_{2}\left(t_{n}^{\prime}\right) \text { implying } \phi\left(t_{n}^{\prime}\right) \leq \hat{\phi}\left(t_{n}^{\prime}\right) \text {. This yields for almost all } \omega \\
X\left(t_{n}^{\prime} \rho \omega\right)-(2 / \pi) t_{n}^{\prime} \log t_{n}^{\prime}<-t_{n}^{\prime} \phi\left(t_{n}^{\prime}\right) .
\end{gathered}
$$

LEMMA 4.3.2. Let $\psi$ be a positive, continuous and non-decreasing function satisfying $\psi(t) \leq \psi_{2}(t)$. Let the sequence $\left\{t_{k}\right\}$ be defined by (4,3,3). Then

$$
I(\psi)<\infty \quad \text { iff } \quad \sum_{k} \frac{1}{\psi\left(t_{k}\right)} e^{-\frac{1}{2} \psi^{2}\left(t_{k}\right)}<\infty \text {. }
$$

PROOF. From (4.3.3) it follows that

$$
\begin{equation*}
\left(t_{k}-t_{k-1}\right) t_{k}^{-1} \sim(\log k)^{-1} \tag{4.3.8}
\end{equation*}
$$

$$
\text { for } k \rightarrow \infty \text {. }
$$

From the proof of lemma 4.3.1 part $i$ we know that $I(\psi)<\infty$ implies $\psi(t)>$ $>\psi_{1}(t)$ for sufficiently large $t$. Because $\psi(t) t^{-1} e^{-\frac{1}{2} \psi^{2}(t)}$ is decreasing for large $t$, we have for sufficiently large $k$
(4.3.9)

$$
\begin{gathered}
\left(\frac{t_{k}-t_{k-1}}{t_{k}}\right) \psi\left(t_{k}\right) e^{-\frac{1}{2} \psi^{2}\left(t_{k}\right)} \leq \int_{t_{k-1}}^{t_{k}} \frac{\psi(t)}{t} e^{-\frac{1}{2} \psi^{2}(t)^{2}} d t \leq \\
\leq\left(\frac{t_{k}-t_{k-1}}{t_{k-1}}\right) \psi\left(t_{k-1}\right) e^{-\frac{1}{2} \psi^{2}\left(t_{k-1}\right)}
\end{gathered}
$$

In case $I(\psi)<\infty$ the function $\psi$ satisfies for large $t$

$$
1-\delta \leq(2 \log \log t)^{-1} \psi^{2}(t) \leq 1+\delta
$$

Then by (4.3.3) and (4.3.8) we have for some positive constant $a_{1}$

$$
\left(\frac{t_{k}-t_{k-1}}{t_{k}}\right) \psi\left(t_{k}\right) \geq \frac{a_{1}}{\psi\left(t_{k}\right)} .
$$

Then one part of the assertion in the lemma now follows easily.
In case $\sum_{k} \frac{1}{\psi\left(t_{k}\right)} e^{-\frac{1}{2} \psi^{2}\left(t_{k}\right)}<\infty$, the assumption $\psi(t) \leq \psi_{2}(t)$ guarantees
the existence of a constant $a_{2}$ such that

$$
\left(\frac{t_{k}-t_{k-1}}{t_{k-1}}\right) \psi\left(t_{k-1}\right) \leq \frac{a_{2}}{\psi\left(t_{k-1}\right)} .
$$

This implies the other part of the assertion in the lemma.
PROOF of theorem 4.3.1. By the preceding lemmas we may restrict ourselves to the case where $\psi_{1} \leq \psi \leq \psi_{2}$. This implies
(4.3.10) $(4 / \pi) \log \left[2^{-1}(\pi e)^{\frac{1}{2}}\left\{2(1-\delta) \log \log t^{-1}\right\}^{\frac{1}{2}}\right] \leq \phi(t) \leq$

$$
\leq(4 / \pi) \log \left[2^{-1}(\pi e)^{\frac{1}{2}}\left\{2(1+\delta) \log \log t^{-1}\right\}^{\frac{1}{2}}\right]
$$

Hence
(4.3.11) $\phi(t) \sim(2 / \pi) \log \log \log t^{-1}$ for $t \downarrow 0$.

Suppose the integral ( 4.1 .1 ) converges and let the sequence $t_{k}$ be defined by (4,3.3). Consider the events

$$
A_{k}: \inf _{t_{k+1}^{-1}<t \leq t_{k}^{-1}} \frac{X(t)-(2 / \pi) t \log t}{t}<-\phi\left(t_{k}^{-1}\right) \quad \text { for } k=1,2, \ldots
$$

Then

$$
\begin{array}{rlrl}
P\left[A_{k}\right] & \leq k_{1} P\left[X(1) \leq-\phi\left(t_{k}^{-1}\right)\right] & \\
\text { by 1emma } 3.5 .4 . a & & \\
& \sim k_{1} 2^{\frac{1}{2}} P\left[U \geq \psi\left(t_{k}\right)\right] & & \text { for } k \rightarrow \infty \\
\text { by theorem } 2.1 .7 \mathrm{~V} & & \\
& \sim k_{1} \pi^{-\frac{1}{2}}\left\{\psi\left(t_{k}\right)\right\}^{-1} e^{-\frac{1}{2} \psi^{2}\left(t_{k}\right)} & \text { for } k \rightarrow \infty
\end{array}
$$

by theorem 2.1.7 VII.

By lemma 4.3.2 $I(\psi)<\infty$ implies $\sum_{k} P\left[A_{k}\right]<\infty$. Hence from the Borel-Cantelli lemma it follows that $P\left[A_{k}, 0.\right]=0$. Thus for almost all $\omega$ there exists a number $\mathrm{k}_{0}(\omega)$ such that

$$
X(t, \omega)-(2 / \pi) t \log t \geq-t \phi\left(t_{k}^{-1}\right) \geq-t \phi(t)
$$

for $t \in\left[t_{k+1}^{-1}, t_{k}^{-1}\right]$ and $k \geq k_{0}$.
Suppose the integral (4.1.1) diverges. With the same sequence $\left\{t_{k}\right\}$ we define the events

$$
B_{k}: X\left(t_{k}^{-1}\right)-(2 / \pi) t_{k}^{-1} \log t_{k}^{-1}<-t_{k}^{-1} \phi\left(t_{k}^{-1}\right) .
$$

By theorem 2.1.7 part V and part VII

$$
P\left[B_{k}\right] \sim \pi^{-\frac{1}{2}}\left\{\psi\left(t_{k}\right)\right\}^{-1} e^{-\frac{1}{2} \psi^{2}\left(t_{k}\right)} \quad \text { for } k \rightarrow \infty
$$

By lemma 4.3 .2 divergence of the integral (4.1.1) implies $\sum_{k} P\left[B_{k}\right]=\infty$. In order to apply the extension of the Borel-Cantelli lemma we have to compute

$$
\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} P\left[B_{i} \wedge B_{j}\right]}{\left\{\sum_{j=1}^{n} P\left[B_{j}\right]\right\}^{2}}
$$

Consider for fixed i. and $j(>i)$ the term $P\left[B_{i} \wedge B_{j}\right]=$ $=P\left[X\left(t_{i}^{-1}\right) \leq(2 / \pi) t_{i}^{-1} \log t_{i}^{-1}-t_{i}^{-1} \phi\left(t_{i}^{-1}\right) \wedge X\left(t_{j}^{-1}\right) \leq(2 / \pi) t_{j}^{-1} \log \left(t_{j}^{-1}\right)-t_{j}^{-1} \phi\left(t_{j}^{-1}\right)\right]$. By making use of the lemmas in section 3.5 we can obtain the following results.
a. For each $\varepsilon>0$ and $\delta>0$ there exists a number $i_{0}$ such that for all $i \geq i_{0}$ and $j \geq i+(\log i)^{2+\delta}$ we have by lemma 3.5 .1
(4.3.12) $P\left[B_{i} \wedge B_{j}\right] \leq(1+\varepsilon) P\left[B_{i}\right] P\left[B_{j}\right]$.
b. Let $M$ be an arbitrary positive (large) number. We now consider events with
(4.3.13) $\quad M^{-1} \log i \leq j-i<(\log i)^{2+\delta}$.

By lemma 3.5.2 it follows that there exist constants $i_{1}, C_{1}$ and $C_{2}$ such that for $i \geq i_{1}$
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(4.3.14) $P\left[B_{i} \wedge B_{j}\right] \leq C_{1} e^{-C_{2} \psi^{2}\left(t_{i}\right)} P\left[B_{j}\right]$.

Let, for fixed $j_{,} R_{j}$ be the number of values i satisfying (4.3.13). Then $R_{j}=O\left((\log j)^{2+\delta}\right)$ for $j \rightarrow \infty$. By (4.3.10) and (4.3.14) we have that there exists a constant $a_{1}$ such that for every $j$
(4.3.15) $\quad \sum_{i}^{*} P\left[B_{i} \wedge B_{j}\right] \leq a_{1} P\left[B_{j}\right]$,
where $\sum_{i}^{*}$ denotes the summation, for fixed $j$, over all events $B_{i}$ satisfying $(4.3 .13)$ and $i \geq i_{1}$.
c. For indices satisfying
(4.3.16) $\quad i<j<i+M^{-1} \log i$
there exist, by lemma 3.5 .3 , constants $i_{2}, C_{3}$ and $C_{4}$ such that for $i \geq i_{2}$

$$
P\left[B_{i} \wedge B_{j}\right] \leq C_{3} e^{-C_{4}\left(\left(t_{j}-t_{i}\right) / t_{j}\right) \psi^{2}\left(t_{i}\right)} P\left[B_{i}\right]
$$

By (4.3.3) and (4.3.6) we have for $i \geq i_{2}$

$$
P\left[B_{i} \wedge B_{j}\right] \leq C_{5} e^{-C_{6}(j-i)} P\left[B_{i}\right]_{3}
$$

where $C_{5}$ and $C_{6}$ are positive constants. Hence for $i \geq i_{2}$ there exists a constant $a_{2}$ such that
(4.3.17) $\sum_{j}^{* *} P\left[B_{i} \wedge B_{j}\right] \leq a_{2} P\left[B_{i}\right]$,
where $L_{j}^{* *}$ restricts the summation to all values of $j$ satisfying ( 4.3 .16 ). Let $i_{3}=\max \left(i_{0}, i_{1}, i_{2}\right)$. For $n>i_{3}$ we have, by (4.3.12), (4.3.15) and (4.3.17),

$$
\begin{aligned}
& \sum_{i=1}^{n} \sum_{j=1}^{n} P\left[B_{i} \wedge B_{j}\right]=\sum_{j=1}^{n} P\left[B_{j}\right]+2 \sum_{i<j} P\left[B_{i} \wedge B_{j}\right] \leq \\
& \quad \leq\left(1+2 i_{3}+2 a_{1}+2 a_{2}\right) \sum_{j=1}^{n} P\left[B_{j}\right]+(1+\varepsilon) \sum_{i=1}^{n} \sum_{j=1}^{n} P\left[B_{i}\right] P\left[B_{j}\right] .
\end{aligned}
$$

Hence

and the divergence part of the theorem follows from lemma 1.4.2.
Two consequences of theorem 4.3.1 are
(4.3.18) $\underset{t \downarrow 0}{\lim \inf }\left\{\frac{X(t)-(2 / \pi) t \log t}{t}+\frac{2}{\pi} \log \left(\pi e \log \log t^{-1}\right)\right\}=$ $=\frac{2}{\pi} \log 2$
a.s.
and hence
(4.3.19) $\quad \liminf _{t \neq 0} \frac{X(t)}{(2 / \pi) t \log t}=1$
4.4. THE CASE $1<\alpha<2$

THEOREM 4.4.1. Let $\{X(t): 0 \leq t<\infty\}$ be a completely asymmetric stable process with $1<\alpha<2$ and $\beta=1$, let $\phi$ be a positive, continuous and nonincreasing function and define

$$
\psi\left(t^{-1}\right)=\{2 B(\alpha)\}^{\frac{1}{2}}\{\phi(t)\}^{\frac{\alpha}{2(\alpha-1)}},
$$

where $B(\alpha)$ is defined by (2.1.8). Then
$P\left[\left\{\omega\right.\right.$ : there exists some $t_{0}(\omega)>0$ such that $X(t, \omega) \geq-t^{1 / \alpha_{\phi}}(t)$
for all $\left.\left.t \leq t_{0}(\omega)\right\}\right]=0$ or 1
according as the integral (4.1.1) diverges or converges.
PROOF. The proof is similar to the proof for the case $\alpha=1$ and to those of generalized L.I.L. theorems for $t \rightarrow \infty$ and partial sums. (See chapters 5 and 6.) $\square$

This theorem implies

$$
\underset{t \nmid 0}{\lim \inf } \frac{x(t)}{t^{1 / \alpha}\left(2 \log \log t^{-1}\right)^{(\alpha-1) / \alpha}}=-\{2 B(\alpha)\}^{-(\alpha-1) / \alpha} \text { a.s.. }
$$

## CHAPTER 5

## GENERALIZED LAWS OF THE ITERATED LOGARITHM FOR LARGE IIMES

The duality between small and large times is given in property 3 of section 3.1 for the Wiener process and in property 3 of section 3.2 for other stable processes. By using this duality we obtain the generalized laws of the iterated logarithm for large times. In this chapter we shall not give proofs of the theorems but only formulate the results, make some remarks and give references (if they exist). Theorem 5.1.1 for the Wiener process follows immediately from property 3 of section 3.1 and theorem 4.1.1. The assertion in property 3 of section 3.2 is weaker than that of property 3 of section 3.1. Therefore, the theorems for stable processes with $\alpha \neq 2$ do not follow in this way. They can be proved by making use of exactly the same methods as in chapter 4.

### 5.1. THE CASE $\alpha=2$

THEOREM 5.1.1. Let $\{W(t): 0 \leq t<\infty\}$ be a Wiener process, $\phi$ a positives continuous and non-decreasing function and take $\psi=\phi$. Then
$P\left[\left\{\omega\right.\right.$ : there exists some $t_{0}(\omega)>0$ such that $W(t, \omega) \leq t^{\frac{1}{2}} \phi(t)$
for all $\left.\left.t \geq t_{0}(\omega)\right\}\right]=0$ or 1
according as the integral (4.1.1) diverges or converges.

An elegant proof of this theorem is given by MOTOO (1959).

As a consequence of this theorem we have Khintchine's classical low of the iterated logarithm

$$
\lim _{t \rightarrow \infty} \sup \frac{W(t)}{(2 t \log \log t)^{\frac{1}{2}}}=1 \quad \text { a.s. }
$$

and by symmetry

$$
\lim _{t \rightarrow \infty} \inf \frac{W(t)}{(2 t \log \log t)^{\frac{1}{2}}}=-1 \quad \text { a.s. }
$$

### 5.2. THE CASE $0<\alpha<1$

THEOREM 5.2.1. Let $\{\mathrm{X}(\mathrm{t}): 0 \leq \mathrm{t}<\infty\}$ be a completely asymmetric stable process with $0<\alpha<1$ and $\beta=1$. Let $\phi$ be a positive, continuous and nonincreasing function and take

$$
\psi(t)=\{2 B(\alpha)\}^{\frac{1}{2}}\{\phi(t)\}^{-\frac{\alpha}{2(1-\alpha)}} .
$$

Then
$P\left[\left\{\omega\right.\right.$ : there exists some $t_{0}(\omega)>0$ such that $X(t, \omega) \geq t^{1 / \alpha} \phi(t)$ for all $\left.\left.t \geq t_{0}(\omega)\right\}\right]=0$ or 1
according as the integral (4.1.1) diverges or converges.

A proof is given by BRETMAN (1968b) following MOTOO's proof for the Wiener process.

As a consequence we have

$$
\lim _{t \rightarrow \infty} \inf \frac{X(t)}{t^{1 / \alpha}(2 \log \log t)^{-(1-\alpha) / \alpha}}=\{2 B(\alpha)\}^{(1-\alpha) / \alpha} \quad \text { a.s.. }
$$

This last result was first proved by FRISTEDT (1964). For general increasing processes with stationary independent increments similar results are obtained by FRISTEDT and PRUITTT (1971).

### 5.3. THE CASE $\alpha=1$

THEOREM 5.3.1. Let $\{X(t): 0 \leq t<\infty\}$ be a completely asymmetric stable process with $\alpha=\beta=1$. Let $\phi$ be a positive, continuous and non-decreasing function and take

$$
\psi(t)=2(\pi e)^{-\frac{1}{2}} \exp (\pi \phi(t) / 4) .
$$

Then

## $P\left[\left\{\omega\right.\right.$ : there exists some $t_{0}(\omega)>0$ such that $X(t, \omega) \cdots(2 / \pi) t \log t \geq$ $\geq-t \phi(t)$ for all $\left.\left.t \geq t_{0}(\omega)\right\}\right]=0$ or 1

according as the integral (4.1.1) diverges or converges.
As a consequence we have
(5.3.1) $\quad \underset{t \rightarrow \infty}{\lim \inf }\left\{\frac{X(t)-(2 / \pi) t \log t}{t}+(2 / \pi) \log (\pi e \log \log t)\right\}=$

$$
=(2 / \pi) \log 2 \quad \text { a.s. }
$$

and
(5.3.2) $\quad \liminf _{t \rightarrow \infty} \frac{X(t)}{(2 / \pi) t \log t}=1 \quad$ a.s..

This last consequence is also proved by MILLAR (1972). See also section 6.3.

### 5.4. THE CASE $1<\alpha<2$

THEOREM 5.4.1. Let $\{\mathrm{X}(\mathrm{t}): 0 \leq \mathrm{t}<\infty\}$ be a completely asymmetric stable process with $1<\alpha<2$ and $\beta=1$. Let $\phi$ be a positive, continuous and nondecreasing function and take

$$
\psi(t)=\{2 B(\alpha)\}^{\frac{1}{2}}\{\phi(t)\}^{\frac{\alpha}{2(\alpha-1)}}
$$

Then
$P\left[\left\{\omega\right.\right.$ : there exists some $t_{0}(\omega)>0$ such that $X(t, \omega) \geq-t^{1 / \alpha} \phi(t)$
for all $\left.\left.t \geq t_{0}(\omega)\right\}\right]=0$ or 1

As a consequence we have

$$
\lim _{t \rightarrow \infty} \frac{x(t)}{t^{1 / \alpha}(2 \log \log t)^{(\alpha-1) / \alpha}}=-\{2 B(\alpha)\}^{-(\alpha-1) / \alpha} \quad \text { a.s. . }
$$

## CHAPTER 6

## GENERALIZED LAWS OF THE ITERATED LOGARITHM FOR PARTIAL SUMS

Throughout this chapter $X_{1}, X_{2}, \ldots$ will be i.i.d. random variables. Write $S_{n}=X_{1}+\ldots+X_{n}$. The theorems will be formulated for the standard nor mal $r$. $v$. and completely asymmetric stable random variables. Partially the theorems follow from the results in chapter 5, because we now consider the processes at discrete points $t=1,2, \ldots$. As we saw in section 4.3 the proofs of generalized L.I.I. theorems rest on the Borel-Cantelli lemma. It is therefore obvious that these theorems are also true for those random variables in the domain of attraction for which the distribution function of the normalized sum converges sufficiently fast to the corresponding stable distribution. This is discussed further in chapter 10.

### 6.1. THE CASE $\alpha=2$

Following FELLER (1943) we first sketch the historic development of the L.I.L.. Let $X$ be a randomly selected point of the interval ( 0,1 ) and let its binary expansion be given by

$$
Y=\sum_{n=1}^{\infty} Y_{n} 2^{-n}
$$

We define $X_{n}=2 Y_{n}-1$. Then the random variables $X_{1}, X_{2}, \ldots$ are i.i.d. with common distribution $P\left[X_{1}=1\right]=P\left[X_{1}=-1\right]=\frac{1}{2}$. The sum $S_{n}$ is the difference of the frequencies of occurence of the digits 1 and 0 among the first $n$ places in the expansion of Y .

1. HAUSDORFF (1913):

$$
S_{n}=o\left(n^{\frac{1}{2}+\varepsilon}\right) \quad \text { a.s. } \quad \text { for every } \varepsilon>0
$$

2. HARDY-LITTIEWOOD (1914):

$$
S_{n}=O\left((n \log n)^{\frac{1}{2}}\right) \quad \text { a.s. }
$$

3. STEINHAUS (1922):

$$
\lim _{n \rightarrow \infty} \sup _{n} /(2 n \log n)^{\frac{1}{2}} \leq 1 \quad \text { a.s. }
$$

4. Khintchine (1923):

$$
S_{n}=O\left((n \log \log n)^{\frac{1}{2}}\right) \quad a_{s} s
$$

5. KHINTCHINE (1924):

$$
\lim _{n \rightarrow \infty} \sup _{n} \quad S_{n} /(2 n \log \log n)^{\frac{1}{2}}=1 \quad \text { a.s. }
$$

6. LEVY (1933):

$$
P\left[S_{n}>n^{\frac{1}{2}}(2 \log \log n+a \log \log \log n)^{\frac{1}{2}} i .0 .\right]= \begin{cases}0 & \text { if } a>3 \\ 1 & \text { if } a \leq 1\end{cases}
$$

7. KOLMOGOROV-ERDO̊S (1942):

If $\phi$ is non-decreasing, then

$$
P\left[S_{n}>n^{\frac{1}{2}} \phi(n) \text { i.o. }\right]=0 \text { or } 1
$$

according as the integral $I(\phi)$, defined by (4.1.1), converges or diverges.

The last result gives a complete solution for i.i.d. Bernoulli trials. The above results have been extended in various directions. For example to other random variables with finite or infinite variance, not identically distributed r.v.'s or dependent r.v.'s.

HARTMAN and WINTNER (1941) show that

a.s.
for i.i.d. $X_{1}, X_{2}, \ldots$ with $E X_{i}=0$ and $\sigma^{2}\left(x_{i}\right)=1$, i.e. $X_{i} \in D_{N}(2,0)$. The case $X_{i} \in \mathcal{D}(2,0)$ and $\sigma^{2}\left(X_{i}\right)=\infty$ is studied by FELLER (1968). STRASSEN (1964) proves a beautiful generalization of Hartman-Wintner's result, that we shall discuss in chapters 9 and 10. In most proofs of L.I.L. type theorems the rate of convergence in the central limit theorem plays an important role. STRASSEN, however, obtains his result by embedding the r.v.'s $X_{i}$ in the

Wiener process.
FELLER (1943) generalizes the Kolmogorov-Erdös result to general random variables $X_{k}$ subject to some conditions. For example to i.i.d. random variables $X_{k}$ satisfying $E X_{k}=0$ and $E\left|X_{k}\right|^{2+\varepsilon}<\infty$ for some positive $\varepsilon$. In this section we formulate his theorem for i.i.d. random variables with a standard normal distribution.

THEOREM 6.1.1. Let $X_{1}, X_{2}, \ldots$ be $i_{.} i_{.} d_{\text {. random variables with a standard nor- }}$ mal distribution and $\phi$ a positive, continuous and non-decreasing function on ( $0, \infty$ ). Then

$$
P\left[S_{n} \geq n^{\frac{1}{2}} \phi(n) \text { i.O. }\right]=0 \text { or } 1
$$

according as $I(\phi)$, defined in (4.1.1), converges or diverges.

REMARK 6.1.1. For almost all $\omega$ there exists, for all $\mathrm{v} \in[-1,1]$, a sequence $\left\{n_{k}(v, \omega)\right\}$ such that

$$
\lim _{k \rightarrow \infty} \frac{S_{n_{k}}(v, \omega)(\omega)}{\left\{n_{k}(v, \omega)\right\}^{\frac{1}{2}}\left\{2 \log \log n_{k}(v, \omega)\right\}^{\frac{1}{2}}}=v
$$

### 6.2. THE CASE $0<\alpha<1$

THEOREM 6.2.1. Let $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ be $i, i, d$. random vamables with common distmibution function $F(. ; \alpha, 1)$ with $0<\alpha<1$. Let $\phi$ be a positives continuous and non-increasing function on $(0, \infty)$ and take

$$
\begin{equation*}
\psi(t)=\{2 B(\alpha)\}^{\frac{1}{2}}\{\phi(t)\}^{-\frac{\alpha}{2(1-\alpha)}} . \tag{6.2.1}
\end{equation*}
$$

Then

$$
P\left[S_{n} \leq n^{1 / \alpha_{\phi}}(n) \text { i.o. }\right]=0 \text { or } 1
$$

according as the integral (4.1.1) converges or diverges.

PROOF. The proof of this theorem, and extended to the case of positive, con-
tinuous r.v.'s in the domain of attraction of a completely asymmetric law (with some restrictions on the right-hand tail) is given by LIPSCHUTZ (1956b) and KALINAUSKAITTE (1971).

This theorem implies
(6.2.2) $\quad \liminf _{n \rightarrow \infty} \frac{S_{n}}{n^{1 / \alpha}(2 \log \log n)^{-(1-\alpha) / \alpha}}=\{2 B(\alpha)\}^{(1-\alpha) / \alpha} \quad$ a.s. .

REMARK 6.2.1. For almost all $\omega$ there exists, for all $\mathrm{v} \geq 1$, a sequence $\left\{n_{k}(v, \omega)\right\}$ such that

$$
\lim _{k \rightarrow \infty} \frac{S_{n_{k}}(v, \omega)^{(\omega)}}{\left\{n_{k}(v, \omega)\right\}^{1 / \alpha}\left\{2 \log \log n_{k}(v, \omega)\right\}^{-(1-\alpha) / \alpha}}=v\{2 B(\alpha)\}^{(1-\alpha) / \alpha} .
$$

### 6.3. THE CASE $\alpha=1$

THEOREM 6.3.1. Let $X_{1}, X_{2}, \ldots$ be $i_{0} i_{0}$ d. random variables with common distribution function $F(0 ; 1,1)$. Let $\phi$ be a positive, continuous and non-decreasing function on $(0, \infty)$ and take
(6.3.1) $\quad \psi(t)=2(\pi e)^{-\frac{1}{2}} \exp (\pi \phi(t) / 4)$.

Then

$$
P\left[S_{n}-(2 / \pi) n \log n \leq-n \phi(n) i .0 .\right]=0 \text { or } 1
$$

according as the integral (4.1.1) converges or diverges.
PROOF' MIJNHEER (1972).

REMARK 6.3.1. Take

$$
\phi(t)=(2 / \pi) \log (\pi e \log \log t)-(2 / \pi) \log 2+(2 / \pi) \log \lambda .
$$

By (6.3.1) this is equivalent with

$$
\psi(t)=(2 \lambda \log \log t)^{\frac{1}{2}}
$$

Then

$$
P\left[S_{n}-(2 / \pi) n \log n \leq-n \phi(n) \text { i.o. }\right]=0 \text { or } 1
$$

according as $\lambda>1$ or $\leq 1$.

This implies
(6.3.2) $\quad \lim \inf _{n \rightarrow \infty}\left\{\frac{S_{n}-(2 / \pi) n \log n}{n}+\frac{2}{\pi} \log (\pi e \log \log n)\right\}=$

$$
=\frac{2}{\pi} \log 2 \quad \text { a.s. }
$$

REMARK 6.3.2. As a consequence we have
(6.3.3) $\quad \lim _{n \rightarrow \infty} \frac{S_{n}}{(2 / \pi) n \log n}=1 \quad$ a.s..

The result (6.3.3) was proved by MILLER (1967) in case $X_{i} \in \mathcal{D}(\alpha .1)$ with some restrictions on the right tail.

From the expansions for the tails of the distribution function (theorem 2.1.7 part II and part V) one easily proves
(6.3.4) $\quad S_{n} /\{(2 / \pi) n \log n\} \xrightarrow{P} 1$
and.
(6.3.5) E $X_{1}=\infty_{0}$

The lattex implies

$$
\mathrm{S}_{\mathrm{n}} / \mathrm{n} \longrightarrow \infty \quad \text { a.s. }
$$

From a paper of CHOW and ROBBINS (1961) we know that
(6.3.6) $\quad \lim _{n \rightarrow \infty} \sup \frac{S_{n}}{(2 / \pi) n \log n}=\infty \quad$ a.s. .

The result $(6.3 .6)$ is also a consequence of theorem 8.1.1.

Let us now consider the results (6.3.2) up to (6.3.6). Roughly speaking we can say that the average $S_{n} / n$ tends to $\infty$ like $(2 / \pi)$ log $n$. Moreover, from (6.3.3) and (6.3.6) we have the surprising result: for almost all $\omega$ there exist (infinite) sequences $\left\{n_{k}(\omega)\right\}$ and $\left\{m_{k}(\omega)\right\}$ such that

$$
\lim _{k \rightarrow \infty} \frac{S_{n_{k}}(\omega)(\omega)}{(2 / \pi) n_{k}(\omega) \log \left(n_{k}(\omega)\right)}=1
$$

and

$$
\lim _{k \rightarrow \infty} \frac{S_{m_{k}}(\omega)}{(2 / \pi) m_{k}(\omega) \log \left(m_{k}(\omega)\right)}=\infty .
$$

### 6.4. THE CASE $1<\alpha<2$

 bution function $F(. ; \alpha, 1)$ with $1<\alpha<2$. Let $\phi$ be a positive, continuous and non-decreasing function on $(0, \infty)$ and take

$$
\begin{equation*}
\psi(t)=\{2 B(\alpha)\}^{\frac{1}{2}}\{\phi(t)\}^{\frac{\alpha}{2(\alpha-1)}} . \tag{6.4.1}
\end{equation*}
$$

Then

$$
P\left[S_{n} \leq-_{n}^{1 / \alpha} \phi(n) \text { i.o. }\right]=0 \text { or } 1
$$

according as the integral (4.1.1) converges or diverges.

PROOF. The convergence part of this theorem follows immediately from the convergence part of theorem 5.4.1.

The r.v.'s $S_{n}, n=1,2, \ldots$, have the same distribution as a completely asymmetric stable process $(\alpha \in(1,2) ; \beta=1)\{X(t): 0 \leq t<\infty\}$ at the points $t=1,2, \ldots$. The divergence part of theorem 5.4.1 implies that for almost all $\omega$ there exist a sequence $t_{k}=t_{k}(\omega)$ such that
(6.4.2) $\quad X\left(t_{k}\right) \leq-t_{k}^{1 / \alpha_{\phi}}\left(t_{k}\right)$.

We shall show that the inequality (6.4.2) is also true for infinitely many
integer values of $t$. Let $n_{k}$ be defined, for each $k$, as the nearest integer to $e^{k / \log k}$. Define the events

$$
B_{k}: S_{n_{k}} \leq-n_{k}^{1 / \alpha}{ }_{\phi}\left(n_{k}\right)
$$

As in the proof of theorem 4.3 .1 we have $\sum P\left[B_{k}\right]=\infty$ and by making use of the lemmas in section 3.6 and by lemma 1.4 .2 it follows that

$$
P\left[B_{k} i .0 .\right]=1
$$

As a consequence we have

$$
\liminf _{n \rightarrow \infty} \frac{S_{n}}{n^{1 / \alpha}(2 \log \log n)^{(\alpha-1) / \alpha}}=-\{2 B(\alpha)\}^{(\alpha-1) / \alpha} \quad \text { a.s. }
$$

REMARK 6.4.1. Note that the distribution function $F(. ; \alpha, 1)$, with $1<\alpha<2$, has support ( $-\infty, \infty$ ) . LIPSCHUTZ (1956b) has established an integral-test for partial sums of positive, continuous random variables $\in \mathcal{D}(\alpha, 1)$ with some assumptions on the right tail. See also KALINAUSKAITEE (1971).

## CHAPTER 7

## HÖLDER-TYPE THEOREMS

The generalized L.I.L. theorems in chapter 4 give the local behavior of the sample paths near $t=0$. By the properties 2 of sections 3.1 and 3.2 we obviously have the same behavior in the neighbourhood of every fixed point $\tau(>0)$. In this chapter we consider processes on [0,1] and we study a modulus of continuity result for the Wiener process and completely asymmetric stable processes.

### 7.1. THE CASE $\alpha=2$

Consider the Wiener process $\{W(t): 0 \leq t \leq 1\}$. We saw in theorem 3.1.1.b that almost all sample paths are continuous functions on $[0,1]$. Let $\phi$ be a positive, continuous and non-increasing function. Consider the probability
(7.1.1) $P\left[\left\{\omega:\right.\right.$ there exists some $\Delta_{0}(\omega)>0$ such that $\mid W\left(t+\Delta_{9}(\omega) \ldots W(t, w) \mid \leq\right.$ $\leq \Delta^{\frac{1}{2}} \phi(\Delta)$ for all $0 \leq t \leq 1-\Delta$ and $\left.\left.0<\Delta \leq \Delta_{0}(\omega)\right\}\right]$.

In this section we establish an integral test, comparable to the criterion in the generalized L.I.L. for $W(t)$ at time $t=0$, for deciding whether the probability in ( $7,1.1$ ) has the value zero or one. Concerning this problem of the modulus of continuity of $W(t)$ we have the following historic development. Let the function $\psi$ be defined by

$$
\psi\left(t^{-1}\right)=\phi(t) .
$$

1. LETVY (1937):

$$
\psi(t)=c(2 \log t)^{\frac{1}{2}}
$$

The probability in (7.1.1) is zero for $c<1$ and one for $c>1$. As a consequence of this result we have

$$
\lim _{\varepsilon \downarrow 0} \sup _{\substack{0 \leq t \leq 1-\Delta \\ 0<\Delta<\varepsilon}} \frac{|W(t+\Delta)-W(t)|}{\left(2 \Delta \log \left(\Delta^{-1}\right)\right)^{\frac{1}{2}}}=1 \quad \text { a.s. }
$$

2. SIRAO (1954):

$$
\psi(t)=(2 \log t+c \log \log t)^{\frac{1}{2}}
$$

The probability in (7.1.1) is zero for $c<-1$ and one for $c>5$.
3. CHUNG, ERDÖS and SIRAO (1959):

The probability in (7.1.1) is zero or one according as the integral
(7.1.2) $\quad J(\psi)=\int^{\infty} \psi^{3}(t) e^{-\frac{1}{2} \psi^{2}(t)} d t$
diverges or converges.
REMARK 7.1.1. Let the function $\psi$ be defined by
(7.1.3) $\quad \psi(t)=\left[2 \log t+5 \log _{(2)}(t)+2 \sum_{k=3}^{n-1} \log _{(k)}(t)+c \log _{(n)}(t)\right]^{\frac{1}{2}}$,
where $\log _{(k)}(t)=\log \left(\log _{(k-1)}(t)\right)$ and $n \geq 3$. Then integral (7.1.2) converges for $c>2$ and diverges for $c \leq 2$.

### 7.2. THE CASE $0<\alpha<1$

In this section we shall establish a similar integral test for the completely asymmetric stable process $\{x(t): 0 \leq t \leq 1\}$ with characteristic exponent $0<\alpha<1$ and $\beta=1$. Let $\phi$ be a positive, continuous and non-decreasing function. We define the function $\psi$ by

$$
\begin{equation*}
\psi\left(t^{-1}\right)=\{2 B(\alpha)\}^{\frac{1}{2}}\{\phi(t)\}^{-\frac{\alpha}{2(1-\alpha)}} \tag{7.2.1}
\end{equation*}
$$

THEOREM 7.2.1. Let $\phi$ and $\psi$ be defined as above and let $\{X(t): 0 \leq t \leq 1\}$ be the completely asymmetric stable process with $0<\alpha<1$ and $\beta=1$. Then
(7.2.2) $P\left[\left\{\omega\right.\right.$ : there exists some $\Delta_{0}(\omega)>0$ such that $X\left(t+\Delta_{0} \omega\right)-X(t, \omega) \geq$ $\geq \Delta^{1 / \alpha_{\phi}}(\Delta)$ for all $0 \leq t \leq 1-\Delta$ and $\left.\left.0<\Delta \leq \Delta_{0}(\omega)\right\}\right]=$ $=0$ or 1
according as the integral (7.1.2) diverges or converges.

As in the proof of the L.I.L. type theorems we may restrict ourselves to special choices for $\psi$. We define the functions $\psi_{1}$ and $\psi_{2}$ by
(7.2.3) $\quad \psi_{1}(t)=(2 \log t-10 \log \log t)^{\frac{1}{2}}$
and
(7.2.4) $\quad \psi_{2}(t)=(2 \log t+10 \log \log t)^{\frac{1}{2}}$.

LEMMA 7.2.1. Let $\psi_{1}$ and $\psi_{2}$ be defined by (7.2.3) and (7.2.4). If theorem 7.2.1 holds for all functions $\phi$ such that
$(7.2 .5) \quad \psi_{1}(t) \leq \psi(t) \leq \psi_{2}(t)$,
where $\psi$ is defined in (7.2.1), then it holds in general.
PROOF. The proof of this lemma has the same pattern as the one of lemma 4.3.1. We follow the proof of lemma 1 in the paper of CHUNG, ERDOS and SIRAO (1959). Define the function $\hat{\psi}$ by

$$
\hat{\psi}(t)=\min \left(\max \left(\psi(t), \psi_{1}(t)\right), \psi_{2}(t)\right) .
$$

Let $\hat{\phi}$ correspond to $\hat{\psi}$ as $\phi$ does to $\psi$ by (7.2.1). From the proof of CHUNG, ERDÖS and SIRAO we borrow the following results:
(7.2.6) If $J(\psi)<\infty$ then $\hat{\psi}(t) \leq \psi(t)$ for large $t$.
(7.2.7) $J(\psi)<\infty$ iff $J(\hat{\psi})<\infty$.

Suppose $J(\psi)<\infty$ and hence that $J(\hat{\psi})<\infty$ and
(7.2.8) $\quad \hat{\phi}(h) \geq \phi(h)$ for sufficiently smail $h$
by (7.2.7) and (7.2.6). Then it follows from the assumption of the lemma that for $\hat{\phi}$ the probability in (7.2.2) is equal to 1. Then for almost all $\omega$ we have

$$
X\left(t+\Delta_{s} \omega\right)-X(t, \omega) \geq \Delta^{1 / \alpha} \hat{\phi}(\Delta) \geq \Delta^{1 / \alpha}{ }_{\phi}(\Delta)
$$

for all $t \in[0,1-\Delta]$ and $\Delta$ sufficiently small. Thus the lemma is proved in the convergence case.

Suppose $J(\psi)=\infty$ and hence $J(\hat{\psi})=\infty$. By the assumption of the lemma.
the probability in (7.2.2) is equal to 0 for $\hat{\phi}$. Hence, for almost all $\omega$ there exist sequences $\left\{t_{n}\right\},\left\{t_{n}^{\prime}\right\}, t_{n}^{\prime}>t_{n}$ with the properties
(7.2.9) $\quad x\left(t_{n}^{\prime}, \omega\right)-x\left(t_{n}, \omega\right)<\left(t_{n}^{\prime}-t_{n}\right)^{1 / \alpha \hat{\phi}\left(t_{n}^{\prime}-t_{n}\right)}$
and
(7.2.10) $\quad t_{n}^{\prime}-t_{n}+0$
for $n \rightarrow \infty$.

Because $J\left(\psi_{2}\right)<\infty$ we have by the assumption of the lemma that there exists, for almost all $\omega_{s}$ a number $\Delta_{0}$ such that

$$
X\left(t+\Delta_{3} \omega\right)-X\left(t_{3} \omega\right)>\Delta^{1 / \alpha_{1}} \phi_{2}(\Delta)
$$

for all t and $\Delta \leq \Delta_{0}$. Together with (7.2.9) this implies, for sufficiently large $n$,
$(7.2 .11) \quad \hat{\phi}\left(t_{n}^{i}-t_{n}\right) \leq \phi\left(t_{n}^{i}-t_{n}\right)$.
Now (7.2.9) and (7.2.11) imply for almost all $\omega$

$$
X\left(t_{n}^{\prime}, \omega\right)-X\left(t_{n}, \omega\right)<\left(t_{n}^{\prime}-t_{n}\right)^{1 / \alpha_{\phi}}\left(t_{n}^{\prime}-t_{n}\right) .
$$

This proves the lemma in the divergence case. $\square$

BROOF of theorem 7.2.1. By the lemma 7.2 .1 we may restrict our attention to the case where (7.2.5) holds. This is equivalent to
$(7.2 .12) \quad\{2 B(\alpha)\}^{\frac{1-\alpha}{\alpha}}\left\{2 \log t^{-1}+10 \log \log t^{-1}\right\}^{-\frac{1-\alpha}{\alpha}} \leq \phi(t) \leq$

$$
\leq\{2 B(\alpha)\}^{\frac{1-\alpha}{\alpha}}\left\{2 \log t^{-1}-10 \log \log t^{-1}\right\}^{-\frac{1-\alpha}{\alpha}}
$$

and yields

$$
\phi(t) \sim\{B(\alpha)\}^{\frac{1-\alpha}{\alpha}}\left\{\log t^{-1}\right\}^{-\frac{1-\alpha}{\alpha}}
$$

for $t \downarrow 0$.

Thus the restriction (7.2.5) implies that $\phi(t) \rightarrow 0$ for $t \rightarrow 0$.
Suppose the integral (7.1.2) converges. For $p=1,2, \ldots, k=0,1, \ldots, 2^{p}$,
$j=[p / 3]_{3} \ldots s p$ and $j+k \leq 2^{p}$ we define the event $D_{j, k}^{p}$ by

$$
x\left(\frac{j+k}{2^{p}}\right)-x\left(\frac{k}{2^{p}}\right)<\left(\frac{j+2}{2^{p}}\right)^{1 / \alpha} \phi\left(\frac{j+2}{2^{p}}\right) .
$$

By theorem 2.1.7 IV we have uniformly in $j$ and $k$

$$
\begin{aligned}
P\left[D_{j, k}^{p}\right] & =P\left[X(1)<\left(\frac{j+2}{j}\right)^{1 / \alpha} \phi\left(\frac{j+2}{2^{p}}\right)\right] \\
& \sim(2 / \alpha)^{\frac{1}{2}} P\left[U>\left(\frac{j+2}{j}\right)^{-\frac{1}{2(1-\alpha)}} \psi\left(\frac{2^{p}}{j+2}\right)\right]= \\
& =O(1) P\left[U>\psi\left(\frac{2^{p}}{j+2}\right)\right]
\end{aligned}
$$

for $p \rightarrow \infty$,
since

$$
\left(\frac{j+2}{j}\right)^{-\frac{1}{2(1-\alpha)}} \psi\left(\frac{2^{p}}{j+2}\right)=\psi\left(\frac{2^{p}}{j+2}\right)+0\left(1 / \psi\left(\frac{2^{p}}{j+2}\right)\right) \quad \text { for } p \rightarrow \infty
$$

This and convergence of the integral (7.1.2) imply (see the proof of CHUNG, ERDOOS and SIRAO in the case $\alpha=2$ )

$$
\sum_{p=1}^{\infty} \sum_{k=0}^{2 p} \sum_{j=[p / 3]}^{p} P\left[D_{j, k}^{p}\right]<\infty
$$

and hence $P\left[D_{j, k}^{p}\right.$ i.o. $]=0$.
For arbitrary fixed $t, t+\Delta \in[0,1]$ and $\Delta<\frac{1}{2}$ we define integers $p, j$ and k by
(7.2.13) $(p+1) 2^{-p-1}<\Delta \leq p 2^{-p}$
and
(7.2.14) $(k-1) 2^{-p}<t \leq k 2^{-p}<(j+k) 2^{-p} \leq t+\Delta<(j+k+1) 2^{-p}$.

This implies $[p / 3] \leq j \leq p$ for $p \geq 9$ and

$$
x(t+\Delta, \omega)-X(t, \omega) \geq X\left(\frac{j+k}{2^{p}}, \omega\right)-X\left(\frac{k}{2^{p}}, \omega\right) .
$$

Hence，for almost all $\omega_{3}$ ，we have for sufficiently small $\Delta$（i．e．sufficiently large $p$ and all $t \in[0,1-\Delta]$ ）

$$
x(t+\Delta, \omega)-x(t, \omega)>\left(\frac{j+2}{2^{p}}\right)^{1 / \alpha} \phi\left(\frac{j+2}{2^{p}}\right) .
$$

Because of the monotonicity of $\phi$ the right－hand member is larger than $\Delta^{1 / \alpha_{\phi}(\Delta) \text { ．Thus the theorem is proved for the case of convergence．}}$

In the divergence case we define the event $\mathbb{E}_{j, k}^{p}$ by

$$
x\left(\frac{j+k}{2^{p}}\right)-x\left(\frac{k}{2^{p}}\right)<\left(\frac{j}{2^{p}}\right)^{1 / \alpha} \phi\left(\frac{j}{2^{p}}\right)
$$

for $p=1,2, \ldots, k=0,1, \ldots, 2^{p}, j=[p / 2]+1, \ldots, p$ and $j+k \leq 2^{p}$ ．It is sufficient to prove $P\left[E_{j, k}^{p} i .0.\right]=1$ ．To prove this assertion we apply lemma 1．4．2．We order the events $E_{j, k}^{p}$ ．If $E_{n}=E_{j, k}^{p}$ and $E_{n^{\prime}}=E_{j^{\prime}, k^{\prime}}^{p^{\prime}}$ then $n<n^{\prime}$ iff one of the following conditions holds：

1．$p<p^{8}$
2．$p=p^{\prime}$ and $j>j^{\prime}$
3．$p=p^{\prime}$ 。 $j=j^{\prime}$ and $k<k^{\prime}$ 。
This arrangement implies $j 2^{-p} \geq j ' 2^{-p \prime}$ for $n<n^{\prime}$ ．Divergence of the inte－ gral（7．1．2）implies $\sum P\left[E_{n}\right]=\infty$ ．（See the proof for $\alpha=2$ ．）Consider two events $E_{n}=E_{j, k}^{p}$ and $E_{n}^{\prime \prime}=E_{j}^{n^{\prime}, k^{\prime}}$ ，with $n<n^{\prime}$ and let $\Delta_{n, n^{\prime}}>0$ denote the length of the intersection of $\left[k 2^{-p},(j+k) 2^{-p}\right]$ and $\left[k^{i} 2^{-p^{\prime}},\left(j+k^{\prime}\right) 2^{-p^{\prime}}\right]$ ．We arrive at the following three conclusions．

1．By lemma 3．4．1 there exist，for any positive $\varepsilon$ ，a number $p_{0}$ and a positive constant $\delta$ such that
（7．2．15）$P\left[E_{n} \wedge E_{n^{\prime}}\right] \leq(1+\varepsilon) P\left[E_{n}\right] P\left[E_{n}\right]$
for all events $E_{n}$ and $E_{n}$ ，with $n<n^{\prime}, p \geq p_{0}$ and
（7．2．16）$\quad \Delta_{n, n^{\prime}} j^{-1} 2^{p} \psi^{2}\left(j^{-1} 2^{p}\right)<\delta 。$
2．Let $0<c<1$ ．Computations similar to those in the paper of CHUNG， ERDÖS and SIRAO（1959）yield for fixed $n^{\prime}$
(7.2.17) $\quad \sum^{*} P\left[E_{n} \wedge E_{n},\right] \leq M_{1} P\left[E_{n}\right]$,
where $\sum^{*}$ denotes the summation over all events $E_{n}$ with $n<n^{\prime}$ such that $\Delta_{n, n}, j^{-1} 2^{p} \leq c$ and for which (7.2.16) does not hold. $M_{1}$ is a constant independent of $n$.
3. In case
(7.2.18) $\quad \frac{1}{2} \leq c \leq \Delta_{n, n}, j^{-1} 2^{p}<1$
(the choice $c \geq \frac{1}{2}$ in (7.2.18) restricts the values of $p^{\prime}$ to $p^{\prime}=p_{8} p+1$ or $\mathrm{p}+2$ ) the conditions of lemma 3.4 .3 are fulfilled for large p . Following the computations in the proof for $\alpha=2$ we obtain for every fixed $n$
(7.2.19) $\quad \sum^{* *} P\left[E_{n} \wedge E_{n}\right] \leq M_{2} P\left[E_{n}\right]$,
where $\sum^{* *}$ restricts the summation to all $n^{\prime}>n$ for which (7.2.18) holds and where $M_{2}$ is a constant.

From the estimates (7.2.15), (7.2.17) and (7.2.19) it follows that

$$
\begin{aligned}
& \underset{N \rightarrow \infty}{\lim \inf ^{\prime}}\left(\sum_{n=1}^{N} P\left[E_{n}\right]\right)^{-2} \sum_{n=1}^{N} \sum_{n=1}^{N} P\left[E_{n} \wedge E_{n}:\right]= \\
= & \liminf _{\mathbb{N} \rightarrow \infty}^{N}\left(\sum_{n=1}^{N} P\left[E_{n}\right]\right)^{-2} \cdot 2 \cdot \\
\sum_{n<n} & \sum_{n}^{N} P\left[E_{n} \wedge E_{n}\right] \leq 1+\varepsilon_{0}
\end{aligned}
$$

Letting $\varepsilon \downarrow 0$ we obtain $\lim$ inf $\leq 1$. Now we can apply lerma 1.4 .2 in order to conclude $P\left[E_{n}\right.$ i.o. $]=1 . \square$

REMARK 7.2.1. Taking

$$
\phi(\Delta)=\{2 B(\alpha)\}^{\frac{1-\alpha}{\alpha}}\left\{2(1+\delta) \log \left(\Delta^{-1}\right)\right\}^{-\frac{1-\alpha}{\alpha}}
$$

we find that the probability in (7.2.2) is zero or one according as $\delta \leq 0$ or $\delta>0$. Hence one obtains

$$
\lim _{\varepsilon \neq 0} \inf _{\substack{0 \leq t \leq 1-\Delta \\ 0<\Delta<\varepsilon}} \frac{X(t+\Delta)-X(t)}{\Delta^{1 / \alpha}\left\{2 \log \left(\Delta^{-1}\right)\right\}^{-(1-\alpha) / \alpha}}=\{2 B(\alpha)\}^{(1-\alpha) / \alpha} \quad \text { a.s.. }
$$

This result was first proved by HAWKES (1971).

### 7.3. THE CASE $\alpha=1$

THEOREM 7.3.1. Let $\phi$ be a non-negative, continuous and non-increasing function and $\{\mathrm{X}(\mathrm{t}): 0 \leq \mathrm{t} \leq 1\}$ the completely asymmetric stable process with $\alpha=\beta=1$. Define the function $\psi$ by

$$
\psi\left(t^{-1}\right)=2(\pi e)^{-\frac{1}{2}} \exp (\pi \phi(t) / 4)
$$

Then
(7.3.1) $P\left[\left\{\omega\right.\right.$ : there exists some $\Delta_{0}(\omega)>0$ such that $X\left(t+\Delta_{0} \omega\right)-X(t, \omega)+$
$-(2 / \pi) \Delta \log \Delta \geq-\Delta \phi(\Delta)$ for all $0 \leq t \leq 1-\Delta$ and
$\left.\left.0<\Delta \leq \Delta_{0}(\omega)\right\}\right]=0$ or 1
according as the integrat (7.1.2) diverges or converges.

PROOF. Again we may restrict ourselves to functions $\psi$ satisfying (7.2.5). Hence

$$
\phi(t) \sim(2 / \pi) \log \log t^{-1} \quad \text { for } t \psi
$$

and this implies $\phi(t) \rightarrow \infty$ for $t+0$.
Assume (7.1.2) converges. For $p=1,2, \ldots, k=0,1, \ldots, 2^{p}, j=[p / 3], \ldots, p$ and $j+k+1 \leq 2^{p}$ we define the event $D_{j, k}^{p}$ by
$\inf _{0 \leq r, s \leq 2^{-p}}\left\{\frac{X\left((j+k) 2^{-p}+s\right)-x\left(k 2^{-p}-r\right)-(2 / \pi)\left(j 2^{-p}+r+s\right) \log \left(j 2^{-p}+r+s\right)}{j 2^{-p}+r+s}\right\}<-\phi\left(\frac{j+2}{2^{p}}\right)$.
The restriction (7.2.5) implies that the conditions in lemma 3.5.4b are fulfilled uniformly in $j$. Thus

$$
P\left[D_{j, k}^{p}\right] \leq k_{1}^{2} P\left[X(1) \leq-\phi\left(\frac{j+2}{2^{p}}\right)\right] .
$$

By theorem 2.1.7 V this implies that, uniformly in $j$ and $k$,

$$
P\left[D_{j, k}^{p}\right]=O(1) P\left[U \geq \psi\left(\frac{2^{p}}{j+2}\right)\right] \quad \text { for } p \rightarrow \infty_{0}
$$

Convergence of ( 7.1 .2 ) gives, as in the proof of CHUNG, ERDÖS and SIRAO for the case $\alpha=2, P\left[D_{j, k}^{p} i, 0.\right]=0$. For arbitrary $t, t+\Delta \in[0,1]$ we define $p, j$ and $k$ by (7.2.13) and (7.2.14). For almost all $\omega$, we have for sufficiently large $p$

$$
\begin{aligned}
& \frac{x(t+\Delta)-x(t)-(2 / \pi) \Delta \log \Delta}{\Delta} \geq \\
& \inf _{0 \leq r, s \leq 2^{-p}}\left\{\frac{x\left((j+k) 2^{-p}+s\right)-x\left(k 2^{-p}-r\right)-(2 / \pi)\left(j 2^{-p}+r+s\right) \log \left(j 2^{-p}+r+s\right.}{j 2^{-p}+r+s}\right\} \geq \\
& \geq-\phi\left(\frac{j+2}{2^{p}}\right) \geq-\phi(\Delta) .
\end{aligned}
$$

In the divergence case we define $\mathbb{E}_{j, k}^{p}$ by

$$
x\left((j+k) 2^{-p}\right)-x\left(k 2^{-p}\right)-(2 / \pi) j 2^{-p} \log \left(j 2^{-p}\right)<-j 2^{-p} \phi\left(j 2^{-p}\right)
$$

for $p=1,2, \ldots, k=0,1, \ldots, 2^{p}, j=[p / 2]+1, \ldots, p$ and $j+k \leq 2^{p}$. The remainder of the proof closely resembles the proof of theorem 7.2.1. However, the neces-sary estimation of the lim inf occurring in lemma 1.4.2 differs on one point. This difference arises in connection with lemma 3.5.2. We want to use this lemma for the case $0<\Delta t^{-1}<c<1$. In that case $\Delta t^{-1} \psi^{2}\left(1 / t^{\prime}\right) / \psi^{2}(1 / t)$ is not necessarily less than one. However, one only has to invoke lemma 3.5.2 in case that $p^{\prime}-5 \log p^{\prime}<p<p^{\prime}$. Then by the restriction (7.2.5) we know that for any pair of constants $\left(c, c_{1}\right)$ with $0<c<c_{1}<1$, the restriction $\Delta t^{-1}<c$ implies $\Delta t^{-1} \psi^{2}\left(1 / t^{\prime}\right) / \psi^{2}(1 / t)<c_{1}$ for sufficiently large $p^{\prime}$ (or $p$ ).

Then, as in the proof of theorem 7.2 .1 we can show $P\left[E_{n}\right.$ i.O. $]=1$ and hence the theorem is proved. $\square$

REMARK 7.3.1. Taking

$$
\phi(\Delta)=(2 / \pi) \log \left(\pi \mathrm{e} \log \left(\Delta^{-1}\right)\right)-(2 / \pi) \log 2+(2 / \pi) \log (1+\delta)
$$

the probability in (7.3.2) is zero or one according as $\delta \leq 0$ or $\delta>0$. Hence

$$
\left.\begin{array}{rl}
\lim _{\varepsilon \downarrow 0}\left[\inf _{0 \leq t \leq 1-\Delta}^{0<\Delta<\varepsilon}\right. \\
0<\Delta<
\end{array}\left\{\frac{X(t+\Delta)-X(t)-(2 / \pi) \Delta \log \Delta}{\Delta}+\frac{2}{\pi} \log \left(\pi e \log \left(\Delta^{-1}\right)\right)\right\}\right]=
$$

and

```
lim}\mp@subsup{\operatorname{inf}}{\varepsilon\downarrow0}{}\mp@subsup{\operatorname{lnt f 1-\Delta}}{{\frac{X(t+\Delta)-X(t)-(2/\pi)\Delta\operatorname{log}\Delta}{(2/\pi)\Deltalog log(\mp@subsup{\Delta}{}{-1})}}=-1\quad a.s..}{
```

7.4. THE CASE $1<\alpha<2$

THEOREM 7.4.1. Let $\phi$ be a non-negative, continuous and non-increasing function and $\{\mathrm{X}(\mathrm{t}): 0 \leq \mathrm{t} \leq 1\}$ the completely asymmetric stable process with $1<\alpha<2$ and $\beta=1$. Define the function $\psi$ by

$$
\begin{equation*}
\psi\left(t^{-1}\right)=\{2 B(\alpha)\}^{\frac{1}{2}}\{\phi(t)\}^{\frac{\alpha}{2(\alpha-1)}} . \tag{7.4.1}
\end{equation*}
$$

Then
(7.4.2) $P\left[\left\{\omega\right.\right.$ : there exists some $\Delta_{0}(\omega)>0$ such that $X\left(t+\Delta_{,} \omega\right)-X(t, \omega) \geq$ $\geq-\Delta^{1 / \alpha_{\phi}}(\Delta)$ for all $0 \leq t \leq 1-\Delta$ and $\left.\left.0<\Delta \leq \Delta_{0}(\omega)\right\}\right]=$ $=0$ or 1
according as the integral (7.1.2) diverges or converges.
PROOF. Again we may restrict ourselves to functions $\psi$ satisfying (7.2.5). Hence it follows by (7.4.1)

$$
\phi(t) \sim\{B(\alpha)\}^{\frac{\alpha-1}{\alpha}}\left\{\log t^{-1}\right\}^{\frac{\alpha-1}{\alpha}}
$$

and this implies $\phi(t) \rightarrow \infty$ for $t \downarrow 0$.
Suppose the integral ( 7.1 .2 ) converges. For $p=1,2, \ldots, k=0,1, \ldots, 2^{p}$, $j=[p / 3], \ldots, p$ and $j+k+1 \leq 2^{p}$ we define the event $D_{j, k}^{p}$ by

$$
\inf _{0 \leq r, s \leq 2^{p}}\left\{X\left(\frac{j+k}{2^{p}}+s\right)-X\left(\frac{k}{2^{p}}-r\right)\right\}<-\left(\frac{j}{2^{p}}\right)^{1 / \alpha}{ }_{\phi\left(\frac{j+2}{2^{p}}\right)}^{2^{2}} .
$$

By lemma 3.6.4b we have

$$
\begin{aligned}
P\left[D_{j, k}^{p}\right] & \leq k^{-2}(\alpha, 1) P\left[X\left(\frac{j+2}{2^{p}}\right) \leq-\left(\frac{j}{2^{p}}\right)^{1 / \alpha} \phi\left(\frac{j+2}{2^{p}}\right)\right] \\
& =k^{-2}(\alpha, 1) P\left[X(1) \leq-\left(\frac{j}{j+2}\right)^{1 / \alpha} \phi\left(\frac{j+2}{2^{p}}\right)\right] .
\end{aligned}
$$

Consequently, by theorem 2.1.7 VI we have, uniformly in $j$ and $k$,

$$
P\left[D_{j, k}^{p}\right]=O(1) P\left[U \geq \psi\left(\frac{2^{p}}{j+2}\right)\right] \quad \text { for } p \rightarrow \infty
$$

Hence it follows that $P\left[D p_{j, k}^{p} i .0.\right]=0$. For any $t$ and $\Delta$ we define integers $p, j$ and $k$ by (7.2.13) and (7.2.14). For almost all $\omega$, we have for sufficiently large $p$

$$
\begin{aligned}
X(t+\Delta, \omega)-X(t, \omega) & \geq \inf _{0 \leq r, s \leq 2^{-p}}\left\{X\left(\frac{j+k}{2^{p}}+s, \omega\right)-X\left(\frac{k}{2^{p}}-r, \omega\right)\right\} \geq \\
& \geq-\left(\frac{j}{2^{p}}\right)^{1 / \alpha} \phi\left(\frac{j+2}{2^{p}}\right) \geq-\Delta^{1 / \alpha} \phi(\Delta)
\end{aligned}
$$

In the divergence case we define the events $\mathrm{E}_{\mathrm{j}, \mathrm{k}}^{\mathrm{p}}$ by

$$
X\left(\frac{j+k}{2^{p}}\right)-X\left(\frac{k}{2^{p}}\right)<-\left(\frac{j}{2^{p}}\right)^{1 / \alpha} \phi\left(\frac{j}{2^{p}}\right)
$$

for $p=1,2, \ldots, k=0,1, \ldots, 2^{p}, j=[p / 2]+1, \ldots, p$ and $j+k \leq 2^{p}$. The proof that $P\left[E_{j, k}^{p} i .0.\right]=1$ is the same as for the case $\alpha=1 . \square$

REMARK 7.4.1. Taking

$$
\phi(\Delta)=\{2 B(\alpha)\}^{-\frac{\alpha-1}{\alpha}}\left\{2(1+\delta) \log \left(\Delta^{-1}\right)\right\}^{\frac{\alpha-1}{\alpha}}
$$

we have that the probability in (7.4.2) is zero or one according as $\delta \leq 0$ or $\delta>0$. Hence
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## L.I.L.-TYPE THEOREMS FOR THE HEAVY TAILS

In the chapters 4,5 and 6 we have proved generalized laws of the iterated logarithm for completely asymmetric stable processes ( $\beta=1$ ) for $t \downarrow 0$, $t \rightarrow \infty$ and for partial sums. In that way we obtain lower limits for the rate of growth of the sample paths of these stable processes for small and for large times. In the proofs we made use of the relation between the left tail of the distribution function $F(. ; \alpha, 1)$ and the tail of the standard normal distribution function, as given in theorem 2.1 .7 parts IV, $V$ and VI. In this chapter we shall obtain upper limits for the rate of growth of the sample paths of completely asymmetric stable processes $(\beta=1)$. We apply the expansions of the right tail of the corresponding distribution functions $F(, ; \alpha, 1)$ given in theorem 2.1.7 parts I, II and III. For the other stable distribum tions $(|\beta| \neq 1)$ we have the same expansions for both tails of the distribution function. By using these expansions we also obtain upperm and lowerbounds for the rate of growth for stable processes with $|\beta| \neq 1$. In this chapter we establish integral tests similar to the criteria in the chapters 4,5 and 6. We distinguish three cases: partial sums, stable processes for $t \rightarrow \infty$ and stable processes for $t \psi 0$ 。

### 8.1. PARTIAL SUMS

We first give some earry results.

1. LEEVY (1931) - MARCINKIEWICZ (1939):

Let $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ be independent random variables with distribution function $F_{1}, F_{2}, \ldots$. Suppose that, uniformly for large $x$ and all $k$,

$$
c x^{-\alpha}<1-F_{k}(x)+F_{k}(-x)<C x^{-\alpha},
$$

where $\alpha, c$ and $C$ are positive constants with $\alpha \in(0,2)$. In case $1 \leq \alpha<2$ we assume

$$
\lim _{t \rightarrow \infty} \int_{-t}^{t} x d F_{k}(x)=0
$$

Let $\lambda$ be a positive increasing function such that $\lambda(2 t) / \lambda(t) \rightarrow 1$ for $t \rightarrow \infty$.

Define the sequence $\left\{a_{n}\right\}$ by

$$
a_{n}=\{n(\log n) \lambda(\log n)\}^{1 / \alpha}
$$

Then

$$
P\left[\left|x_{1}+\ldots+x_{n}\right|>a_{n} i .0 .\right]=0 \text { or } 1
$$

according as $\sum \frac{1}{n \lambda(n)}$ converges or diverges.
LEVY proved this result in case $0<\alpha<1$. In chapter 10 we formulate an extension, proved by FELLER (1946), without conditions on $\left\{a_{n}\right\}$. Other authors also proved similar results using the methods used for the L.I.L. for the case $\alpha=2$. We mention the following ones.
2. LIPSCHUTZ (1956b):

Let $X_{1}, X_{2}, \ldots$ be positive i.i.d. random variables with common distribution function $F \in D(\alpha, 1)$ with $\alpha \neq 1,2$ and let $\psi$ be a positive continuous non-decreasing function. Then
in case $0<\alpha<1$

$$
P\left[X_{1}+\ldots+X_{n}>a_{n} \psi(n) \text { i.o. }\right]=0 \text { or } 1 ;
$$

in case $1<\alpha<2$

$$
P\left[X_{1}+\ldots+X_{n}-n E X_{1}>a_{n} \psi(n) \text { i.o. }\right]=0 \text { or } 1
$$

according as
(8.1.1) $K(\psi)=\int^{\infty} \frac{1}{t \psi^{\alpha}(t)} d t$
converges or diverges. The constants $a_{n}$ are defined by (2.2.2) and (2.2.4).
3. CHOVER (1966):

Let $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ be i.i.d. with common distribution function $\mathrm{F}(. ; \alpha, 0)$ wi.th $0<\alpha<2$. Then

$$
P\left[\left|X_{1}+\ldots+X_{n}\right|>n^{1 / \alpha}(\log n)^{(1+\varepsilon) / \alpha} \text { i.o. }\right]=0 \text { or } 1
$$

according as $\varepsilon>0$ or $\varepsilon<0$.

## 4. HEYDE (1969):

Let $X_{1}, X_{2}, \ldots$ be i.i.d. random variables with common distribution function $F \in \mathcal{D}_{N}(\alpha, \beta)$ with $\alpha \neq 1,2$ and $|\beta| \neq 1$. Then

$$
P\left[\left|X_{1}+\ldots+X_{n}\right|>n^{1 / \alpha}(\log n)^{(1+\varepsilon) / \alpha} \text { i.o. }\right]=0 \text { or } 1
$$

according as $\varepsilon>0$ or $\varepsilon<0$.

In the sections 2 and 3 of this chapter we shall refer to similar theorems for stable processes for large and small times.

Let $X_{1}, X_{2}, \ldots$ be i.i.d. random variables with common distribution function $F(. ; \alpha, \beta)$. We define the sequence $\{T(n ; \alpha, \beta)\}$ by

$$
\begin{array}{rlr}
T(n ; \alpha, \beta) & =\left(X_{1}+\ldots+X_{n}\right)_{n}^{-1 / \alpha} & \text { for } \alpha \neq 1  \tag{8.1.2}\\
& =\left(X_{1}+\ldots+X_{n}-(2 / \pi) \beta n \log n\right)_{n}^{-1} & \text { for } \alpha=1
\end{array}
$$

By theorem 2.1.3 it follows that for every $\alpha$ and $\beta$
(8.1.3) $\mathbb{T}(n ; \alpha, \beta) \stackrel{d}{=} X_{1} \quad$ for all $n$.

In this section we shall prove the following theorem.
THEOREM 8.1.1. Let the sequence $\{T(n ; \alpha, \beta)\}$ be defined by (8.1.2) and let $\psi$ be a positive, continuous and non-decreasing function. Then
a. for $\alpha \in(0,2)$ and $\beta \in(-1,1]$

$$
\operatorname{P}[T(n ; \alpha, \beta) \geq \psi(n) \text { i. o. }]=0 \text { or } 1
$$

according as the integral $\mathrm{K}(\psi)$, defined in (8.1.1), converges or diverges b. for $\alpha \in(0,2)$ and $\beta \in[-1,1)$

$$
\operatorname{P}[T(n ; \alpha, \beta) \leq-\psi(n) i \cdot o \cdot]=0 \text { or } 1
$$

according as the integral $\mathrm{K}(\psi)$, defined in (8.1.1), converges or diverges.

$$
\text { Let } \varepsilon>0 \text {. We define the function } \psi_{1} \text { and } \psi_{2} \text { by }
$$

$(8.1 .4) \quad \psi_{1}(t)=(\log t)^{\frac{1-\varepsilon}{\alpha}}$
and
$(8.1 .5) \quad \psi_{2}(t)=(\log t)^{\frac{1+\varepsilon}{\alpha}}$.
In the proof of theorem 8.1.1 we apply the following lemma.
LEMMA 8.1.1. Let $\varepsilon>0$ and let $\psi_{1}$ and $\psi_{2}$ be defined by (8.1.4) and (8.1.5). If theorem 8.1.1 holds for all functions $\psi$ satisfying

$$
\begin{equation*}
\psi_{1}(t) \leq \psi(t) \leq \psi_{2}(t) \tag{8.1.6}
\end{equation*}
$$

then it holds in general.
PROOF. The proof has a similar pattern as the proof of lemma 4.3.1.
$i$. In the same way as in the proof of part $i$ of lemma 4.3 .1 we show that convergence of $K(\psi)$ implies $\psi(t)>\psi_{1}(t)$ for sufficiently large $t$.
$i i$. Let $\psi$ be an axbitrary function satisfying the conditions of theorem 8.1 .1 and $K(\psi)<\infty$. Define the function $\hat{\psi}$ by
(8.1.7) $\quad \hat{\psi}(t)=\min \left(\max \left(\psi_{1}(t), \psi(t)\right), \psi_{2}(t)\right)$.

Then, for sufficiently large $t$, we have $\hat{\psi}(t)=\min \left(\psi(t), \psi_{2}(t)\right)$, implying $K(\hat{\psi})<\infty$. The function $\hat{\psi}$ clearly satisfies (8.1.6). By the assumption that theorem 8.1.1 holds for all functions satisfying (8.1.6) we have

$$
\operatorname{P}[T(n ; \alpha, \beta) \geq \hat{\psi}(n) \text { i. } 0 .]=0
$$

and obviously

$$
P[T(n ; \alpha, \beta) \geq \psi(n) \text { i.o. }]=0 .
$$

iii. Let $\psi$ be an arbitary function satisfying the conditions of theorem 8.1.1 and $K(\psi)=\infty$. Define $\hat{\psi}$ by (8.1.6). In the same way as in the proof of part iii of lemma 4.3 .1 we obtain $K(\hat{\psi})=\infty$. By the assumption that theorem 8.1.1 holds for all functions satisfying (8.1.6) we have

$$
P[T(n ; \alpha, \beta) \geq \hat{\psi}(n) \text { i. O. }]=1
$$

and

$$
P\left[T(n ; \alpha, \beta)>\psi_{2}(n) i .0 .\right]=0 .
$$

Thus there exists a sequence $\left\{n_{k}\right\}$ such that $\hat{\psi}\left(n_{k}\right)<\psi_{2}\left(n_{k}\right)$ and
(8.1.8) $\quad P\left[T\left(n_{k} ; \alpha, \beta\right) \geq \hat{\psi}\left(n_{k}\right)\right.$ i.0. $]=1$.

The inequality $\hat{\psi}\left(n_{k}\right)<\psi_{2}\left(n_{k}\right)$ implies $\hat{\psi}\left(n_{k}\right) \geq \psi\left(n_{k}\right)$. This yields, in view of ( 8.1 .8 ),

```
P[T(n;\alpha,\beta)\geq\psi(n) i.o.] = 1.
```

Thus the restriction $(8,1.6)$ can also be made in case the integral (8.1.1) diverges.

PROOF of theorem 8.1.1. Because $F(x ; \alpha, \beta)=1-F(-x ; \alpha,-\beta)$ we have only to prove part a of the theorem. By lemma 8.1.1 we may restrict ourselves to functions $\psi$ satisfying $\psi_{1} \leq \psi \leq \psi_{2}$ 。

Suppose $K(\psi)<\infty$. Let $c>1$ and let $n_{r}$ denote the largest integer smaller than $c^{r}$. We define the following events

$$
\begin{array}{ll}
A_{n}: \quad \mathbb{T}(n ; \alpha, \beta) \geq \psi(n) ; & \\
B_{r}: \max _{n_{r}<n \leq n_{r+1}} S_{n} \geq n_{r}^{1 / \alpha} \psi\left(n_{r}\right) & \text { for } \alpha \neq 1, \\
\max _{n_{r}<n \leq n_{r+1}} T(n ; \alpha, \beta) \geq \psi\left(n_{r}\right) & \text { for } \alpha=1
\end{array}
$$

and for $\alpha \neq 1$

$$
C_{r}: \quad S_{n_{r+1}} \geq n_{r}^{1 / \alpha} \alpha_{\psi}\left(n_{r}\right) .
$$

Then
(8.1.10) $\lim \sup A_{n} \subset \lim \sup B_{r}$ 。

By lemma 1.4.3 and remark 1.4 .1 there exists, for $\alpha \neq 1$, a constant $k(\alpha, \beta)$ such that $P\left[B_{r}\right] \leq k^{-1}(\alpha, \beta) P\left[C_{r}\right]$. The expansion of the tail of $F(. ; \alpha, \beta)$ in theorem 2.1.7 parts I and III implies

$$
P\left[C_{r}\right]=P\left[X_{1} \geq\left(n_{r} / n_{r+1}\right)^{1 / \alpha} \psi\left(n_{r}\right)\right]=O\left(\frac{1}{\psi^{\alpha}\left(n_{r}\right)}\right) \quad \text { for } r \rightarrow \infty .
$$

Let $\{X(t): 0 \leq t<\infty\}$ be a stable process for which the $r$.v. $X(1)$ has distribution function $F(. ; 1, \beta)$. Then

$$
\begin{aligned}
& P\left[\max _{n_{r}<n \leq n_{r+1}} \frac{X(n)-(2 / \pi) \beta n \log n}{n} \geq \psi\left(n_{r}\right)\right] \leq \\
\leq & P\left[\sup _{1 \leq t \leq n_{r}^{-1} n_{r+1}} \frac{X\left(n_{r} t\right)-(2 / \pi) \beta n_{r} t \log \left(n_{r} t\right)}{n_{r} t} \geq \psi\left(n_{r}\right)\right]= \\
= & P\left[\sup _{1<t \leq n_{r}^{-1} n_{r+1}} \frac{X(t)-(2 / \pi) \beta t \log t}{t} \geq \psi\left(n_{r}\right)\right]
\end{aligned}
$$

by property 4 of section 3.2. By lemma 3.5 .5 it follows that for $\alpha=1$

$$
P\left[B_{r}\right]=O\left(\frac{1}{\psi\left(n_{r}\right)}\right)
$$

for $r \rightarrow \infty$ 。

Thus we have for all $\alpha \in(0,2)$ that there exists some positive constant $k$ such that

$$
\sum P\left[B_{r}\right] \leq k \cdot K(\psi)<\infty .
$$

This yields P[lim sup $\left.A_{n}\right]=P\left[\lim \sup B_{r}\right]=0$ 。
Suppose $K(\psi)=\infty$. Because, for every positive $\lambda$,

$$
\left\{\lim \sup \frac{T(n ; \alpha, \beta)}{\psi(n)}>\lambda\right\}
$$

is a tail event we have

$$
P\left[\lim \sup \frac{T(n ; \alpha, \beta)}{\psi(n)}>\lambda\right]=0 \text { or } 1 .
$$

Thus, in order to prove the divergence part of the theorem we only have to show

$$
P[T(n ; \alpha, \beta) \geq \psi(n) \text { i. } 0 .]>0 .
$$

Define the sequence $n_{r}$ as in the convergence part with $c$ so large that $1-2(c-1)^{-1 / \alpha} \geq \frac{1}{2}$. Define the events

$$
D_{r}: \psi\left(n_{r}\right) \leq T\left(n_{r} ; \alpha, \beta\right) \leq 2 \psi\left(n_{r}\right)
$$

Then there exists a positive constant $k$ such that $P\left[D_{r}\right] \geq k \frac{1}{\psi^{\alpha}\left(n_{r}\right)}$ for $r \rightarrow \infty$ and this yields $\sum_{x} P\left[D_{r}\right]=\infty$. In case $\alpha \neq 1$ we have for $r<s$

$$
\begin{aligned}
& P\left[D_{r} \wedge D_{s}\right]=P\left[n_{r}^{1 / \alpha_{i}} \psi\left(n_{r}\right) \leq S_{n_{r}} \leq 2 n_{r}^{1 / \alpha_{r}} \psi\left(n_{r}\right) \wedge n_{s}^{1 / \alpha_{i}} \psi\left(n_{s}\right) \leq S_{n_{s}} \leq 2 n_{s}^{1 / \alpha_{i}} \psi\left(n_{s}\right)\right] \leq \\
& \leq P\left[D_{r}\right] P\left[S_{n_{S}}-S_{n_{r}} \geq n_{s}^{1 / \alpha} \psi\left(n_{s}\right)-2 n_{r}^{1 / \alpha} \psi\left(n_{r}\right)\right] \leq \\
& \leq P\left[D_{r}\right] P\left[X_{1} \geq\left(\frac{n_{s}}{n_{s}-n_{r}}\right)^{1 / \alpha} \psi\left(n_{s}\right)-2\left(\frac{n_{r}}{n_{s}-n_{r}}\right)^{1 / \alpha} \psi\left(n_{r}\right)\right] \leq k_{1} P\left[D_{r}\right] P\left[D_{s}\right],
\end{aligned}
$$

where the constant $k_{1}$ can be chosen independent of $x$ and $s$.
In case $\alpha=1$ we have for $r<s$

$$
\begin{aligned}
& P\left[D_{r} A D_{S}\right]=P\left[n_{r} \psi\left(n_{r}\right) \leq S_{n_{r}}-(2 / \pi) B n_{r} \log n_{r} \leq 2 n_{r} \psi\left(n_{r}\right) \wedge\right. \\
& \left.\wedge n_{s} \psi\left(n_{s}\right) \leq S_{n_{s}}-(2 / \pi) \beta n_{s} \log n_{s} \leq 2 n_{s} \psi\left(n_{s}\right)\right] \\
& \leq P\left[D_{r}\right] P\left[S_{n_{S}}-S_{n_{r}} \geq n_{s} \psi\left(n_{s}\right)+(2 / \pi) \beta n_{s} \log n_{S}-2 n_{r} \psi\left(n_{r}\right)-(2 / \pi) \beta n_{r} \log n_{r}\right] \\
& \leq P\left[D_{r}\right] P\left[X_{1} \geq\left(n_{S}-n_{r}\right)^{-1}\left(n_{s} \psi\left(n_{s}\right)+(2 / \pi) \beta n_{S} \log n_{S}-2 n_{r} \psi\left(n_{r}\right)+\right.\right. \\
& \left.-(2 / \pi) \beta n_{r} \log n_{r}-(2 / \pi) \beta\left(n_{s}-n_{r}\right) \log \left(n_{S}-n_{r}\right)\right] \\
& \leq P\left[D_{r}\right] P\left[X_{1} \geq \frac{1}{2} \psi\left(n_{s}\right)+\beta A(r, s)\right],
\end{aligned}
$$

where $A\left(r_{s} s\right)=\frac{2}{\pi} \frac{n_{s} \log n_{s}-n_{r} \log n_{r}-\left(n_{s}-n_{r}\right) \log \left(n_{s}-n_{r}\right)}{n_{s} n_{r}}$ is uniformly
bounded by a constant which depends only on $c$. By the expansion in theorem 2.1.7 part II we have

$$
P\left[D_{r} \wedge D_{s}\right] \leq k_{1} P\left[D_{r}\right] P\left[D_{s}\right],
$$

where $k_{1}$ may be chosen independent of $r$ and $s$. Hence for all $\alpha \in(0,2)$ lemma 1.4 .2 yields $P\left[D_{r} i .0.\right]>0 . \square$

REMARK 8.1.1. Divergence of the integral $K(\psi)$ implies $K(\lambda \psi)=\infty$ for all positive $\lambda$. Consequently

$$
\lim \sup \frac{T(n ; \alpha ; \beta)}{\psi(n)} \geq \lambda
$$

a.s.
and this yields

$$
\lim \sup \frac{T(n ; \alpha ; \beta)}{\psi(n)}=\infty
$$

a.s.
in case $K(\psi)=\infty$ 。

CHOVER (1966) makes use of his version of theorem 8.1.1 to prove that

$$
\lim _{n \rightarrow \infty}|T(n ; \alpha, 0)|^{\frac{1}{\log \log n}}=e^{1 / \alpha} \quad \text { a.s.. }
$$

This result is extended to the cases $|\beta| \neq 1$ (and $\alpha \neq 1$ ) by HEYDE (1969). CHOVER (1966) has also given some other limit points of the sequence $\left\{|T(n ; \alpha, 0)|^{\frac{1}{\log \log n}}\right\}$. We define the sequence $\{\tilde{T}(n ; \alpha, \beta)\}$, for $0<\alpha<2$ and $|\beta| \leq 1$, by
(8.1.11) $\widetilde{T}(n ; \alpha, \beta)=\operatorname{sign}(T(n ; \alpha, \beta))|T(n ; \alpha, \beta)|^{\frac{1}{\log \log n}}$.

The following theorem gives some limit points of this sequence $\{\tilde{T}(n ; \alpha, \beta)\}$.

THEOREM 8.1.2. Let the sequence $\{\tilde{T}(n ; \alpha, \beta)\}$ be defined by (8.1.11) for $0<\alpha<2$ and $|\beta| \leq 1$. Then, with probability 1, all points of the following intervals are limit points of $\{\tilde{T}(n ; \alpha, \beta)\}$.

$$
\begin{array}{rrr}
{\left[-e^{1 / \alpha}, e^{1 / \alpha}\right]} & \text { for } 1 \leq \alpha<2 & \text { and }|\beta| \neq 1 \\
{\left[-e^{1 / \alpha}, 1\right]} & 1 \leq \alpha<2 & \beta=-1 \\
{\left[-1, e^{1 / \alpha}\right]} & 1 \leq \alpha<2 & |\beta| \neq 1 \\
{\left[-e^{1 / \alpha},-e^{\left.-\frac{1}{1-\alpha}\right] \cup\left[e^{-\frac{1}{1-\alpha}}, e^{1 / \alpha}\right]}\right.} & 0<\alpha<1 & \beta=-1 \\
{\left[-e^{1 / \alpha},-1\right]} & 0<\alpha<1 & \beta=1 .
\end{array}
$$

REMARK. 8.1.2. In case $1 \leq \alpha<2$ and all $\beta$ and in case $0<\alpha<1$ and $|\beta|=1$ theorem 8.1.2 gives all a.s. limit points. I do not know about the points in the interval $\left(-e^{-\frac{1}{1-\alpha}}, e^{-\frac{1}{1-\alpha}}\right)$ in case $0<\alpha<1$ and $|\beta| \neq 1$.

In the proof of theorem 8.1.1 we need the following lemma, which is a simple extension of a lemma proved by SPITZER (1956).

LEMMA 8.1.2. Let the sequence $\{T(n ; \alpha, \beta)\}$ be defined by (8.1.2) and let $\left\{a_{n}\right\}$ be a non-increasing sequence of positive real numbers. Then for all $\alpha \geq 1$

$$
P\left[0 \leq T(n ; \alpha, \beta) \leq a_{n} \text { i.o. }\right]=0 \text { or } 1
$$

according as the series $\sum a_{n}$ converges or diverges.

PROOF. Denote the event

$$
(8.1 .12) \quad 0 \leq T(n ; \alpha, \beta) \leq a_{n}
$$

by $D_{n}$. Then $P\left[D_{n}\right]=P\left[0 \leq X_{1} \leq a_{n}\right]$. Because each stable random variable has a bounded density it follows that

$$
P\left[D_{n}\right]=O\left(a_{n}\right) \quad \text { for } n \rightarrow \infty
$$

Then the convergence part easily follows.
In the divergence part we may suppose, without loss of generality, that $a_{n} \leq \frac{1}{n \log n}$. We compute for $m>n$

$$
P\left[D_{n} \wedge D_{m}\right]=P\left[0 \leq T(n ; \alpha, \beta) \leq a_{n} \wedge 0 \leq T(m ; \alpha, \beta) \leq a_{m}\right]
$$

$= \begin{cases}P\left[0 \leq S_{n} \leq n^{1 / \alpha_{i}} a_{n} \wedge 0 \leq S_{m} \leq m^{1 / \alpha_{m}} a_{m}\right. & \text { if } \alpha \neq 1 \\ P\left[0 \leq S_{n}-(2 / \pi) \beta n l o g n \leq n a_{n} \wedge 0 \leq S_{m}-(2 / \pi) \beta m l o g m \leq m a_{m}\right] & \text { if } \alpha=1 .\end{cases}$
We first consider the case $\alpha \neq 1$.

$$
P\left[D_{n} \wedge D_{m}\right]=\int_{0}^{n^{1 / \alpha} a_{n}}\left\{\int_{-y}^{m^{1 / \alpha} a_{m}-y} f_{m-n}(x) d x\right\} f_{n}(y) d y
$$

where $f_{j}$ is the density of $S_{j}=X_{1}+\ldots+X_{j}$ for $j=1,2, \ldots$. Because the random variables $X_{j}, j=1,2, \ldots$ have a stable distribution $f_{n}$ satisfies

$$
\begin{equation*}
f_{n}(0)=n^{-1 / \alpha_{f_{1}}}\left(n^{-1 / \alpha}\right) \tag{8.1.13}
\end{equation*}
$$

for $\alpha \neq 1$
and $f_{1}$ is bounded. Thus
(8.1.14) $\quad P\left[D_{n} \wedge D_{m}\right] \leq M^{2}\left(\frac{m}{m-n}\right)^{1 / \alpha} a_{n} a_{m}$.

In case $\alpha=1$ we obtain the same upperbound. Now the density $f_{n}$ satisfies
$(8.1 .15) \quad f_{n}(0+(2 / \pi) \beta n \log n)=n^{-1} f_{1}\left(n^{-1}.\right)$.

If $m>2 n$ we have $m(m-n)^{-1}<2$ and because $f_{1}$ is bounded away from zero near the origine, $(8.1 .14)$ implies the existence of a constant $k_{0}$ such that
$(8.1 .16) \quad P\left[D_{n} \wedge D_{m}\right] \leq k_{0} P\left[D_{n}\right] P\left[D_{m}\right]$.

By ( 8.1 .14 ) we have for fixed $n$

$$
\sum_{m=n+1}^{2 n} P\left[D_{n} \wedge D_{m}\right] \leq M^{2} a_{n} \sum_{m=n+1}^{2 n}\left(\frac{m}{m-n}\right)^{1 / \alpha} a_{m}
$$

Some algebra shows that for $n \rightarrow \infty$

$$
\sum_{m=n+1}^{2 n}\left(\frac{m}{m-n}\right)^{1 / \alpha} a_{m}= \begin{cases}0\left((\log n)^{-1}\right) & \text { for } 1<\alpha \leq 2 \\ 0(1) & \text { for } \alpha=1\end{cases}
$$

By lemma 1.4.2 the divergence part of the lemma follows immediately. $\square$ PROOF of theorem 8.1.2. Let the subsequence $n_{k}$ be defined by $n_{k}=\left[\gamma^{k^{\delta}}\right]$ with $\gamma>1$ and $\delta>1$. One can show that for $0<\alpha<2$ and $-1<\beta \leq 1$

$$
P\left[T\left(n_{k} ; \alpha, \beta\right) \geq \psi(k) i .0 .\right]=0 \text { or } 1
$$

according as $K(\psi)$ converges or diverges. The proof of this assertion is similar to that of theorem 8.1.1 and is therefore omitted. It easily follows that $e^{\frac{1}{\alpha \delta}}$ is, with probability 1 , a limit point of $\widetilde{T}(n ; \alpha, \beta)$. Thus, w.p. 1 , every point of $\left[1, e^{1 / \alpha}\right]$ is limit point of $\widetilde{T}(n ; \alpha, \beta)$ for all $\alpha$ and $-1<\beta \leq 1$. Theorem 8.1.1 part a. implies that, in case $\alpha \in(0,2)$ and $-1<\beta \leq 1$,
(8.1.17) $\quad \lim \sup \tilde{T}(n ; \alpha, \beta)=e^{1 / \alpha} \quad$ a.s..

Theorem 6.2.1 implies that, in case $\alpha \in(0,1)$ and $\beta=1$,

```
(8.1.18) lim inf }\tilde{T}(n;\alpha,\beta)=
    a.s..
```

For $\alpha \in(0,1)$, it follows that the set of all limit points of $\{\tilde{T}(n ; \alpha, 1)\}$ com incides almost surely with $\left[1, e^{1 / \alpha}\right]$. Because

$$
(8.1 .19) \quad F(-x ; \alpha,-\beta)=1-F(x ; \alpha, \beta)
$$

we have also proved theorem 8.1.2 in case $0<\alpha<1$ and $\beta=-1$.
In case $1 \leq \alpha<2$ and $|\beta| \leq 1$ we define the subsequence $n_{k}$ by $n_{k}=$ $=\max \left(k,\left[\gamma^{k^{\delta}}\right]\right)$ for fixed $\gamma>1$ and $\delta>0$. Repeating the argument of lemma 8.1 .2 we can show

$$
P\left[0 \leq T\left(n_{k} ; \alpha_{8} \beta\right) \leq a_{k} ; 0 .\right]=0 \text { or } 1
$$

according as $\sum a_{k}<\infty$ or $=\infty$. Then we easily obtain that all points of $[-1,1]$ are limit points of $\tilde{T}(n ; \alpha, \beta)$. In case $1<\alpha<2$ theorem 6.4 . 1 implies $(8.1 .20) \quad$ lim inf $\tilde{T}(n ; \alpha, 1)=-1$ a.s..

In case $\alpha=1$ the result $(8.1 .20)$ follows from theorem 6.3 .1 . This completes
the proof for the case $1 \leq \alpha<2$ and $\beta=1$ and because of (8.1.19) also for the other cases with $1 \leq \alpha<2$.

In case $0<\alpha<1$ and $|\beta| \neq 1$ we define the subsequence $n_{k}$ by $n_{k}=$ $=\max \left(\mathrm{k},\left[\gamma^{k}\right]\right)$ for $\gamma>1$ and $\delta \geq 1-\alpha$. Now we can show that

$$
P\left[0 \leq T\left(n_{k} ; \alpha, \beta\right) \leq a_{k} i, 0 .\right]=0 \text { or } 1
$$

according as $\sum a_{k}$ converges or diverges. Remark that, also in case $0<\alpha<1$, we can define the events $D_{n}$ by (8.1.12) and give an upperbound for $P\left[D_{n} \wedge D_{m}\right]$ as in (8.1.14). Then we obtain the limit points in $\left[-1,-e^{-\frac{1}{1-\alpha}}\right] \cup\left[e^{-\frac{1^{n}}{1-\alpha}}, 1\right]$. $\square$

### 8.2. LARGE TTMES

In this section we prove the analogue of theorem 8.1 .1 for stable processes. Let $\{X(t): 0 \leq t<\infty\}$ be a stable process. KHINICHINE (1937) has given an integral test in order to determine whether the event
(8.2.1) $\left\{\omega:\right.$ there exists some $t_{0}(\omega)>0$ such that $|X(t, \omega)| \leq t^{1 / \alpha} \psi(t)$

$$
\text { for all } \left.t \geq t_{0}(\omega)\right\}
$$

has probability zero or one. FRISTEDT (1967) has given a similar result for subordinators. Symmetric processes with stationary, independent increments (not necessarily stable) are studied by FRISTEDT (1971).

As in section 8.1 we define the process $\{T(t ; \alpha, \beta): 0 \leq t<\infty\}$, with $\alpha \in(0,2)$ and $\beta \in[-1,1]$ by

$$
\begin{array}{rlrl}
(8.2 .2) & T(t ; \alpha, \beta) & =t^{-1 / \alpha} X(t) & \text { for } \alpha \neq 1 \\
& =t^{-1}\{X(t)-(2 / \pi) \beta t \log t\} & \text { for } \alpha=1 .
\end{array}
$$

It follows from the definition of a stable process that

$$
T(t ; \alpha, \beta) \stackrel{d}{=} X(1) \quad \text { for } t>0, \alpha \in(0,2) \text { and } \beta \in[-1,1]
$$

THEOREM 8.2.1. Let the process $\{T(t ; \alpha, \beta): 0 \leq t<\infty\}$ be defined by (8.2.2) and let $\psi$ be a positive, continuous and non-decreasing function. Then

80
a. For $\alpha \in(0,2)$ and $\beta \in(-1,1]$
$P\left[\left\{\omega\right.\right.$ : there exists some $t_{0}(\omega)>0$ such that $T(t ; \alpha, \beta) \leq \psi(t)$
for all $\left.\left.t \geq t_{0}(\omega)\right\}\right]=0$ or 1
according as the integral (8.1.1) diverges or converges
b. For $\alpha \in(0,2)$ and $\beta \in[-1,1)$
$P\left[\left\{\omega\right.\right.$ : there exists some $t_{0}(\omega)>0$ such that $T\left(t ; \alpha_{s} \beta\right) \geq-\psi(t)$
for all $\left.\left.t \geq t_{0}(\omega)\right\}\right]=0$ or 1
according as the integral (8.1.1) diverges or converges.

PROOF. Again it is sufficient only to prove part a and we may suppose that
$(\log t)^{\frac{1-\varepsilon}{\alpha}} \leq \psi(t) \leq(\log t)^{\frac{1+\varepsilon}{\alpha}}$. We have only to prove the convergence part because theorem 8.1.1 implies the divergence part.

Define the events $C_{r}, r=1,2, \ldots$, by

$$
\sup _{2^{r-1} \leq t \leq 2^{r}} T(t ; \alpha, \beta)>\psi\left(2^{r-1}\right)
$$

By lemmas $3.4 .4,3.5 .5$ and 3.6 .4 b it follows that

$$
P\left[C_{r}\right]=O\left(\left(\psi\left(2^{r-1}\right)\right)^{-\alpha}\right) \quad \text { for } r \rightarrow \infty
$$

It follows, as in the proof of theorem 8.1.1, that for all $\alpha \in(0,2)$ $\sum \mathrm{P}\left[\mathrm{C}_{r}\right]<\infty$, implying $\left.\mathrm{P}_{\mathrm{C}} \mathrm{C}_{\mathrm{r}} \mathrm{i} .0.\right]=0$. Therefore, for almost all $\omega_{\text {, }}$ there exists a number $r_{0}(\omega)$ such that

$$
\sup _{2^{r-1} \leq t \leq 2^{r}} T(t ; \alpha, \beta) \leq \psi\left(2^{r-1}\right)
$$

for all $x \geq x_{0}(\omega)$. Then the theorem follows by making use of the monotonicity of $\psi$ 。

### 8.3. SMALL TIMES

The duality between small and large times for stable processes, given in property 3 of section 3.2 , indicates that we may establish a similar theorem for small times (cf. the references given in section 8.2). The proof of the following theorem follows the same pattern as the proof of theorem 8.1.1 and is omitted.

THEOREM 8.3.1. Let the process $\{T(t ; \alpha, \beta): 0 \leq t<\infty\}$ be defined by (8.2.1) and let $\psi$ be a positive, continuous and non-decreasing function. Then
a. For $\alpha \in(0,2)$ and $\beta \in(-1,1]$
$P\left[\left\{\omega\right.\right.$ : there exists some $t_{0}(\omega)>0$ such that $T(t ; \alpha, \beta) \leq \psi\left(t^{-1}\right)$ for all $t \leq t_{0}(\omega)$ J] $=0$ or 1
according as the integral (8.1.1) diverges or converges
b. For $\alpha \in(0,2)$ and $\beta \in[-1,1)$
$P\left[\left\{\omega\right.\right.$ : there exists some $t_{0}(\omega)>0$ such that $T(t ; \alpha, \beta) \geq-\psi\left(t^{-1}\right)$ for all $\left.\left.t \leq t_{0}(\omega)\right\}\right]=0$ or 1
according as the integral (8.1.1) diverges or converges.

## CHAPTER 9

## FUNCTIONAL LAW OF THE ITERATED LOGARITHM

To state the theorems in this chapter we remember that $C[0,1]$ is the Banach space of all real-valued continuous functions on $[0,1]$ with sup-norm $\|.\|_{c}$ and metric $d_{c}$. The set $D[0,1]$ will be the set of real-valued functions on $[0,1]$ which are right-continuous and have finite left-hand limits. In appendix 1 we define two topologies on $D[0,1]$. In section 1.5 we have defined the mapping

$$
\pi_{m}: D[0,1] \rightarrow C[0,1]
$$

as the following piecewise linear approximation

| (9.0.1) $\quad \pi_{m} x(j / m)=x(j / m)$ | for $j=0,1, \ldots, m$ |
| :--- | :--- |
| and linear on the sub-intervals $\left[j / m_{3}(j+1) / m\right]$ | for $j=0, \ldots, m-1$. |

DEFINITION 9.0.1. Let $K$ be the subset of absolutely continuous functions $x \in C[0,1]$, such that $x(0)=0$ and

$$
\int_{0}^{1}(\dot{x}(t))^{2} d t \leq 1
$$

The set $K$ is compact. (See for example FREEDMAN (1971), Lemma 78(d).) Let $C_{0}^{+}$(resp. $C^{+}$) be the subclasses of $C[0,1]$ of increasing (resp. non-decreas. ing) functions. Then we have

$$
\mathrm{C}_{0}^{+} \subset \mathrm{C}^{+} \subset \mathrm{C}[0,1]
$$

The increasing and non-decreasing functions of $K$ constitute the subclasses $K_{0}^{+}$and $K^{+\quad}$ with

$$
K_{0}^{+} \subset K^{+} \subset K .
$$

Every finite nonmecreasing function $x$ is almost everywhere differentiable and we denote his derivative by $x$. From theorem 1.5.2 we know that $\dot{x}$ is a version of the Radon-Nikodym derivative of the absolutely continuous part $x_{a}$ of $x$ with respect to Lebesgue measure. We define the mapping I

$$
\mathrm{I}: \mathrm{C}^{+} \rightarrow \mathbb{R}
$$

by
(9.0.2) Ix $=\int_{0}^{1}(\dot{x}(t))^{2} d t$.
9.1. THE CASE $\alpha=2$

STRASSEN (1964) proved the following functional law of the iterated logarithm for the Wiener process $\{W(t): 0 \leq t<\infty\}$. Let the sequence $\left\{f_{n}: n \geq 3\right\}$

$$
f_{n}:[0,1] \times \Omega \rightarrow \mathbb{R}
$$

be defined by

$$
f_{n}(t, \omega)=w(n t, \omega) /(2 n \log \log n)^{\frac{1}{2}}
$$

for $n=3,4, \ldots$.
THEOREM 9.1.1. For almost all $\omega_{\text {s }}$ the indexed subset

$$
\left\{f_{n}(\cdot, \omega): n \geq 3\right\}
$$

of $\mathrm{C}[0,1]$ is relatively compact, with limit set K .
In fact STRASSEN proved the theorem for the Wiener process in $\mathbb{R}^{k}$. By using the Skorohod representation (see chapter 10) of a random variable $Y \in \mathcal{D}_{N}(2,0)$ he proved the so called strong invariance principle. This strong invariance principle will be stated in chapter 10. VERVAAT (1972) has obtain ed similar results in $C[0, \infty)$ instead of $C[0,1]$.
9.2. THE CASE $0<\alpha<1$

Let $\{X(t): 0 \leq t<\infty\}$ be a completely asymmetric stable process with $0<\alpha<1$ and $\beta=1$. We introduce the following mapping
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$$
D_{\alpha}: C_{0}^{+} \rightarrow C_{0}^{+}
$$

defined by
(9.2.1) $\quad D_{\alpha} x(t)=\int_{0}^{t}[\dot{x}(y)]^{-\frac{\alpha}{2(1-\alpha)}} d y$.

Define the sequences of functions $\left\{f_{n}: n \geq 3\right\}$ and $\left\{g\left(0, n, m_{n}\right): m \in \mathbb{N}, n \geq 3\right\}$

$$
f_{\mathrm{n}}:[0,1] \times \Omega \rightarrow \mathbb{R}
$$

and

$$
g\left(., n_{,} m_{2}\right):[0,1] \times N \times \mathbb{N} \times \Omega \rightarrow \mathbb{R}
$$

by
(9.2.2) $\quad f_{n}\left(t_{s} \omega\right)=(2 \log \log n)^{\frac{1-\alpha}{\alpha}}\{2 B(\alpha)\}^{-\frac{1-\alpha}{\alpha}} n^{-\frac{1}{\alpha}} X\left(n t_{s} \omega\right)$
and
(9.2.3) $g(t, n, m, \omega)=D_{\alpha} m_{m} n_{n}(t, \omega)$.

THEOREM 9.2.1. Let $\varepsilon>0$.
a. For almost all $\omega$ and all $m$ there exists a number $n_{0}=n_{0}(\varepsilon, m, \omega)$ such that

$$
a_{c}\left(g\left(., n_{2} m_{2} w\right), K^{+}\right)<\varepsilon
$$

for $\operatorname{all} \mathrm{n} \geq \mathrm{n}_{0}$.
b. For all $\mathrm{h} \in \mathrm{K}^{+}$there exists a number $\mathrm{m}_{0}(\varepsilon, \mathrm{~h})$ such that

$$
P\left[\left\{\omega: d_{c}(g(,, n, m, \omega), h)<\varepsilon \text { for infinitely many } n\right\}\right]=1
$$

for $\alpha l l m \geq m_{0}(\varepsilon, h)$.

For $r=2,3, \ldots$, let $n_{r}$ be the nearest integer to
$(9.2 .4) \quad e^{r /(\log r)^{2}}$

For a positive integer $m$, there exists an integer $r(m)$ such that for $r \geq r(m)$
(9.2.5) $\quad \frac{n_{r+1}}{n_{r}}<\frac{m}{m-1}$.

Obviously this implies that, for $r \geq r(m)$, we have $j n_{r+1}<(j+1) n_{r}$ for all $j=0, \ldots, m m$. For fixed $m$ and all $r \geq r(m)$ we define the random variables $A_{j_{2} r}(j=0, \ldots, m-1)$ by

$$
\begin{equation*}
A_{j_{s} r}=\left[X\left((j+1) n_{r} m^{-1}\right)-X\left(j n_{r+1} m^{-1}\right)\right]^{-\frac{\alpha}{1-\alpha}} n_{r+1} \frac{1}{1-\alpha} 2 B(\alpha) m^{-\frac{1}{1-\alpha}} \tag{9.2.6}
\end{equation*}
$$

In the proof of theorem 9.2.1 we need the following lemma. The proof of this lemma will be given in appendix 2.

LEMMA 9.2.1. Let the sequence $\left\{n_{r}\right\}$ be defined by (9.2.4) and the random var. iables $A_{j, r}$ by (9.2.6) for $r \geq r(m)$. Then, for $\varepsilon>0$ there exists a number k (depending on m and $\varepsilon_{,}$but not on $r$ ) such that for all $r \geq r(m)$,

$$
P\left[A_{0, r}+\ldots+A_{m-1, r}>(1+\varepsilon)^{2} 2 \log \log n_{r}\right]<k r^{-1-\varepsilon}
$$

PROOF of theorem 9.2.1.
Part a. By the definition of $g(0, n, m, \omega)$

$$
\begin{aligned}
I(g) & =I\left(D_{\alpha} \pi_{m} f_{n}\right)=\sum_{j=0}^{m-1}\left[m\left(f_{n}((j+1) / m)-f_{n}(j / m)\right)\right]^{-\frac{\alpha}{1-\alpha}} m^{-1} \\
& =m^{-\frac{1}{1-\alpha}} 2 B(\alpha)(2 \log \log n)^{-1} \sum_{j=0}^{m-1}\left[n^{-\frac{1}{\alpha}}(X(n(j+1) / m)-X(n j / m))\right]^{-\frac{\alpha}{1-\alpha}}
\end{aligned}
$$

Taking $n_{r}$ as in (9.2.4) and $r \geq r(m)$ so that (9.2.5) is fulfilled, we define the events $B_{r}$ by
(9.2.7) $\quad B_{r}=\left\{\omega ; \max _{n_{r} \leq n \leq n_{r+1}} I\left(D_{\alpha} \pi_{m} f_{n}(0, \omega)\right)>(1+\varepsilon)^{2}\right\}$.

Because the paths of the completely asymmetric stable processes for $0<\alpha<1$ are increasing functions we have

$$
\begin{aligned}
P\left[B_{r}\right] \leq & P\left[\left\{\omega: m^{-\frac{1}{1-\alpha}} 2 B(\alpha)\left(2 \log \log n_{r}\right)^{-1}\right.\right. \\
& \left.\left.\left.\cdot \sum_{j=0}^{m-1}\left[n_{r+1}-\frac{1}{\alpha}\left(X n_{r}(j+1) / m, \omega\right)-x\left(n_{r+1} j / m, \omega\right)\right)\right]^{-\frac{\alpha}{1-\alpha}}>(1+\varepsilon)^{2}\right\}\right] \\
= & P\left[A_{0, r}+\ldots+A_{m-1, r}>(1+\varepsilon)^{2} 2 \log \log n_{r}\right]^{\prime}
\end{aligned}
$$

where $A_{j, r}$ is defined in (9.2.6). By lemma 9.2.1

$$
\mathrm{P}\left[\mathrm{~B}_{r}\right] \leq \mathrm{kr}-1-\varepsilon
$$

and hence $\left[P\left[B_{r}\right]<\infty\right.$. By the Borel-Cantelli lemma it follows that for almost all $\omega$ there exists a number $n_{0}\left(\varepsilon_{0} m, \omega\right)$ such that

$$
I\left(D_{\alpha} \pi_{m} f_{n}(\cdot, \omega)\right) \leq(1+\varepsilon)^{2}
$$

for $n \geq n_{0}(\varepsilon, m, \omega)$. Since $g(0, n, m, \omega)$ is obviously increasing, it follows that $(1+\varepsilon)^{-1} g(0, n, m, \omega) \in K_{0}^{+}$for a.lmost all $\omega$ and $n \geq n_{0}(\varepsilon, m, \omega)$ and because any function in $K_{0}^{+}$is bounded by 1 ,

$$
d_{c}\left(g(0, n, m, \omega),(1+\varepsilon)^{-1} g(0, n, m, \omega)\right)<\varepsilon
$$

for almost all $\omega$ and $n \geq n_{0}(\varepsilon, m, \omega)$.
Part b. Fix $h \in K^{+}$and $\varepsilon>0$. Because $I\left((1+\varepsilon)^{-1} h\right)<1$ and $d_{c}\left(h_{g}(1+\varepsilon)^{-1} h\right)<\varepsilon$ we shall further assume $I(h)<1$. By uniform continuity, there exists an integer $m_{0}(\varepsilon, h)$ such that for all $m \geq m_{0}(\varepsilon, h)$
(9.2.8) $\quad a_{j}=h((j+1) / m)-h(j / m)<\varepsilon / 4 \quad$ for $j=0, \ldots, m-1$.

Choose $m>\max \left(m_{0}(\varepsilon, h), 16 \varepsilon^{-2}\right)$ and define the sequence $\left\{n_{r}\right\}$ by $n_{r}=m^{r}$ and $\delta=m \varepsilon^{2} / 16 \cdots 1$. Then $\delta>0$ and by theorem 6.2 .1 we have

$$
P\left[X(n) \leq n^{\frac{1}{\alpha}}(2 B(\alpha))^{\frac{1-\alpha}{\alpha}}(2(1+\delta) \log \log n)^{-\frac{1-\alpha}{\alpha}} \text { i.O. }\right]=0 .
$$

This implies: for almost all $\omega_{0}$ there exists an integer $r_{0}\left(\varepsilon_{s} \omega_{g} m\right)$ such that
(9.2.9) $\mathrm{g}\left(\mathrm{m}^{-1}, \mathrm{n}_{r}, \mathrm{~m}, \omega\right)=$

$$
\begin{aligned}
& =\left[\left(2 \log \log n_{r}\right)^{\frac{1-\alpha}{\alpha}} n_{r}^{-\frac{1}{\alpha}}(2 B(\alpha))^{-\frac{1-\alpha}{\alpha}} m X\left(n_{r} / m, \omega\right)\right]^{-\frac{\alpha}{2(1-\alpha)}} m^{-1} \\
& \leq \varepsilon / 4
\end{aligned}
$$

Choose positive $\varepsilon_{j}$ for $j=1, \ldots, m-1$ such that
(9.2.10) $\begin{cases}\varepsilon_{j}<a_{j} / m & \text { if } a_{j} \neq 0, \\ \varepsilon_{j}<\varepsilon(4 m)^{-1} & \text { otherwise, }\end{cases}$
and such that
(9.2.11)

$$
m \sum_{j=1}^{m m}\left(a_{j}+\varepsilon_{j}\right)^{2}<1 ;
$$

this is possible because $m \sum_{j=1}^{m-1} a_{j}^{2} \leq I(h)<1$. (By lemma 80 in chapter 1 of ${ }^{\text {FREEDMAN }}$ (1971).)
Define for $j=1, \ldots, m-1$ the events
(9.2.12) $\quad C_{r}^{(j)}=\left\{\omega:\left(a_{j}-\varepsilon_{j}\right)^{+} \leq g\left((j+1) / m_{s} n_{r}, m, \omega\right)-g\left(j / m_{s} n_{r}, m_{2} \omega\right) \leq a_{j}+\varepsilon_{j}\right\}$
and

$$
D_{r}=\prod_{j=1}^{m-1} C_{r}^{(j)} .
$$

The events $C_{r}^{(j)}, j=1, \ldots, m-1$ and $r=1, \ldots$, are independent. Therefore the events $D_{r}$ are also independent and $P\left[D_{r}\right]=I_{j=1}^{m-1} P\left[C_{r}^{(j)}\right]$. By (9.2.2) and (9.2.3)

$$
\begin{aligned}
P\left[C_{r}^{(j)}\right]= & P\left[\left(a_{j}-\varepsilon_{j}\right)^{+} m^{\frac{1}{2}}\left(2 \log \log n_{r}\right)^{\frac{1}{2}} \leq\right. \\
& \left.\leq\{2 B(\alpha)\}^{\frac{1}{2}} X(1)^{-\frac{\alpha}{2(1-\alpha)}} \leq\left(a_{j}+\varepsilon_{j}\right) m^{\frac{1}{2}}\left(2 \log \log n_{r}\right)^{\frac{1}{2}}\right] .
\end{aligned}
$$

Because of theorem 2.1.6 IV there is a number $k$ such that

$$
P\left[C_{r}^{(j)}\right] \geq k e^{-m\left(a_{j}+\varepsilon_{j}\right)^{2} \log \log n_{r}},
$$

and hence there exists a number $\mathrm{k}_{1}$ such that

$$
P\left[D_{r}\right] \geq k_{1} e^{-m \log \log n_{r}} \sum_{j=1}^{m-1}\left(a_{j}+\varepsilon_{j}\right)^{2} \geq \frac{k_{1}}{r \log m}
$$

by (9.2.11). This implies $\sum P\left[D_{r}\right]=\infty$. The Borel-Cantelli lemma gives $P\left[D_{r}\right.$ i.o. $]=1$. Consequently, there exists for almost all $\omega$ a sub-sequence $\hat{\mathrm{n}}_{\mathrm{r}}(\omega)$ such that

$$
\begin{aligned}
d_{c}\left(g\left(0, \hat{n}_{r}, m, \omega\right), h\right) & \leq d_{c}\left(g\left(0, \hat{n}_{r}, m, \omega\right), \pi_{m} h\right)+d_{c}\left(\pi_{m} h, h\right) \\
& \leq \varepsilon / 4+\sum_{j=1}^{m \ldots 1} \varepsilon_{j}+\varepsilon / 4<\varepsilon \cdot \square
\end{aligned}
$$

Using compactness of $K^{+}$, we obtain from theorem 9.2.1 part a that, for almost all $\omega$ and fixed $m$, the limit points (which in general may depend on $\omega$ ) of $g(., n, m, \omega)$ are in $K^{+}$. Note that $K^{+}$is a non-random set. Theorem 9.2.1 part b ensures that a.s. there are $g(., n, m, \omega)$ arbitrarily close to any (fixed) point in $K^{+}$. Note that the exceptional nullset in part $b$ depends on $h$. The existence of a countable dense subset of $K^{+}$(see FREEDMAN (1971) lemma 100) implies that for almost all $\omega$ there exist, for every $h \in \mathbb{K}^{+}$, increasing sequences $n_{k}(\omega)$ and $m_{k}$ such that

$$
\lim _{k \rightarrow \infty} a_{c}\left(g\left(,, n_{k}(\omega), m_{k}, \omega\right), h\right)=0
$$

We now transform theorem 9.2.1 into one for the sequence $\left\{f_{n}\right\}$. For every non-decreasing function $x$ on $[0,1]$ we define $J_{x}=\{t: x(t)<\infty\}$.

DEFINITION 9.2.1. Let $K(\alpha)$ be the set of non-decreasing functions on $[0,1]$ with the properties

1. $x(0)=0 ;$
2. $x$ is strictly increasing on $J_{x}$;
3. $\int_{J_{X}}[\dot{x}(t)]^{-\frac{\alpha}{1-\alpha}} d t \leq 1$.

Note that a function in $K(\alpha)$ may have positive jumps. With regard to finite-ness of a function $x \in K(\alpha)$ we distinguish the following cases:
i. $x(1)<\infty$. Then $J_{x}=[0,1]$ and $x$ satisfies $I\left(D_{\alpha} x_{a}\right) \leq 1$.
ii. $x$ tends continuously to infinity in some point $t_{0} \in(0,1]$. Then $J_{x}=$ $=\left[0, t_{0}\right)$.
iii. $x$ jumps to infinity at $t_{0}$ (i.e. $x\left(t_{0}-\right)<\infty$ and $x\left(t_{0}+\right)=\infty$ ). We redefine $x\left(t_{0}\right)=x\left(t_{0}-\right)^{-}$and have $J_{x}=\left[0, t_{0}\right]$.

THEOREM 9.2.2. Let the sequence $\left\{f_{n}\right\}$ be defined by (9.2.2) and let the set $K(\alpha)$ as in definition 9.2.1. Then
a. Let $f$ be an arbitrary non-decreasing function on $[0,1]$ and assume that there is a set $A_{s}$ with $P[A]>0$, and such that for $\alpha l l \omega \in A$ there exists a sequence $n_{k}=n_{k}(\omega)$ for which $f_{n_{k}}(., \omega) \rightarrow f(0)$ in all continuity points of $f$ in $J_{f}$. Then $f \in K(\alpha)$ 。
b. Let $f \in K(\alpha)$. Then, for almost all $\omega_{s}$ there exists a sequence $n_{k}=n_{k}(\omega)$ such that $f_{n_{k}}$ converges to $f$ in all continuity points of $f$ in $J_{f}$.

PROOF. WICHURA found an exror in the original proof. We now give a corrected proof, following the original idea but making use of lemma 1.5.1.

Part a. Let $f(1)<\infty$. We first prove that $f$ has to be strictly increasing on $[0,1]$. Suppose $f$ is constant on some subinterval $J$ of $J_{f}$. Then there exists, for large $m$, a number $j$ such that $\left[j m^{-1},(j+1) m^{-1}\right]$ is contained in $J$. Because $f_{n_{k}}$ converges to $f$ in every point of $J$, we have for all $\omega \in A$ that

$$
g\left(\frac{j+1}{m}, n_{k}, m, \omega\right)-g\left(\frac{j}{m^{s}} n_{k}, m, \omega\right)=m^{-1}\left[m\left(f_{n_{k}}\left(\frac{j+1}{m}, \omega\right)-f_{n_{k}}\left(\frac{j}{m}, \omega\right)\right)\right]^{-\frac{\alpha}{2(1-\alpha)}}
$$

tends to infinity for $k \rightarrow \infty$. Since every function in $K^{+}$is bounded by 1 , this contradicts the fact that $g\left(0, n_{k}, m_{, ~}\right)$ approaches $K^{+}$as guaranteed by theorem 9.2.1 part a.

The restriction to $[0,1]$ in (9.2.2) is arbitrary. Every (finite) increasing function $f$ on an interval has at most countably many discontinuities. We can choose $t_{0}>1$ such that $f$ is continuous in every point $j m^{-1} t_{0}$ s with $j=0, \ldots, m$, for all $m$, and prove the theorem on $[0,1]$ by way of the corresponding theorem on $\left[0, t_{0}\right]$. Thus we may, without loss of generality, sup-pose that $f$ is continuous in evexy point $j m^{-1}$, with $j=0, \ldots, m$, for all $m$. Let $\varepsilon>0$. The above remarks imply that, for sufficiently large $k$,

$$
\begin{equation*}
d_{c}\left(\pi_{m} f_{k} s \pi_{m} f\right)<\varepsilon \tag{9.2.13}
\end{equation*}
$$

and also
$(9.2 .14)$

$$
d_{c}\left(D_{\alpha} m_{m} I_{k}, D_{\alpha} \pi n^{f}\right)<\varepsilon
$$

$$
\text { on } A \text {. }
$$

Thus, on $A$, the sequence $D_{\alpha} \pi_{m} f_{n}$ tends to the limit $D_{\alpha} \pi_{m}$ f. Theorem 9.2 .1 part a implies that $D_{\alpha} \pi_{m} f^{f} \in K^{+}$. Now it remains to show that $D_{\alpha} f_{a} \in K^{+}$. We shall prove that $D_{\alpha} \pi_{m} f$ converges to $D_{\alpha} f_{a}$ as $m$ tends to infinity. As $K$ is closed, this will imply that $D_{\alpha} f \in K^{+}$. Consider the sequence $\left\{D_{\alpha} \pi_{m} f\right\}_{m=0}^{\infty}$. Lemma 1.5.1 and Fatou's lemma give
(9.2.15) $\liminf _{m \rightarrow \infty} D_{\alpha} \pi_{m} f \geq D_{\alpha} f_{a}$
and from Jensen's inequality we obtain
(9.2.16) $\quad D_{\alpha} \pi_{m} f_{a} \leq D_{\alpha} f_{a}$.

Because

$$
\frac{d}{d t} \pi_{m} f^{\prime}(t) \leq \frac{d}{d t} \pi_{m} f(t) \quad \text { for al1 } t \in[0,1]
$$

we have
(9.2.17) $D_{\alpha} \pi_{m} f_{a} \geq D_{\alpha} \pi_{m} f$.

Together with $(9.2 .15)$ and $(9.2 .16)$ the result in $(9.2 .17)$ implies

$$
\lim _{m \rightarrow \infty} D_{\alpha} \pi_{m} f=D_{\alpha} f_{a}
$$

This completes the proof of part a for the case where $f(1)<\infty$.
In case $f(1)=\infty$ and $J_{f}=\left[0, t_{0}\right]$ for some $t_{0} \in(0,1)$ the proof is similar to the case $J_{f}=[0,1]$ if we divide $J_{f}$ into $m$ disjoint intervals of equal length. In case $J_{f}=\left[0, t_{0}\right)$ for some $t_{0} \in(0,1]$ we can repeat the proof for every interval $\left[0, t_{1}\right]$ with $t_{1}<t_{0}$

Part b. Take $\varepsilon>0, f \in K(\alpha)$ and suppose $J_{f}=[0,1]$. From definition 9.2 .1 it follows that $f$ is strictly increasing and $I\left(D_{\alpha} f_{a}\right) \leq 1$. An argument similar to $(9.2 .16)$ and $(9.2 .17)$ yields $I\left(D_{\alpha} \pi_{m} f\right) \leq 1$, implying $D_{\alpha} \pi_{m} f \in K_{0}^{*}$. De-
fine for $j=0, \ldots, m-1$
(9.2.18) $\quad a_{j}=a_{j}^{(m)}=D_{\alpha} m_{m} f\left((j+1) m^{-1}\right)-D_{\alpha} \pi_{m} f\left(j m^{-1}\right)$.

Then $a_{j}>0$ for $j=0, \ldots, m-1$. Choose $m>1$ so large that $a_{j}<\varepsilon$ for all $j$.
Now we basically repeat the proof of part $b$ of theorem 9.2.1, but we apply lemma 1.4.2. Again we may suppose $I\left(D_{\alpha} \pi_{m} f\right)<1$. Choose for $j=0, \ldots, m-1$ positive numbers $\varepsilon_{j}$ as in $(9.2 .10)$ and such that
(9.2.19) $m \sum_{j=0}^{m m}\left(a_{j}+\varepsilon_{j}\right)^{2}<1$.

Then we have

$$
(9.2 .20) \quad m \sum_{j=0}^{m-1}\left(a_{j}-\varepsilon_{j}\right)^{2}<1
$$

Define for $j=0, \ldots, m-1$ the events $C_{r}^{(j)}$ by (9.2.12) and the events $E_{r}$ by (9.2.21) $\quad E_{r}=\bigcap_{j=0}^{m-1} C_{r}^{(j)}$.

The events $E_{r}$ are not independent because $E_{r}$ is not independent of $C_{S}^{(0)}$ for $s>r$. For fixed $r$ the events $C_{r}^{(0)}, \ldots, C_{r}^{(m-1)}$ are independent and as in the proof of theorem 9.2.1.b it follows that $\sum P\left[E_{r}\right]=\infty$ 。

Consider $P\left[E_{r} \wedge E_{s}\right]$ for $r<s$. By the independence of the increments of stable processes we have

$$
P\left[E_{r} \wedge E_{s}\right]=P\left[E_{r} \wedge C_{s}^{(0)}\right]_{j=1}^{m-1} P\left[C_{s}^{(j)}\right]
$$

By theorem 2.1.7 part IV and calculations similar to those in section 7.2 we have: there exists a constant $k$ (independent of $x$ and $s$ ) and a number $r_{0}$ such that
(9.2.22) $P\left[E_{r} \wedge E_{s}\right] \leq k P\left[E_{r}\right] P\left[E_{s}\right]$
for $r \geq r_{0}$ and $s \geq r+2 \log \log r$. In the case $r<s \leq r+2 \log \log r$ we obtain
$(9.2 .23)$

$$
\begin{aligned}
P\left[E_{r} \wedge E_{S}\right] & \leq P\left[E_{r}\right]_{j=1}^{m-1} P\left[C_{S}^{(j)}\right] \leq \\
& \leq k_{1} P\left[E_{r}\right] e^{-m} \sum_{j=1}^{m-1}\left(a_{j}-\varepsilon_{j}\right)^{2} \log \log n_{S}
\end{aligned}
$$

where $k_{1}$ is independent of $r$ and $s$.
Then, using $(9.2 .20)$, $(9.2 .22)$ and $(9.2 .23)$, we find

$$
\lim \inf \left\{\sum_{r=1}^{n} P\left[E_{r}\right]\right\}^{-2} \sum_{r=1}^{n} \sum_{s=1}^{n} P\left[E_{r} \wedge E_{s}\right] \leq k
$$

Lemma 1.4.2 implies $P\left[E_{r} i .0.\right]=1$ and hence, in particular, $P\left[\bigcup_{r=1}^{\infty} E_{r}\right]=1$. Therefore, for almost all $\omega$, the sequence $n_{r}$ contains an index $\widehat{n}(\omega)$ for which

$$
d_{c}\left(D_{\alpha} \pi_{m} f_{\hat{n}^{s}} D_{\alpha} \pi_{m} f\right)<\sum_{j=0}^{m-1} \varepsilon_{j}<\varepsilon / 4 .
$$

More precisely, for $j=1, \ldots, m$,

$$
\left|D_{\alpha} \pi_{m} f_{\hat{n}}\left(j m^{-1}\right)-\sum_{i=0}^{j-1} a_{i}\right|<\sum_{i=0}^{j-1} \varepsilon_{i}
$$

a.s. .

By the definition of $D_{\alpha}$ and since $a_{j} \neq 0$, for all $j$, we have for all $j$

$$
\left|f_{\hat{n}}\left(j m^{-1}\right)-f^{\prime}\left(j m^{-1}\right)\right|<c \varepsilon \quad \text { a.s. }
$$

where $c=m\left\{\left(1-m^{-1}\right)^{-\frac{2(1-\alpha)}{\alpha}}-1\right\}$. Note that this constant can be bounded by another constant $c_{1}$, which depends on $\alpha$, but not on $m$. Thus, independently of $\varepsilon$ (and $m$ ), we have for all $j$
(9.2.24) $\left|f_{\hat{n}}\left(j m^{-1}\right)-f\left(j m^{-1}\right)\right|<c_{1} \varepsilon$
a.s. .

Let $\eta_{1}, \eta_{2}, \ldots$ be a decreasing sequence of real numbers tending to zero. For each $\eta_{i}$ there exists a number $m_{i}>1$ such that $a_{j}^{\left(m_{i}\right)}<\eta_{i}$ for $j=0, \ldots$ $\ldots, m_{i}-1$, where $a_{j}^{(m)}$ is defined by ( 9.2 .18 ). The result ( 9.2 .24 ) yields the existence of a $\operatorname{set} A_{i}$, with $P\left[A_{i}\right]=1$, such that for each $\omega \in A_{i}$ there is a $\widehat{n}_{i}(\omega)$ with the property
(9.2.25) $\left|f_{\hat{n}_{i}}\left(j m_{i}^{-1}, \omega\right)-f\left(j m_{i}^{-1}\right)\right|<c_{1} \eta_{i}$
for $j=0, \ldots, m_{i}$. Obviously we have $P\left[n A_{i}\right]=1$. Fix some $\omega \in \cap A_{i}$. Because $f(1)<\infty$, the sequence $f_{\hat{n}_{i}}$ is uniformly bounded. Helly's first theorem yields the existence of a subsequence $\mathrm{f}_{\mathrm{n}_{i}}$ which converges weakly to some non-decreasing bounded function $\tilde{f}$. By ( 9.2 .25 ) we have, for any $\omega \in \cap A_{i}$, that $f=\tilde{f}$ in all continuity points of $f$.

In case $J_{f}=\left[0, t_{0}\right]\left(\right.$ resp. $\left.\left[0, t_{0}\right)\right)$ with $0<t_{0}<1\left(\right.$ resp. $\left.0<t_{0} \leq 1\right)$ we proceed as in part a.

REMARK 9.2.1. WICHURA (1973) has independently proved results of a similar nature for partial sum processes. He extends the space D[0, $\infty$ ) with functions that may have the value $\infty$ and he also extends the $M_{1}$-topology to this (new) space. Define the sequence of functions $f_{n}$

$$
f_{n}:[0, \infty) \times \Omega \rightarrow \mathbb{R}
$$

analogous to $f_{n}$ in (9.2.2) using the partial sum process. Then he proved relative compactness of $\left\{f_{n}\right\}$ in the (extended) $M_{1}$-topology.

REMARK 9.2.2. As a consequence of theorem 9.2.1 part a we have for all in tegers m

$$
\lim _{n \rightarrow \infty} \sup _{\alpha} D_{m} m_{n}(1) \leq 1 \quad \text { \&.s. }
$$

or equivalently

$$
\lim _{n \rightarrow \infty} \sup \frac{(2 B(\alpha))^{\frac{3}{2}}}{(2 \log \log n)^{\frac{1}{2}}} \sum_{j=0}^{m-1}\left[\frac{x((j+1) n / m)-X(j n / m)}{(n / m)^{1 / \alpha}}\right]^{-\frac{\alpha}{2(1-\alpha)}} \leq 1 \quad \text { a.s.. }
$$

### 9.3. THE CASE $\alpha=1$

In this section we consider the completely asymmetric stable process $\{X(t): 0 \leq t<\infty\}$ with characteristic exponent $\alpha=\beta=1$. The mappings $\pi_{m}$ and I are defined by $(9.0 .1)$ and (9.0.2). Let $C$ be the subclass of $C[0,1]$ of almost everywhere differentiable functions. $D_{1}$ is defined by

$$
\mathrm{D}_{1}: \mathrm{C} \rightarrow \mathrm{C}^{+}
$$

and
(9.3.1) $\quad D_{1} x(t)=2(\pi e)^{-\frac{1}{2}} \int_{0}^{t} e^{-\frac{\pi}{4} \dot{x}(y)} d y$.

Define the sequences of functions $\left\{f_{n}(t, \omega), n \geq 3\right\}$ and $\{g(t, n, m, \omega)$; $n \geq 3, m \in \mathbb{N}\}$ by
(9.3.2) $\quad f_{n}(t, \omega)=n^{-1}\{X(n t, \omega)-(2 / \pi) n t \log n\}+(2 / \pi) t \log (2 \log \log n)$
and
(9.3.3) $g(t, n, m, \omega)=D_{1} m_{m} f_{n}(t, \omega)$.

Let $n_{r}$ be defined by (9.2.4) and let $r(m)$ be as in (9.2.5). Define the random variables $A_{j, r}$ for $j=0, \ldots, m-1$ and $r \geq r(m)$ by

$$
\begin{align*}
A_{j_{s} r} & =\left((j+1) n_{r} / m-j n_{r+1} / m\right)^{-1}\left\{X\left((j+1) n_{r} / m\right)-X\left(j n_{r+1} / m\right)+\right.  \tag{9.3.4}\\
& \left.\left.-(2 / \pi)\left((j+1) n_{r} / m-j n_{r+1} / m\right) \log \left((j+1) n_{r} / m\right)-j n_{r+1} / m\right)\right\} .
\end{align*}
$$

In the proof of the first theorem in this section we need the following lemma. The proof of this lemma will be given in appendix 2 .

LEMMA 9.3.1. Fix $m$. Let $n_{r}, r(m)$ and $A_{j, r}$ be as above, let $\varepsilon>0$ and define

$$
\bar{A}_{r}=\sum_{j=0}^{m-1} 4(\pi e)^{-1} \exp \left(-(\pi / 2) A_{j, r}\left(1-\varepsilon_{j, r}\right)\right)
$$

where $\varepsilon_{j, r}=O\left((\log r)^{-2}\right)$ for $r \rightarrow \infty_{\text {o }}$ then
$P\left[\bar{A}_{r}>2(1+\varepsilon) \log \log n_{r}\right.$ for infinitely many $\left.r\right]=0$.

THEOREM 9.3.1. Let $\{g(0, n, m, \omega): n \geq 3, m \in \mathbb{N}\}$ be defined by (9.3.3). Then theorem 9.2.1 is true for this sequence.

PROOF.
Part a. We shall only give the points of difference with the proof of theo-
rem 9.2.1. Remember that the sample paths of the process $X(t)$ are in $D[0,1]$ and may decrease (continuously) but that all jumps have to be positive. We make use of the results in section 7.3 .

$$
\text { Define the random variables } B_{j, n} \text { and } C_{j, n} \text { for } j=0, \ldots, m-1 \text { and } n \in N \text { by }
$$

(9.3.5) $\quad B_{j, n}=(n / m)^{-1}[X(n(j+1) / m)-X(n j / m)-(2 / \pi)(n / m) \log (n / m)]$
and
(9.3.6) $\quad C_{j, n}=2(\pi e)^{-\frac{1}{2}} \exp \left(-\pi B_{j, n} / 4\right)$.

Then

$$
\begin{aligned}
I(g) & =\sum_{j=0}^{m-1} 4(\pi e)^{-1}(2 \log \log n)^{-1} e^{-\pi B_{j, n} / 2}= \\
& =(2 \log \log n)^{-1} \sum_{j=0}^{m-1} C_{j, n}^{2} .
\end{aligned}
$$

Let $n_{r}$ be defined by (9.2.4). Then we can find for every $n$ a number $x$ such that $n_{r} \leq n<n_{r+1}$. If $r \geq r(m)$ so that $(9.2 .5)$ is fulfilled, we can write

$$
B_{j_{3} n}=Q_{1}+Q_{2}+Q_{3}+Q_{4} \cdot
$$

where

$$
\begin{aligned}
Q_{1}= & A_{j, r}\left(n_{r}(j+1) / n-n_{r+1} j / n\right) \\
Q_{2}= & {\left[\{ ( n - n _ { r } ) ( j + 1 ) / m \} ^ { - 1 } \left\{X(n(j+1) / m)-X\left(n_{r}(j+1) / m\right)+\right.\right.} \\
& \left.\left.-(2 / \pi)\left(n-n_{r}\right)(j+1) m^{-1} \log \left(\left(n-n_{r}\right)(j+1) / m\right)\right\}\right] \cdot\left(n-n_{r}\right)(j+1) n^{-1}, \\
Q_{3}= & {\left[\{ ( n _ { r + 1 } - n ) j / m \} ^ { - 1 } \left\{X\left(n_{r+1} j / m\right)-x(n j / m)-(2 / \pi)\left(n_{r+1}-n\right) j m^{-1} .\right.\right.} \\
& \left.\left.\cdot \log \left(\left(n_{r+1}-n\right) j / m\right)\right\}\right] \cdot\left(n_{r+1}-n\right) j n^{-1}
\end{aligned}
$$

and

$$
\begin{aligned}
Q_{4}= & (2 / \pi)(n / m)^{-1}\left\{-(n / m) \log (n / m)+\left(n-n_{r}\right)(j+1) m^{-1} \log \left(\left(n-n_{r}\right)(j+1) / m\right)+\right. \\
& +\left(n_{r+1}-n\right) j m^{-1} \log \left(\left(n_{r+1}-n\right) j / m\right)+ \\
& \left.+\left(n_{r}(j+1) m^{-1}-n_{r+1} j m^{-1}\right) \log \left(n_{r}(j+1) m^{-1}-n_{r+1} j m^{-1}\right)\right\}
\end{aligned}
$$

If $n=n_{r}$, we define $Q_{2}=0$.
First we consider $Q_{1}$. By the definition of $n_{r}$ we have $\left(n_{r}(j+1)-j n_{r+1}\right) / n=$ $=1-0\left((\log r)^{-2}\right)$ for $r \rightarrow \infty$. Hence by lemma 9.3.1

$$
\begin{aligned}
& P\left[\sum_{j=0}^{m-1} 4(\pi e)^{-1} \exp \left(-(\pi / 2) A_{j, r}\left((j+1) n_{r}-j n_{r+1}\right) n^{-1}\right)>\right. \\
& \left.\quad>(1+\varepsilon) 2 \log \log n_{r} \text { for infinitely many } r\right]=0 .
\end{aligned}
$$

Consequently, for almost all $\omega$, there exists a number $r_{1}=r_{1}(\varepsilon, m, \omega)$ such that
(9.3.7) $\quad\left(2 \log \log n_{r}\right)^{-1} \sum_{j=0}^{m-1} 4(\pi e)^{-1} e^{-\frac{\pi}{2} A_{j, r}\left((j+1) n_{r} n^{-1}-j n_{r+1} n^{-1}\right)} \leq$ $\leq 1+\varepsilon$ for all $r \geq r_{1}$.

Next we turn to $Q_{2}$ and assume $n>n_{r}$. Define the process $\left\{\tilde{X}_{r}(t): 0 \leq t \leq 1\right\}$ by

$$
\tilde{x}_{r}(t)=n_{r+1}^{-1}\left\{x\left(n_{r+1} t\right)-(2 / \pi) n_{r+1} t \log n_{r+1}\right\}
$$

The expression in square brackets in $Q_{2}$ is distributed as $X(1)$ and equals

$$
\begin{align*}
& m n_{r+1}(j+1)^{-1}\left(n-n_{r}\right)^{-1}\left\{\tilde{X}_{r}\left((j+1) n m^{-1} n_{r+1}^{-1}\right)-\tilde{x}_{r}\left((j+1) n_{r} m^{-1} n_{r+1}^{-1}\right)+\right.  \tag{9.3.9}\\
& \left.-(2 / \pi)(j+1)\left(n-n_{r}\right) m^{-1} n_{r+1}^{-1} \log \left((j+1)\left(n-n_{r}\right) m^{-1} n_{r+1}^{-1}\right)\right\}
\end{align*}
$$

By property 4 in section 3.2 , the process $\left\{\tilde{X}_{r}(t): 0 \leq t \leq 1\right\}$ is a stable process with $\alpha=\beta=1$. Now we have
(9.3.10) $\quad n_{r+1}^{-1} \leq n_{r+1}^{-1}\left(n-n_{r}\right) \leq 1-n_{r} n_{r+1}^{-1}=O\left((\log r)^{-2}\right) \quad$ for $r \rightarrow \infty$.

Hence, by theorem 7.3 .1 , for almost all $\omega$ there exists a number $r_{2}(\varepsilon, m, \omega)$ such that (9.3.9) is larger than or equal to
(9.3.11) $-(2 / \pi) \log (\pi e / 2)-(2 / \pi) \log \log \left(m(j+1)^{-1} n_{r+1}\left(n-n_{r}\right)^{-1}\right)-(2 / \pi) \log (1+\varepsilon)$
for $r \geq r_{2}$. Consequently $Q_{2}$ is bounded from below by a function of $r$, say $-\phi(r)$, and by (9.3.10) and (9.3.11) $\phi(r)=O\left((\log r)^{-1}\right)$ for $r \rightarrow \infty$. A simi-
lar lower bound can be given for $Q_{3}$.
$Q_{4}$ can be expanded for large $r$. This term is $O\left(\log \log r(\log r)^{-2}\right)$ for $r \rightarrow \infty$ for every $j$. Using all these estimates we have for almost all $\omega$ : there exists a number $r_{3}(\varepsilon, m, \omega)$ such that
(9.3.12) $I(g(0, n, m, w)) \leq(1+\varepsilon)^{2}$
for $n \geq n_{r_{3}}(\varepsilon, m, \omega)$.
Part b. Again we may suppose $I(h)<1$. It is possible to give a proof similar to that of theorem 9.2.1.b by using theorem 6.3.1. We shall not do so. We shall follow the proof of theorem 9.2.2.b instead.

Fix m such that (9.2.8) holds. We first consider the case where $h$ is strictly increasing, so that $a_{j}>0$ for all $j=0, \ldots, m-1$. Choose $\varepsilon_{j}$ for $j=0, \ldots, m m 1$ such that $(9.2 .10),(9.2 .19)$ and $(9.2 .20)$ are fulfilled. Define the events $C_{r}^{(j)}$ and $E_{r}$ as in (9.2.12) and (9.2.21), where $g(=, n, m, \omega)$ is defined by (9.3.3). Take $n_{r}=m^{r}$. Using the definition of $g(., n, m, \omega)$ and prom perties of the completely asymmetric stable process we find that

$$
\begin{aligned}
P\left[C_{r}^{(j)}\right]= & P\left[\left(a_{j}-\varepsilon_{j}\right) \leq 2(\pi e)^{-\frac{1}{2}} m^{-1} \exp \left\{-(\pi / 4)\left(m / n_{r}\right) X\left(n_{r}(j+1) / m\right)+\right.\right. \\
& \left.-X\left(n_{r} j / m\right)-(2 / \pi)\left(n_{r} / m\right) \log n_{r}\right\} \exp \left\{-\frac{1}{2} \log \left(2 \log \log n_{r}\right) \leq\right. \\
& \left.\leq\left(a_{j}+\varepsilon_{j}\right)\right] \\
& =P\left[\left(a_{j}-\varepsilon_{j}\right) m^{\frac{1}{2}}\left(2 \log \log n_{r}\right)^{\frac{1}{2}} \leq 2(\pi e)^{-\frac{1}{2}} \exp (-\pi X(1) / 4) \leq\right. \\
& \left.\leq\left(a_{j}+\varepsilon_{j}\right) m^{\frac{1}{2}}\left(2 \log \log n_{r}\right)^{\frac{1}{2}}\right] .
\end{aligned}
$$

Now we use theorem 2.1.7 V to prove $\sum_{r} P\left[E_{r}\right]=\infty$ (c.f. section 9.2). In order to apply lema 1.4 .2 we have to bound

$$
\left\{P\left[E_{r}\right] P\left[E_{S}\right]\right\}^{-1} P\left[E_{r} \wedge E_{S}\right]=\left\{P\left[E_{r}\right] P\left[C_{S}^{(0)}\right]\right\}^{-1} P\left[E_{r} \wedge C_{S}^{(0)}\right]
$$

for $r<\mathrm{s}$. As in the case $0<\alpha<1$ we have

$$
P\left[C C_{s}^{(0)}\right] \sim \sqrt{2} P\left[U \geq\left(a_{0}-\varepsilon_{0}\right) m^{\frac{1}{2}}\left(2 \log \log n_{s}\right)^{\frac{1}{2}}\right] \quad \text { for } s \rightarrow \infty
$$

For $s>r+1$ we can bound $P_{r}\left[E_{r} \wedge C_{s}^{(0)}\right]$ by

$$
\begin{aligned}
P\left[E_{r}\right] P\left[A_{-}\right. & \leq 2(\pi e)^{-\frac{1}{2}} \exp \left\{-(\pi / 4) m\left(n_{S}-m_{r}\right)^{-1}\left(X\left(n_{S} / m\right)-X\left(n_{r}\right)+\right.\right. \\
& \left.\left.-(2 / \pi)\left(n_{s} / m-n_{r}\right) \log \left(n_{S} / m-n_{r}\right)\right\} \leq A_{+}\right]
\end{aligned}
$$

where

$$
\begin{gathered}
A_{ \pm}=\left\{\left(a_{0} \pm \varepsilon_{0}\right) m^{\frac{1}{2}}\left(2 \log \log n_{s}\right)^{\frac{1}{2}}\right\}^{\frac{n_{s}}{n_{s}-m n_{r}}} \cdot\left\{e^{0\left(m^{r-s+1} \log \left(m^{r-s}\right)\right)}\right\}^{\frac{n_{s}}{n_{s}-m n_{r}}} \\
\cdot \sum_{j=0}^{m-1}\left(a_{j \mp} \bar{q}_{j}\right) m^{\left.\frac{1}{2}\left(2 \log \log n_{r}\right)^{\frac{1}{2}}\right\}^{-\frac{n_{r}}{n_{s}-m n_{r}}}} .
\end{gathered}
$$

After some algebra (9.2.22) follows for $x \geq r_{0}$ and $s \geq r+2 \log \log r$. In the other cases the estimate $(9.2 .23)$ can be derived. Thus it follows that $P\left[E_{r}\right.$ i.O. $]=1$. Therefore, for almost all $\omega$ there exists a subsequence $\hat{n}_{r}(\omega)$ such that

$$
d_{c}\left(g\left(0, \hat{n}_{r}, m_{s} \omega\right), h\right)<\varepsilon .
$$

If $h$ is not strictly increasing, then some of the $a_{j}$ will vanish for large $m$. We distinguish two cases. In case $a_{0}=0$ we have $P\left[C_{s}^{(0)}\right]>1-\delta$ for $s \geq s_{0}(\delta)$ and it follows that

$$
\left[P\left[E_{r}\right] P\left[E_{s}\right]\right\}^{-1} P\left[E_{r} \wedge E_{s}\right] \leq(1-\delta)^{-1} \quad \text { for } s \geq s_{0}(\delta)
$$

and all $r<s$. If $a_{0} \neq 0$ and $a_{j}=0$ for some $j \in\{1, \ldots, m-1\}$, then we replace the product in $A_{+}$by

$$
\pi^{*}\left\{\left(a_{j}-\varepsilon_{j}\right) m^{\frac{1}{2}}\left(2 \log \log n_{r}\right)^{\frac{1}{2}}\right\}^{-\frac{n_{r}}{n_{s}-n_{r}}}
$$

where $\pi^{*}$ means the product of all those factors with $a_{j} \neq 0$.
We recall that in the case where $0<\alpha<1$ the $f_{n}$ are non-decreasing and that we have characterized their limit points within the class of nondecreasing functions that may be infinite from some point on. Now the $f_{n}$ be-long to $D[0,1]$ and we shall consider limit points in the class $\bar{D}[0,1]$ of functions $f$ on $[0,1]$ which have no discontinuities but jumps and are such
that $-\infty<f(t) \leq \infty$ for all $t$ and that $f=\infty$ on $[t, 1]$ whenever $f(t)=\infty$. For $f \in \bar{D}[0,1]$ we shall denote the interval where $f$ is finite by $J_{f}$. We define the following subclass of $\overline{\mathrm{D}}[0,1]$.

DEFINITION 9.3.1. Let $K(1)$ be the set of functions $x$ on $[0,1]$ with the properties

1. $x(0)=0$ and $x$ is bounded below;
2. $x=x_{s}+x_{a}$, where $x_{s}$ is non-decreasing and singular with respect to Lebesgue measure and $x_{a}$ is absolutely continuous;
3. $4(\pi e)^{-1} \int_{J_{X}} \exp (-\pi \dot{x}(t) / 2) d t \leq 1$.

Note that a function in $K(1)$ cannot have negative jumps. Moreover, 2. implies that $x$ is differentiable almost everywhere on $J_{x}$ so that the integral in 3. is well defined.

THEOREM 9.3.2. Let the sequence $\left\{f_{n}\right\}$ be defined by (9.3.2) and the set $K(1)$ as in definition 9.3.1. Then
a. Let f be in $\overline{\mathrm{D}}[0,1]$ and assume that there is a set A , with $\mathrm{P}[\mathrm{A}]>0$, and such that. for all $\omega \in A$, there exists a sequence $n_{k}=n_{k}(\omega)$ for which $f_{n_{k}}(0, \omega) \rightarrow f(0)$ in all continuity points of $f$ in $J_{f}$. Then $f \in K(1)$.
b. Let $f \in K(1)$. Then, for almost all $\omega$ there exists a sequence $n_{k}=n_{k}(\omega)$ such that $f_{n_{k}}$ converges to $f$ in all continuity points of $f$ in $J_{f}$.
PROOF
Part a. We follow the proof of theorem 9.2 .2 part a. Again we suppose that $J_{f}=[0,1]$. Also, because $f \in \bar{D}[0,1]$, it has at most countably many discontinuities. By the argument in the proof of theorem 9.2 .2 part a we may assume that, for all $m$, the points $j m^{-1}, j=0, \ldots, m$, are continuity points of f.

By theorem 9.3.1 part a the set of limit points of $g(., n, m, \omega)=$ $=D_{1} \pi_{m} f_{n}(., \omega)$ is, for every fixed $m$, w.p. 1 contained in $K^{+}$. From Schwarz's inequality we have (see FREEDMAN (1971) lemma 78a) for $g \in K^{+}$and all positive integers $m$

$$
0 \leq g((j+1) / m)-g(j / m) \leq m^{-\frac{1}{2}}
$$

for $j=1, \ldots, m$. It easily follows that $f$ cannot have negative jumps. Take
$\varepsilon>0$. We have for sufficiently large $k$

$$
(9.3 .13) \quad d_{c}\left(\pi_{m} f_{k}, \pi_{m} f\right)<\varepsilon
$$

$$
\text { on } A \text {. }
$$

and
(9.3.14) $\quad d_{c}\left(D_{1} \pi_{m} f_{k}{ }^{9} D_{1} \pi_{m} f\right)<\varepsilon \quad$ on $A$.

Thus on $A$, the sequence $D_{1} \pi_{m} f_{k}$ tends to the limit $D_{1} \pi_{m} f$. It follows that $D_{1} \pi_{m}{ }^{f} \in K^{+}$for all $m$. Consequently

$$
\begin{aligned}
& 4(\pi e)^{-1} \sum_{j=0}^{m-1}\left(m^{-1}+(\pi / 2)\left(f((j+1) / m)-f^{\prime}(j / m)\right)^{-}\right) \leq \\
& \leq 4(\pi m e)^{-1} \sum_{j=0}^{m-1} \exp \left\{(\pi / 2) m^{-1}(f((j+1) / m)-f(j / m))^{-m}\right\} \leq \\
& \leq I\left(D_{1} \pi_{m} f\right)+4(\pi e)^{-1} \leq 1+4(\pi e)^{-1} .
\end{aligned}
$$

This yields

$$
\sum_{j=0}^{m-1}(f((j+1) / m)-f(j / m))^{-} \leq e / 2 \quad \text { for all } m
$$

Thus, the negative variation $V^{-m} f$ is a finite continuous function on $[0,1]$. Now, the assumption $J_{f}=[0,1]$ implies that $f$ is of bounded variation on $J_{f}$ and thus we can write $f=V^{+} f-V^{-\prime} f$, where $V^{+} f$ and $V^{-\prime} f$ are both non-decreasing functions.

Applying martingale theory WICHURA (1973) shows $\mathrm{V}^{-} \mathrm{f}$ is absolutely continuous and $\lim _{n \rightarrow \infty} D_{1} \pi_{2} n^{f}=D_{1} f_{a}$. Because $K^{+}$is closed we have $D_{1} f_{a} \in K^{+\dagger}$ and this implies $f \in K(1)$.

Part b. Let $f \in K(1)$ and $J_{f}=[0,1]$. As in the proof of theorem 9.2 .2 we have, by Jensen's inequality and properties of functions in $K(1)$,

$$
D_{1} \pi_{m} f^{\prime} \leq D_{1} \pi_{m} f_{a} \leq D_{1} f_{a}
$$

This yields $\pi_{m} f \in K(1)$. In the proof of theorem $9.3 .1 . b$ we have already
proved $P\left[E_{r}\right.$ i.o. $]=1$. From the definition of $D_{1}$ we easily obtain that, for sufficiently large $m$, there exist, for almost all $\omega$, infinitely many numbers n such that

$$
\text { (9.3.15) }-(4 / \pi) \log \left(1+m^{-1}\right) \leq f_{n}\left(j m^{-1}, \omega\right)-f\left(j m^{-1}\right) \leq-(4 / \pi) \log \left(1-m^{-1}\right)
$$

for $j=0, \ldots, m$. It follows that, for almost all $\omega_{\text {, }}$ there exists $\left\{n_{k}(\omega)\right\}$ such that $f_{n_{k}}$ converges to $f$ on a non-random countable dense subset of $[0,1]$. In order to conclude $f_{n_{k}} \rightarrow f$ in the continuity points of $f$ we first prove the following assertion. For all $\varepsilon>0$ and $0 \leq t<1$, there exists a real constant $\Delta>0$ (independent of $t$ ) such that for almost all $\omega$ there is a number $n_{0}=n_{0}(\omega)$ such that

$$
\inf _{0<\delta \leq \Delta}\left\{f_{n}(t+\delta)-f_{n}(t)\right\}>-\varepsilon \quad \text { for } n \geq n_{0}
$$

Define the event $C_{n}$ by

$$
\inf _{0<\delta \leq \Delta}\left\{f_{n}(t+\delta)-f_{n}(t)\right\} \leq-\varepsilon_{0}
$$

As in the proof of lemmas 3.5 .4 and 3.5 .5 we can show that there exists a constant $k$ such that

$$
P\left[C_{n}\right] \leq k P\left[f_{n}(t+\Delta)-f_{n}(t) \leq-(2 / \pi) \log (\pi e(1+\varepsilon) / 4)\right]
$$

for sufficiently small $\Delta$. In a similar fashion one shows that

$$
P\left[D_{r}\right] \leq k P\left[\min _{n_{r} \leq n \leq n_{r+1}}\left\{f_{n}(t+\Delta)-f_{n}(t)\right\} \leq-(2 / \pi) \log (\pi e(1+\varepsilon) / 4)\right]
$$

where $n_{r}$ is defined by (9.2.4) and $D_{r}=\int_{n=n_{r}}^{n_{r+1}} \quad C_{n}$. Hence by Lemma 3.5.4

$$
P\left[D_{r}\right] \leq k_{1} P\left[X(1) \leq-(2 / \pi) \log \left(\frac{1}{2} \pi e(1+\varepsilon) \log \log n_{r}\right)\right]
$$

Theorem 2.1.7 part $V$ yields $\sum P\left[D_{r}\right]<\infty$. Then the assertion follows from the BorelmCantelli lemma.

For every continuity point of $f$ we choose points $t_{1}, t_{2}$ in the countable dense subset where $f_{n_{k}}$ converges to $f$ and such that $t_{1} \leq t \leq t_{2} \cdot t_{2}-t_{1} \leq \Delta$
and $\left|f\left(t_{2}\right)-f\left(t_{1}\right)\right|<\varepsilon$. Then, for almost all $\omega$,

$$
\underset{k \rightarrow \infty}{\lim \sup }\left|f_{n_{k}}(t)-f(t)\right| \leq 2 \varepsilon
$$

for all $t$.
REMARK 9.3.1. As a consequence of theorem 9.3.1.a we have for all integers $m$

$$
\lim _{n \rightarrow \infty}^{\sup } \quad D_{1} \pi_{m} f_{n}(1) \leq 1 \quad \text { a.s. }
$$

or equivalently
$\left.\lim _{n \rightarrow \infty}\left\{\frac{2}{\sqrt{\pi e}} \frac{1}{\sqrt{2 \log \log n}} \sum_{j=0}^{m-1} e^{-\frac{\pi}{4}\left[x\left(\frac{n(j+1)}{m}\right)-x\left(\frac{n j}{m}\right)\right.}-\frac{2}{\pi} \frac{n}{m} \log \frac{n}{m}\right](n / m)^{-1}\right\}$
$\leq 1$
a.s.

### 9.4. THE CASE $1<\alpha<2$

Let $\{X(t): 0 \leq t<\infty\}$ be the completely asymmetric stable process with $1<\alpha<2$. Define the sequences $\left\{f_{n}(., \omega): n \geq 3\right\},\{g(., n, m, \omega): n \geq 3, m \in \mathbb{N}\}$ and the function $D_{\alpha}$ by

$$
f_{n}:[0,1] \times \Omega \rightarrow \mathbb{R} \quad \text { for } n \geq 3
$$

and
(9.4.1) $\quad f_{n}(t, \omega)=X(n t, \omega) n^{-\frac{1}{\alpha}\{2 B(\alpha)\}^{\frac{\alpha-1}{\alpha}}(2 \log \log n)^{-\frac{\alpha-1}{\alpha}} ; ~}$

$$
\mathrm{D}_{\alpha}: \mathrm{C} \rightarrow \mathrm{C}^{+}
$$

(9.4.2) $\quad D_{\alpha} x(t)=\int_{0}^{t}\left\{[\dot{x}(v)]^{-\frac{\alpha}{2(\alpha-1)}} d v\right.$
and

$$
\text { (9.4.3) } \quad g(t, n, m, \omega)=D_{\alpha} \pi_{m} f_{n}(t, \omega) .
$$

Let $n_{r}$ be defined by (9.2.4) and let $r(m)$ be as in (9.2.5). Define the random variables $A_{j, r}$ for $j=0, \ldots, m-1$ and $r \geq r(m)$ by (9.4.4) $\quad A_{j, r}=2 B(\alpha) m^{\frac{1}{\alpha-1}}\left((j+1) n_{r}-j n_{r+1}\right)^{-\frac{1}{\alpha-1}}\left\{\left[X\left((j+1) n_{r} / m\right)-X\left(j n_{r+1} / m\right)\right]^{-\frac{\alpha}{\alpha-1}}\right.$.

In the proof of the first theorem in this section we need the following lemma. The proof of this lemma will be given in appendix 2.

LEMMA 9.4.1. Fix $\mathrm{m}_{\text {. Let }} \mathrm{n}_{r^{2}} x(\mathrm{~m})$ and $A_{j_{2} r}$ be as above, Let $\varepsilon>0$ and $\varepsilon_{j_{3} r}=$ $=O\left((\log x)^{-2}\right)$ for $x \rightarrow \infty$. Then

$$
P\left[\sum_{j=0}^{m-1} A_{j, r}\left(1-\varepsilon_{j, r}\right)>2(1+\varepsilon) \log \log n_{r} \text { for infinitely many } r\right]=0
$$

THEOREM 9.4.1. Let $\left\{g\left(., n, m_{9} \omega\right): n \geq 3, m \in \mathbb{N}\right\}$ be defined by (9.4.3). Then theorem 9.2.1 is true for this sequence.

PROOF.
Part a. It is sufficient to prove that for almost all $\omega$ there exists a num ber $n_{0}=n_{0}\left(\varepsilon, m_{s} \omega\right)$ such that $I(g)=I\left(D_{\alpha} \pi_{m} f_{n}(t, \omega)\right)<(1+\varepsilon)^{2}$ for $n \geq n_{0}$. (9.4.5) $I(g)=\sum_{j=0}^{m-1}\left\{[X((j+1) n / m s \omega)-X(j n / m, \omega)]^{-n^{-\frac{1}{\alpha}}{ }_{m}^{\frac{\alpha}{\alpha-1}} m^{-1}} 2 B(\alpha)\right.$.

$$
\begin{gathered}
\cdot(2 \log \log n)^{-1}= \\
=(2 \log \log n)^{-1} \sum_{j=0}^{m-1} C_{j, n} n^{2}
\end{gathered}
$$

where the random variable $C_{j_{8} n}$ is defined by

$$
C_{j_{3} n}=\left\{[X((j+1) n / m)-X(j n / m)]^{-}\right\}^{\frac{\alpha}{2(\alpha-1)}} n^{-\frac{1}{2(\alpha-1)}} \frac{1}{m^{2(\alpha-1)}}\{2 B(\alpha)\}^{\frac{1}{2}}
$$

Suppose $n \geq n_{r(m)}$. For every such $n$ we can find an integer $r \geq r(m)$ such that $n_{r} \leq n<n_{r+1}$. Then we can write

104
(9.4.6)

$$
n^{-1 / \alpha^{\prime}}\{x((j+1) n / m)-x(j n / m)\}=Q_{1}+Q_{2}+Q_{3}
$$

where

$$
\begin{aligned}
& Q_{1}=n^{-1 / \alpha}\left\{X((j+1) n / m)-X\left((j+1) n_{r} / m\right)\right\} \\
& Q_{2}=n^{-1 / \alpha}\left\{X\left((j+1) n_{r} / m\right)-X\left(j n_{r+1} / m\right)\right\}
\end{aligned}
$$

and

$$
Q_{3}=n^{-1 / \alpha_{1}}\left\{X\left(j n_{r+1} / m\right)-X\left(j n_{r} / m\right)\right\} .
$$

Define the process $\left\{\tilde{X}_{r}(t): 0 \leq t \leq 1\right\}$ by

$$
\tilde{X}_{r}(t)=x\left(n_{r+1} t\right) n_{r+1}-1 / \alpha
$$

This process is a completely asymmetric stable process with characteristic exponent $\alpha$. Then
(9.4.7) $\quad\left\{(j+1)\left(n-n_{r}\right) / m\right\}^{-1 / \alpha}\left\{X((j+1) n / m)-X\left((j+1) n_{r} / m\right\}=\right.$

$$
=m^{1 / \alpha_{n_{r+1}}} 1 / \alpha_{\left\{(j+1)\left(n-n_{r}\right)\right\}^{-1 / \alpha}\left\{\tilde{X}_{r}\left((j+1) n m^{-1} n_{r+1}^{-1}\right)-\tilde{X}_{r}\left((j+1) n_{r} m^{-1} n_{r+1}^{-1}\right)\right\} . . . . .}
$$

By theorem $7.4 .1 Q_{1}$ is for almost all $\omega$ bounded from below by

$$
-(2 B(\alpha))^{-\frac{\alpha-1}{\alpha}}\left\{2(1+\varepsilon) \log \left(m_{r+1}(j+1)^{-1}\left(n-n_{r}\right)^{-1}\right)\right\}^{\frac{\alpha-1}{\alpha}}\left\{(j+1)\left(1 m_{r} / n\right) / m\right\}^{\frac{1}{\alpha}}
$$

for $r>r_{0}\left(\varepsilon, m_{s} \omega\right)$. Using (9.3.10) we have that $Q_{1}>-\varepsilon$ for $r>r_{1}(\varepsilon, m, \omega)$.
In the same way one shows $Q_{3}>-\varepsilon$ for $r>r_{2}(\varepsilon, m, \omega)$. In view of the lower bounds for $Q_{1}$ and $Q_{3}$ we find

$$
\begin{aligned}
C_{j, n}^{2} & =\left[\left(Q_{1}+Q_{2}+Q_{3}\right)^{-\frac{\alpha}{\alpha-1}} m^{-\frac{1}{\alpha-1}}\{2 B(\alpha)\} \leq\left[\left(Q_{2}-2 \varepsilon\right)^{-}\right]^{\frac{\alpha}{\alpha-1}} m^{-\frac{1}{\alpha-1}}\{2 B(\alpha)\}\right. \\
& \leq\left[Q_{2}^{-}+2 \varepsilon\right]^{\frac{\alpha}{\alpha-1}} m^{-\frac{1}{\alpha-1}}\{2 B(\alpha)\} \leq A_{j, r}\left\{(j+1)_{\left.n_{r} / n-j n_{r+1} / n\right\}^{\frac{1}{\alpha-1}}}+2 c \varepsilon\right.
\end{aligned}
$$

for $r \geq r_{3}\left(\varepsilon_{s} m_{3} w\right)$ and some constant $c$. Note that $(j+1) n_{r} / n-j n_{r+1} / n=$
$=1-0\left((\log r)^{-2}\right)$ for $r \rightarrow \infty$. By lemma 9.4.1 we have for almost all $\omega$ and $r \geq r_{4}(\varepsilon, m, \omega)$

$$
I(g)<(1+\varepsilon)+(2 \log \log n)^{-1} 2 c \varepsilon
$$

This implies that for almost all $\omega$ there exists a number $n_{0}(\varepsilon, m, \omega)$ such that $I(g)<(1+\varepsilon)^{2}$ for all $n \geq n_{0}\left(\varepsilon, m_{2} \omega\right)$.
Part b. Again we may suppose $I(h)<1$. Define $n_{r}, a_{j}, \varepsilon_{j}, C_{r}^{(j)}$ and $E_{r}$ as in the proof of theorem 9.2.1.b. Then

$$
\begin{aligned}
P\left[E_{r}\right]= & \prod_{j=0}^{m-1} P\left[C_{r}^{(j)}\right]=\prod_{j=0}^{m-1} P\left[\left(a_{j}-\varepsilon_{j}\right)^{+m^{\frac{1}{2}}}\left(2 \log \log n_{r}\right)^{\frac{1}{2}} \leq\right. \\
& \left.\leq(2 B(\alpha))^{\frac{1}{2}}\left\{[X(1)]^{-}\right\}^{\frac{\alpha}{2(\alpha-1)}} \leq\left(a_{j}+\varepsilon_{j}\right) m^{\frac{1}{2}}\left(2 \log \log n_{r}\right)^{\frac{1}{2}}\right] .
\end{aligned}
$$

Using theorem 2.1.7 part VI we have $\left[P\left[E_{r}\right]=\infty\right.$.
Consider $\mathrm{P}^{\left[\mathrm{E}_{\mathrm{r}} \mathrm{AC}_{\mathrm{s}}(0)\right.}$ ] for $\mathrm{r}<\mathrm{s}$. This probability can be bounded by

$$
P\left[E_{r}\right] P\left[-A_{+} \leq\left(n_{s} / m-n_{r}\right)^{-1 / \alpha}\left\{X\left(n_{s} / m\right)-X\left(n_{r}\right)\right\} \leq-A_{-}\right]
$$

where

$$
\begin{aligned}
A_{ \pm}= & \left(1-m n_{r} / n_{s}\right)^{-\frac{1}{\alpha^{2}}}\left\{\left[\left(a_{0} \pm \varepsilon_{0}\right)^{+} m^{\frac{1}{2}}\left(2 \log \log n_{s}\right)^{\frac{1}{2}}\right]^{\frac{2(\alpha-1)}{\alpha}}(2 B(\alpha))^{-\frac{\alpha-1}{\alpha}}+\right. \\
& \left.-\sum_{j=0}^{m-1}\left[\left(a_{j}+\varepsilon_{j}\right)^{+\frac{1}{2}}\left(2 \log \log n_{r}\right)^{\frac{1}{2}}\right]^{\frac{2(\alpha-1)}{\alpha}}(2 B(\alpha))^{\frac{\alpha-1}{\alpha}}\left(n_{r} / n_{s}\right)^{\frac{1}{\alpha}}\right\}
\end{aligned}
$$

In the case $a_{0} \neq 0$ the quantity $A_{\text {_ }}$ tends to $\infty$ if $s-r \rightarrow \infty$. Then

$$
\begin{array}{rlr}
P\left[-A_{+}\right. & \left.\leq\left(n_{s} / m-n_{r}\right)^{-\frac{1}{\alpha_{2}}}\left\{X\left(n_{s} / m\right)-X\left(n_{r}\right)\right\} \leq-A_{-}\right] \sim \\
& \sim(2 \alpha)^{\frac{1}{2}} P\left[B_{-} \leq U \leq B_{+}\right]_{s} & \text { for } s \omega r \rightarrow \infty
\end{array}
$$

where $B_{ \pm}=-\{2 B(\alpha)\}^{\frac{1}{2}} A_{ \pm} \frac{\alpha}{2(\alpha-1)}$.

Then (9.2.22) follows for $r \geq r_{0}$ and $s>r+2 l o g \log r$.
In the case $a_{0}=0$ it follows that

$$
\left\{P\left[E_{r}\right] P\left[E_{S}\right]\right\}^{-1} P\left[E_{r} \wedge E_{S}\right] \leq\left\{P\left[C_{S}^{(0)}\right]\right\}^{-1}<(1-\varepsilon)^{-1}
$$

for $s \geq s_{0}(\varepsilon)$.
The proof can be finished as in the cases $0<\alpha<1$ and $\alpha=1$. $\square$
DEFINITION 9.4.1. Let $K(\alpha)$ be the set of non-decreasing functions with the properties

1. $x(0)=0$;
2. $x$ is absolutely continuous on $[0,1]$;
3. $\int_{0}^{1}[\dot{x}(t)]^{\frac{\alpha}{\alpha-1}} d t \leq 1$.

The following theorem deals with non-decreasing limit points only.
THEOREM 9.4.2. Let the sequence $\left\{f_{n}\right\}$ be defined by (9.4.1) and let the set $K(\alpha)$ as in definition 9.4.1. Let $\varepsilon>0$.
a. Let $f$ be an arbitrary non-decreasing function and assume that there is a set A with $\mathrm{P}[\mathrm{A}]>0$ and such that, for almost all $\omega_{\text {s }}$ there exists a sequence $n_{k}=n_{k}(\omega)$ for which the sequence $f_{n_{k}}(., \omega)$ converges to $-f$. Then $f \in K(\alpha)$ and for almost all $\omega \in A d_{c}\left(f_{n_{k}},-f\right) \rightarrow 0$ for $k \rightarrow \infty$.
b. For all $f \in \mathbb{K}(\alpha)$ there exists a number $m_{0}(\varepsilon, f)$ such that

$$
P\left[\left\{\omega: d_{c}\left(\left[\pi_{m} f_{n}(0, \omega)\right]^{-\prime}, f\right)<\varepsilon \text { for infinitely many } n\right\}\right]=1
$$

for all $m \geq m_{0}(\varepsilon, f)$.
PROOF.
Part a. As in the proofs of theorems 9.2.2 and 9.3.2, every (non-increasing) limit point $f$ of $\left\{f_{n}\right\}$ satisfies $g_{m}=D_{\alpha} \pi_{m} f \in K^{+}$for every m. It follows that $g=\lim g_{m} \in K^{+}$. Computations similar to those in the proof of theorem 9.2 .2 part a give $g=D_{\alpha} f_{a}$.

It remains to prove $f \equiv f_{a}$ Let $\varepsilon>0$. Suppose $f_{s}(1)=f(1)-f_{a}(1)>0$. Construct a set $B_{f}$ as in remark 1.5.1. This set consists of intervals $\left(j m^{-1},(j+1) m^{-1}\right)$ for a certain $m$. Let $n_{0}$ be the number of interval contained in $\bar{B}_{f}$. For $n_{0}>0$, there exists an integer $j$ with $\left(j m^{-1},(j+1) m^{-1}\right) \in \bar{B}_{f}$ and

$$
\left.m \cdot\left(f(j+1) m^{-1}\right)-f\left(j m^{-1}\right)\right) \geq m\left(f_{s}(1)-\varepsilon\right) n_{0}^{-1}
$$

This implies that the function $D_{\alpha} \pi_{m} f$ increases on $\bar{B}_{f}$ more than

$$
\left(f_{s}(1)-\varepsilon\right)^{\frac{\alpha}{2(\alpha-1)}} \cdot\left(n_{0} m^{-1}\right)^{\frac{\alpha-2}{2(\alpha-1)}} .
$$

This contradicts $D_{\alpha} \pi_{\mathrm{m}}{ }^{f} \in K^{*}$.
Part b. This part of the theorem follows directly from theorem 9.4.1 part b. $\square$

REMARK 9.4.1. Theorem 9.4.2 part $b$ suggests that the negative variation of any limit point is absolutely continuous. This is indeed the case, as follows from WICHURA (1973), who also describes all other limit points.

REMARK 9.4.2. As a consequence of part a of theorem 9.4.1 we have, for all integers $m_{8}$

$$
\lim _{n \rightarrow \infty} \sup D_{\alpha} \pi_{n} f_{n}(1) \leq 1 \quad \text { a.s. }
$$

or, equivalently,
$\lim _{n \rightarrow \infty} \frac{\{2 B(\alpha)\}^{\frac{1}{2}}}{(2 \log \log n)^{\frac{1}{2}}} \sum_{j=0}^{m-1}\left\{\frac{m}{n}\left[x\left(\frac{j+1}{m}\right)-x\left(\frac{j}{m}\right)\right]^{-1}\right\}^{\frac{\alpha}{2(\alpha-1)}} \leq 1 \quad$ a.s. .

## DOMAINS OF ATPTRACTION

In the preceding chapters we considered stable processes or partial sums of i.i.d. stable random variables. Occasionally we have already noted that the theorems also hold for more general processes or for partial sums of random variables in the domain of attraction Here we consider some of these generalizations in more detail. In section 10.1 we give some results for the case $\alpha=2$ (normal distribution and the Wiener process). In section 10.2 we study the case $0<\alpha<2$ and $|\beta| \leq 1$.

### 10.1. THE CASE $\alpha=2$

Let $X_{1}, X_{2}, \ldots$ be i.i.d. random variables with $X_{i} \in D_{N}(2,0)$. Suppose $E X_{i}=0$ and $\sigma^{2}\left(X_{i}\right)=1$. The next theorem shows that we can embed these i.i.d. random variables in a Wiener process $\{W(t)$ : $0 \leq t<\infty\}$ on some probability triple $(\Omega, F, P)$. The proofs of the theorems in this section can be found in FREEDMAN (1971).

THEOREM 10.1.1. There exist non-negative random variables $T_{1} \leq T_{2} \ldots$ on ( $\Omega, F, P$ ) such that
a. $T_{1}, T_{2}-T_{1}, T_{3}-T_{2}, \ldots$ are $i, i, d$. rondom variables
b. $E T_{1}=E X_{1}^{2}$
c. $W\left(T_{1}\right), W\left(T_{2}\right)-W\left(T_{1}\right), W\left(T_{3}\right)-W\left(T_{2}\right), \ldots$ are $i . i . d$. random variables
d. $W\left(T_{1}\right) \cong X_{1}$ 。

The representation of random variables $\in D_{N}(2,0)$, given in theorem 10.1.1 is called the Skorohod representation. The Skorohod representation permits us to generalize theorems for a Wiener process or partial sums of independent $r . v .{ }^{\prime \prime} s$ with distribution function $F(. ; 2,0)$ to theorems for partial sums of random variables in $\mathcal{D}_{N}(2,0)$. We formulate, for example, the strong invarm iance principle proved by STRASSEN (1964). Define, for each integer $n \geq 3$ and all $\omega_{s}$ the function $f_{n}(., \omega) \in C[0,1]$ by
(10.1.1) $\quad f_{n}(i / n, \omega)= \begin{cases}(2 n \log \log n)^{-\frac{1}{2}}\left(x_{1}(\omega)+\ldots+x_{i}(\omega)\right) & \text { for } i=0, \ldots, n ; \\ \text { and linear on }[i / n,(i+1) / n] & \text { for } i=0, \ldots, n-1 .\end{cases}$

THEOREM 10.1.2. Let $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ be $i_{\text {. }}$ i.d. random variables with $\mathrm{EX}_{1}=0$ and $\sigma^{2}\left(X_{1}\right)=1$ and let $\left\{f_{n}\right\}$ be defined by (10.1.1). For almost all $\omega_{s}$ the indexed subset $\left\{f_{n}(0, \omega): n \geq 3\right\}$ of $C[0,1]$ is relatively compact, with limit set $K$, which is given in definition 9.0.1.

As a consequence we have the law of the iterated logarithm of HARTMAN and WINTNER (1941).

THEOREM 10.1.3. Let $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ be $i . i . d$. random variables with $\mathrm{EX}_{1}=0$ and $\sigma^{2}\left(X_{1}\right)=1$. Then

$$
\lim _{n \rightarrow \infty} \frac{x_{1}+\ldots+x_{n}}{(2 n \log \log n)^{\frac{1}{2}}}=1 \quad \text { a.s. }
$$

In case $X_{i}, i=1,2, \ldots$, are i.i.d. $r . v$. 's with $X_{i} \in \mathcal{D}(2,0)$ and $\sigma^{2}\left(X_{i}\right)=\infty$ we have by theorem 2.2.2 that

$$
H(x)=\int_{|y| \leq x} y^{2} d F(y)
$$

is slowly varying at infinity. Let $a_{n}$ be defined by (2.2.1) then $a_{n}^{-1}\left(x_{1}+\ldots\right.$ $\ldots+X_{n}$ ) converges weakly to a standard normal r.v.. FELLER (1968) has studied the question under which restrictions on $H$

$$
\underset{n \rightarrow \infty}{\lim \sup } \frac{x_{1}+\ldots+x_{n}}{a_{n}(2 \log \log n)^{\frac{1}{2}}}=1
$$

a.s.

### 10.2. THE CASE $\alpha \neq 2$

In this section we consider i.i.d. random variables $X_{i}$, $i=1,2, \ldots$, in the domain of attraction of stable distributions. The definitions, criteria
for attraction and norming constants are given in section 2.2 .
We begin with a quite general result of FELLER (1946) that has important implications for the problem at hand. The proof rests on Kronecker's lemma and three-series criterion.

THEOREM 10.2.1. Let $Y_{1}, Y_{2}, \ldots$ be $i, i, d$, random vamiables with $E\left|Y_{i}\right|=\infty$. Then, for any sequence $\mathrm{y}_{\mathrm{n}}$, for which $\mathrm{y}_{\mathrm{n}} \mathrm{n}^{-1}$ increases, we have

$$
P\left[\left|Y_{1}+\ldots+Y_{n}\right|>y_{n} \text { i.o. }\right]=0 \text { or } 1
$$

according as

$$
\sum P\left[\left|Y_{n}\right|>y_{n}\right] \text { converges or diverges. }
$$

Obviously theorem 10.2 .1 implies that

$$
P\left[\left|Y_{1}+\ldots+Y_{n}\right|>y_{n} \text { i.o. }\right]=P\left[\left|Y_{n}\right|>y_{n} \text { i.0. }\right]
$$

Suppose that $X_{i}, i=1,2, \ldots$ are positive i.i.d. random variables with
(10.2.1) $\quad P\left[X_{1} \geq x\right]=L(x) x^{-\alpha} \quad$ for $x \geq x_{0}>0$ and $0<\alpha<1$,
where $L$ is slowly varying at infinity. This implies $X_{1} \in \mathcal{D}\left(\alpha_{s}, 1\right)$. Applicam tion of theorem 10.2 .1 yields

$$
P\left[x_{1}+\ldots+x_{n}>y_{n} \text { i.o. }\right]=0 \text { or } 1
$$

according as

$$
\sum L\left(y_{n}\right) y_{n}^{-\alpha} \text { converges or diverges }
$$

provided $y_{n} n^{-1}$ increases. A similar result could be obtained by generalizing theorem 8.1 .1 but then one would have to impose restrictions on $L$.

Next we consider analogues of the results in section 6.2. As a consequence of theorem 6.2 .1 we obtained
(6.2.2) $\quad \liminf _{n \rightarrow \infty} \frac{X_{1}+\ldots+X_{n}}{n^{1 / \alpha}(2 \log \log n)^{-(1-\alpha) / \alpha}}=\{2 B(\alpha)\}^{(1-\alpha) / \alpha} \quad$ a.s.
for $i . i, d$, random variables $X_{i}, i=1,2, \ldots$ with a completely asymmetric sta
ble distribution with $0<\alpha<1$ and $\beta=1$. Now we consider random variables with distribution function given by (10.2.1). Define the norming constants $a_{n}$ by (2.2.2). We can ask under what conditions on the slowly varying function L
(10.2.2) $\quad \lim _{n \rightarrow \infty} \frac{x_{1}+\cdots+X_{n}}{a_{n}(2 \log \log n)^{-(1-\alpha) / \alpha}}=\{2 B(\alpha)\}^{(1-\alpha) / \alpha} \quad$ a.s. .

An extension of theorem 6.2.1 given by LIPSCHUMZ (1956b) yields that (10.2.2) holds under the restrictions given in remark 2.2.3. In particular, for the case $X_{i} \in D_{N}(\alpha, 1)$, i.e. if $L(x)$ tends to a finite constant for $x \rightarrow \infty,(10.2 .2)$ is always true. Under a slightly weaker condition than given in remark 2.2.3 we shall prove the following theorem. Let $\varepsilon>0$ and define the sequences $b_{n}$ and $c_{n}$, for $n>1$ by
$(10.2 .3) \quad b_{n}=(\log n)^{-\frac{1+\varepsilon}{2-\alpha}}$
and
$(10.2 .4) \quad c_{n}=(\log n)^{\frac{1+\varepsilon}{\alpha}}$.

THEOREM 10.2.2. Let $\varepsilon>0$ and let $\left\{b_{n}\right\}$ and $\left\{c_{n}\right\}$ be defined by (10.2.3) and
 tion given by (10.2.1). Assume that
(10.2.5) $L\left(\varepsilon_{n} x\right) / L\left(a_{n}\right) \rightarrow 1 \quad$ for $n \rightarrow \infty$
uniformly in $x \in\left[b_{n}, c_{n}\right]$. Then (10.2.2) is true.
PROOF Using $(10.2 .1),(10.2 .4)$ and $(2.2 .2)$ we find

$$
\sum P\left[X_{n}>a_{n} c_{n}\right]=\sum a_{n}^{-\alpha} c_{n}^{-\alpha} L\left(a_{n} c_{n}\right)<\infty
$$

The Borel-Cantelli lemma implies that, w. $\mathrm{p} .1, \mathrm{X}_{\mathrm{n}} \leq a_{\mathrm{n}} \mathrm{c}_{\mathrm{n}}$ for sufficiently large $n$.

Define the truncated random variables

$$
\begin{array}{cl}
X_{n}^{\prime}=X_{n} & \text { if } X_{n}<a_{n} b_{n} \\
0 & \text { otherwise. }
\end{array}
$$

By properties of slowly varying functions (FELLER (1971) theorem 2 of section VIII.9) we obtain

$$
E\left(X_{n}^{i}\right)^{2} \sim \alpha(2-\alpha)^{-1}\left(a_{n} b_{n}\right)^{2-\alpha} L\left(a_{n} b_{n}\right) \quad \text { for } n \rightarrow \infty
$$

This yields, by (2.2.2) and (10.2.5)

$$
\left[a_{n}^{-2}(2 \log \log n)^{2(1-\alpha) / \alpha_{E}\left(X_{n}^{1}\right)^{2}<\infty}\right.
$$

It follows from theorem 3.27 in BREIMAN (1968a) that

$$
\frac{x_{1}^{1}+\ldots+x_{n}^{1}}{a_{n}(2 \log \log n)^{-(1-\alpha) / \alpha}} \longrightarrow 0
$$

a.s. .

Thus, only the random variables $X_{n}^{\prime \prime}=X_{n}{ }^{1}\left[a_{n} b_{n}, a_{n} c_{n}\right]$, obtained by truncation at $a_{n} b_{n}$ and $a_{n} c_{n}$, contribute to the lim inf in (10.2.2).

Let $\Delta>0$. There exists a number $n(\Delta)$ such that for all $n \geq n(\Delta)$ we have
(10.2.6) $\left|L\left(a_{n} x\right) / L\left(a_{n}\right)-1\right|<\Delta$
for all $x \in\left[b_{n}, c_{n}\right]$. This implies, by theorem 2.1.7 part $I$ and (2.2.2), the existence of a number $\Delta_{1}$ such that
(10.2.7) $\quad 1-F\left(\left(1-\Delta_{1}\right)^{\left.-1 / \alpha_{x}, \alpha, 1\right) \leq P\left[X_{n}>a_{n} n^{-1 / \alpha_{x}}\right] \leq 1-F\left(\left(1+\Delta_{1}\right)^{-1 / \alpha_{x}} \alpha_{,} 1\right), ~(1)}\right.$ for $x \in\left[n^{1 / \alpha_{b}} n^{3} n^{1 / \alpha_{n}} c_{n}\right]$ and $n$ sufficiently large.

Define random variables $\widetilde{X}_{n}$ with distribution functions $\widetilde{F}_{n}$ such that

$$
\begin{equation*}
1-F\left(\left(1-\Delta_{1}\right)^{-1 / \alpha_{x}} \alpha_{,}\right) \leq 1-\tilde{F}_{n}(x) \leq 1-F\left(\left(1+\Delta_{1}\right)^{-1 / \alpha_{x}} \alpha_{,} 1\right) \tag{10.2.8}
\end{equation*}
$$

Then we can deduce upper- and lower bounds for the distribution function of $\tilde{S}_{n}=\tilde{X}_{1}+\ldots+\tilde{X}_{n}$. Just as only the truncated $x . v{ }^{\prime}{ }^{\prime} X_{n}^{\prime \prime}$ contribute to the
$\lim _{\text {inf }}$ in (10.2.2), we can now prove a similar assertion for the r.v.'s $\tilde{X}_{n}^{\prime \prime}=$ $\left.=\tilde{X}_{n} \cdot{ }_{[n} 1 / \alpha_{b_{n}, n} 1 / \alpha_{c_{n}}\right]$.Therefore, we may restrict our attention to the ran ${ }^{n}$ dom variables $\tilde{\mathrm{X}}_{\mathrm{n}}$. Because we can take $\Delta$ ( and $\Delta_{1}$ ) arbitrarily small we can show that (10.2.2) is true for the random variables $\tilde{X}_{n}$. Therefore, (10.2.2) holds for i.i.d. r.v.'s $X_{i}$, $i=1,2, \ldots$, with distribution function given by (10.2.1) and satisfying (10.2.5). This completes the proof. $\square$

REMARK 10.2.1. The assumption (10.2.5) is comparable with (2.2.9). Comparing the interval $\left[b_{n}, c_{n}\right]$ with the interval in (2.2.10), we see that $\left[b_{n}, c_{n}\right]$ is shorter.

REMARK 10.2.2. The above results show that we may consider the random variables $\tilde{X}_{n}$ for solving our problem. The property (10.2.8) of their distribution functions suggests that $\tilde{X}_{n}$ can be embedded in a completely asymmetric stable process, by using a stopping time which degenerates at the value 1 , for $n$ tending to infinity. Such an embedding technique might also enable us to work under a weaker condition than (10.2.5) which does not imply that the stopping times degenerate. So far, however, I have not been able to prove the existence of such stopping times even under condition (10.2.5).

REMARK 10.2.3. In view of the techniques applied in this section, it must be possible, by similar reasoning, to prove results in case $\alpha \geq 1$.

## APPENDIX 1

TOPOLOGIES ON D[0,1]

In section 3.2 we defined $D[0,1]$ as the set of all real-valued functions on $[0,1]$, which are right-continuous and have finite left-hand limits. In SKOROHOD (1956) five topologies on $D[0,1]$ are studied. We shall define two of these below.

Let $\Lambda$ denote the class of strictly increasing, continuous mappings of $[0,1]$ onto itself. If $\lambda \in \Lambda$, then $\lambda(0)=0$ and $\lambda(1)=1$. For $x, y \in D[0,1]$ we define the metric

$$
d_{J}(x, y)=\inf _{\lambda \in \Lambda}\left\{\sup _{t}|x(t)-y(\lambda(t))|+\sup _{t}|t-\lambda(t)|\right\}
$$

This metric defines the $J_{1}$-topology. The sequence $x_{n} \in D[0,1]$ is $J_{1}$-convergent (or converges in the $J_{1}$-topology) to a function $x \in D[0,1]$ if

$$
\lim _{n \rightarrow \infty} d_{J_{1}}\left(x_{n}, x\right)=0
$$

The groph $\Gamma_{X}$ of $x \in D[0,1]$ is the closed set of pairs ( $t, z$ ), such that $z$ lying between $x(t-)$ and $x(t)$. A parametric representation of the graph $\Gamma_{x}$ is a pair of functions $(\tau, \zeta)$ such that

$$
\tau:[0,1] \rightarrow[0,1]
$$

is continuous and non-decreasing,

$$
\zeta:[0,1] \rightarrow \mathbb{R}
$$

is continuous, and such that $(t, z) \in \Gamma_{x}$ iff a number $u \in[0,1]$ can be found with $t=\tau(u)$ and $z=\zeta(u)$. Note that if $\left(\tau_{1}, \zeta_{1}\right)$ and $\left(\tau_{2}, \zeta_{2}\right)$ are parametric representations of $\Gamma_{X}$, there exists a non-decreasing function $\lambda$ such that $\tau_{1}=\tau_{2}{ }^{\circ \lambda}$ and $\zeta_{1}=\zeta_{2} \circ \lambda$. Define a metric $R$ in $\mathbb{R}^{2}$ by

$$
R\left(\left(t_{1}, z_{1}\right),\left(t_{2}, z_{2}\right)\right)=\left|t_{1}-t_{2}\right|+\left|z_{1}-z_{2}\right|
$$

Let $x, y \in D[0,1]$ and let $\left(\tau_{x}, \zeta_{x}\right)$ and $\left(\tau_{y}, \zeta_{y}\right)$ be parametric representations of their graphs. We define

$$
d_{M_{1}}(x, y)=\inf \sup _{u} R\left(\left(\tau_{x}(u), \tau_{y}(u)\right),\left(\zeta_{x}(u), \zeta_{y}(u)\right)\right),
$$

where the infimum is taken over all parametric representations of $\Gamma_{x}$ and $\Gamma_{y}$. This metric defines the $\mathrm{M}_{1}$-topology.

Convergence in the $J_{1}$-topology implies convergence in the $M_{1}$-topology. The converse is not true. For the proof of this assertion and necessary and sufficient conditions for convergence in both topologies we refer to SKOROHOD (1956).

## APPENDIX 2

In this appendix we shall give the proofs of the lemmas 9.2.1. 9.3.1 and 9.4.1. Throughout $h_{i}$ denotes the density of the chi-square distribution with $i$ degrees of freedom.

PROOF of lemma 9.2.1. It is sufficient to prove the lemma only for suffim ciently large $r$. The intervals $\left(j n_{r+1} m^{-1},(j+1) n_{r} m^{-1}\right), j=0, \ldots, m-1$, are disjoint. This implies that the random variables $A_{j, r}$ defined in (9.2.6), are independent.
$A_{j, r}$ has the same distribution as $b_{j, r} \cdot 2 B(\alpha)[X(1)]^{-\alpha /(1-\alpha)}$, where

$$
b_{j, r}=\left\{(j+1) n_{r} n_{r+1}^{-1}-j\right\}^{-1 /(1-\alpha)}
$$

By theorem 2.1.6 part IV we have the following expansion for the right tail of the density $f_{j, r}$ of $b_{j, ~}^{-1} A_{j, r}$

$$
f_{j, r}(x)=(4 \pi \alpha x)^{-\frac{1}{2}} e^{-x / 2}\left\{1+O\left(x^{-\frac{1}{2}+\varepsilon}\right)\right\} \quad \text { for } x \rightarrow \infty
$$

Note that the density $f_{j, r}$ is independent of $j$ and $r$. If $0<\alpha \leq \frac{1}{2}$ it follows, from theorem 2.1.6 part I, that there exists a constant $c=c(\alpha)$ such that $f_{j, r} \leq c h{ }_{1}$. On the other hand, if $\frac{1}{2}<\alpha<1$ there is, for every $x_{0}>0$, a constant $c=c\left(\alpha, x_{0}\right)$ such that $f_{j, r}(x) \leq c h_{1}(x)$ for $x \geq x_{0}$.

Choose $0<\delta<\varepsilon$. For sufficiently large $r$ we have

$$
1<b_{j, r}<1+\delta \quad \text { for } j=0, \ldots, m-1
$$

Then we have in case $\alpha \in\left(0, \frac{1}{2}\right]$

$$
\begin{aligned}
& P\left[A_{0, r}+\ldots+A_{m-1, r}>2(1+\varepsilon)^{2} \log \log n_{r}\right] \leq \\
& \quad \leq P\left[b_{0, r}^{-1} A_{0, r}+\ldots+b_{m-1, r}^{-1} A_{m-1, r}>(1+\delta)^{-1}(1+\varepsilon)^{2} 2 \log \log n_{r}\right] \\
& \quad \leq c^{m} P\left[\chi_{m}^{2} \geq(1+\delta)^{-1}(1+\varepsilon)^{2} 2 \log \log n_{r}\right] \\
& \quad \leq \mathrm{kr}^{-1-\varepsilon} .
\end{aligned}
$$

For the case $\alpha \in\left(\frac{1}{2}, 1\right)$ we only give the proof for $m=2$. For $m>2$ the proof is similar. Consider

$$
I(x)=h_{2}^{-1}(x) \int_{0}^{x} f_{0, r}(t) f_{1, r}(x-t) d t
$$

for $x>2 x_{0}$. Then

$$
\begin{gathered}
I(x)=h_{2}^{-1}(x)\left\{\int_{0}^{x_{0}}+\int_{x_{0}}^{x-x_{0}}+\int_{x-x_{0}}^{x}\right\} \\
\leq c h_{2}^{-1}(x) \int_{0}^{x_{0}} f_{0, r}(t) h_{1}(x-t) d t+c^{2}+c h_{2}^{-1}(x) \int_{x-x_{0}}^{x} h_{1}(t) f_{1, r}(x-t) d t
\end{gathered}
$$

The first and last terms on the right are $O\left(\left(x-x_{0}\right)^{-\frac{1}{2}}\right)$ for $x \rightarrow \infty$. This implies the existence of a constant $c_{2}$ such that

$$
I(x) \leq c_{2} \quad \text { for } x \geq 2 x_{0}
$$

Consequently the density of $b_{0_{3}}^{-1} x_{0,} A^{+}+b_{1, ~}^{-1} A_{1} A_{1} x$ is bounded by $c_{2} h_{2}(x)$ for $x \geq 2 x_{0}$ and the lemma follows. $\square$

PROOF of lemma 9.3.1. Using a similar argument as in the proof of lemma 9.2 .1 we can prove the following assertion. For all $x_{0}, C>0$ there exist a number $r_{0}=r_{0}\left(x_{0}\right)$ and a constant $k_{0}=k_{0}\left(x_{0}, r_{0}, C\right)$ (both independent of $j, r$ and $x$ ) such that the density of the random variable

$$
4(\pi e)^{-1} \exp \left(-(\pi / 2) A_{j_{2}}\left(1-\varepsilon_{j, r}\right)\right)
$$

can be bounded by $k_{0} h_{1}(x)$ for all $x \in\left[x_{0}, C \log x\right]$ and $x \geq x_{0}$.
Choose a constant $C$ such that $C>2 m(1+\varepsilon / 2)$. For fixed $r$ the random variables $A_{0, x}, \ldots, A_{m-1,}$, defined in (9.3.4), are independent. Denote the density of $\bar{A}_{r}$ by $\bar{g}_{r}$. In a similar way as in the proof of lemma 9.2 .1 we can show $\bar{g}_{r}(x)<k h_{m}(x)$ for $x \in\left[m x_{0}, C \log r\right]$ and some constant $k$ (independent of $x$ ). Thus, for sufficiently large $r$,

$$
\begin{aligned}
& x^{1+\varepsilon / 2} P\left[\bar{A}_{r}>2(1+\varepsilon) \log \log n_{r}\right] \\
= & r^{1+\varepsilon / 2}\left\{P\left[\bar{A}_{r} \geq C \log r\right]+P\left[2(1+\varepsilon) \log \log n_{r}<\bar{A}_{r}<C \log x\right]\right\} \\
\leq & r^{1+\varepsilon / 2} P\left[\bar{A}_{r} \geq C \log r\right]+k r^{1+\varepsilon / 2} P\left[x_{m}^{2}>2(1+\varepsilon) \log \log n_{r}\right]
\end{aligned}
$$

Just as in the proof of lemma 9.2.1 the last term on the right is bounded. Because $\bar{A}_{r}$ is a sum of i.i.d. random variables we have

$$
P\left[\bar{A}_{r} \geq C \log r\right] \leq m P\left[4(\pi e)^{-1} \exp \left(-(\pi / 2) X(1)\left(1-\varepsilon_{j, r}\right)\right) \geq C m^{-1} \log r\right] .
$$

By theorem 2.1.7 parts V and VII it follows that

$$
r^{1+\varepsilon / 2} P\left[\bar{A}_{r} \geq C \log r\right]=o(1) \quad \text { for } r \rightarrow \infty
$$

Now apply the Borel-Cantelli lemma. $\square$
PROOF of lemma 9.4.1. Let $f_{j, r}$ be the density of $A_{j, r}$. From theorem 2.1.6 part VI it follows that

$$
\lim _{x \rightarrow \infty} h_{1}^{-1}(x) f_{j, r}(x)=(\alpha / 2)^{\frac{1}{2}}
$$

By the continuity of $f_{j, r}$ we have for all $x_{0}>0$ that there exist numbers $r_{0}=r_{0}\left(x_{0}\right)$ and $k_{0}=k_{0}\left(r_{0}, x_{0}\right)$ such that this density is bounded by $k_{0} h_{1}(x)$ for all $x \geq x_{0}$. Then we prove as in case $0<\alpha<1$, for sufficiently large $r$,

$$
\begin{aligned}
& P\left[\sum_{j=0}^{m-1} A_{j, r}\left(1-\varepsilon_{j, r}\right)>2(1+\varepsilon) \log \log n_{r}\right] \\
\leq & P\left[\sum_{j=0}^{m-1} A_{j, r}>2(1+\varepsilon / 2) \log \log n_{r}\right] \leq k r^{-1-\varepsilon / 4} .
\end{aligned}
$$

Now the Borel-Cantelli lemma yields the desired result. $\square$
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SUMMARY

| $\alpha=2$ | $0<\alpha<1$ |  |
| :---: | :---: | :---: |
| $U_{1}+\ldots+U_{n}{ }_{n}{ }_{n}{ }^{\frac{1}{2}} \mathrm{U}_{1}$ | $\mathrm{X}_{1}+\ldots+\mathrm{X}_{\mathrm{n}} \stackrel{d}{ } \mathrm{n}^{1 / \alpha^{\prime}} \mathrm{X}_{1}$ |  |
|  |  | From |
| $P[U \geq x] \sim(2 \pi)^{-\frac{1}{2}} x^{-1} e^{-\frac{1}{2} x^{2}} \quad$ for $x \rightarrow \infty$. | $P[X \leq x] \sim(2 / \alpha)^{\frac{1}{2}} P\left[U \geq(2 B(\alpha))^{\frac{1}{2}} x^{-\frac{\alpha}{2(\alpha-1)}}\right] \quad \text { for } x+0 \text {. }$ | $\mathrm{P}[\mathrm{X} \leq-\mathrm{x}$ |
| $\lim _{t \downarrow 0} \inf \frac{W(t)}{\left(2 t \log \log \left(t^{-1}\right)\right)^{\frac{1}{2}}}=-1 \quad \text { a.s. }$ | $\liminf _{t \not 0} \frac{x(t)}{t^{1 / \alpha}\left(2 \log \log \left(t^{-1}\right)\right)^{-(1-\alpha) / \alpha}}=(2 B(\alpha))^{\frac{1-\alpha}{\alpha}} \quad \text { a.s. }$ | $\begin{aligned} & \lim _{t \not 0} \inf \\ & \lim _{t \not 0} \mathrm{inf}^{2} \end{aligned}$ |
| $\lim _{t \rightarrow \infty} \inf \frac{W(t)}{(2 t \log \log t)^{\frac{1}{2}}}=-1 \quad \text { a.s. }$ | $\lim _{t \rightarrow \infty} \inf ^{f} \frac{x(t)}{t^{1 / \alpha}(2 \log \log t)^{-(1-\alpha) / \alpha}}=(2 B(\alpha))^{\frac{1-\alpha}{\alpha}} \quad \text { a.s. }$ | $\begin{aligned} & \underset{t \rightarrow \infty}{\lim \inf } \\ & \liminf _{t \rightarrow \infty} \end{aligned}$ |
| $\liminf _{n \rightarrow \infty} \frac{u_{1}+\ldots+u_{n}}{(2 n \log \log n)^{\frac{1}{2}}}=-1 \quad \text { a.s. }$ | $\liminf _{n \rightarrow \infty} \frac{x_{1}+\ldots+x_{n}}{n^{1 / \alpha}(2 \log \log n)^{-(1-\alpha) / \alpha}}=(2 B(\alpha))^{\frac{1-\alpha}{\alpha}}$ | $\begin{aligned} & \underset{n \rightarrow \infty}{\lim \inf } \\ & \underset{\substack{n \rightarrow \infty}}{\lim \inf } \end{aligned}$ |
| $\lim _{\varepsilon \ngtr 0} \sup _{\substack{0 \leq t \leq 1-\Delta \\ 0<\Delta \leq \varepsilon}} \frac{\|W(t+\Delta)-W(t)\|}{\left(2 \Delta \log \left(\Delta^{-1}\right)\right)^{\frac{1}{2}}}=1 \quad \text { a.s. }$ | $\lim _{\varepsilon \downarrow 0} \inf _{\substack{0 \leq t \leq 1-\Delta \\ 0<\Delta \leq \varepsilon}} \frac{x(t+\Delta)-x(t)}{\Delta^{1 / \alpha}\left(2 \log \left(\Delta^{-1}\right)\right)^{-(1-\alpha) / \alpha}}=(2 B(\alpha))^{\frac{1-\alpha}{\alpha}} \quad \text { a.s. }$ | $\begin{array}{rr} \text { lim inf } \\ \varepsilon \neq 0 & 0 \leq t: \\ & 0<\Delta: \\ & \text { lim in: } \\ \varepsilon \neq 0 & 0 \leq t: \\ & 0<\Delta: \end{array}$ |
| $\begin{aligned} & \text { Iimit points of } \\ & (2 n \log \log n)^{-\frac{1}{2}} W(n t) \text { in } \\ & K=\{x: x(0)=0, x \text { absolutely continuous } \\ & \left.\qquad \int_{0}^{1}(\dot{x}(t))^{2} d t \leq 1\right\} \end{aligned}$ | $\begin{aligned} & \text { limit points of } \\ & \begin{array}{l} (2 \log \log n)^{(1-\alpha) / \alpha}(2 B(\alpha))^{-(1-\alpha) / \alpha_{n}-1 / \alpha} x(n t) \text { in } \\ K(\alpha)=\left\{x: x(0)=0, x \text { strictly increasing on } J_{x}\right. \\ \left.\int_{J_{x}}[\dot{x}(t)]^{-\alpha /(1-\alpha)} d t \leq 1\right\} \end{array} \end{aligned}$ |  |

## )F RESULTS

| $\alpha=1$ | $1<\alpha<2$ |
| :---: | :---: |
| $X_{1}+\ldots+X_{n}-(2 / \pi)$ Bniog $n=n X_{1}$ | $x_{1}+\ldots+x_{n} \stackrel{d}{=} n^{1 / a^{\prime}} x_{1}$ |
| here on $\beta=1$ |  |
| - $2^{\frac{1}{2}} \mathrm{P}\left[\mathrm{U} \geq 2(\pi e)^{-\frac{1}{2}} \mathrm{e}^{\pi x / 4}\right] \quad$ for $x+\infty$. | $P[X \leq-x] \sim(2 \alpha)^{\frac{1}{2}} P\left[U \geq(2 B(\alpha))^{\frac{1}{2}} x^{\frac{\alpha}{2(\alpha-1)}}\right] \text { for } x \rightarrow \infty \text {. }$ |
| $\begin{aligned} & \left.\frac{t)-(2 / \pi) t \log t}{t}+\frac{2}{\pi} \log \left(\pi e \log \log \left(t^{-1}\right)\right)\right\}=\frac{2}{\pi} \log 2 \\ & \frac{x(t)}{\pi) t \log t}=1 \quad \text { a.s. } \end{aligned}$ | $\liminf _{t+0} \frac{x(t)}{t^{1 / \alpha}\left(2 \log \log \left(t^{-1}\right)\right)^{(\alpha-1) / \alpha}}=-(2 B(\alpha))^{-\frac{\alpha-1}{\alpha}} \text { a.s. }$ |
| $\begin{aligned} & \left.\frac{t)-(2 / \pi) t \log t}{t}+\frac{2}{\pi} \log (\pi e \log \log t)\right\}=\frac{2}{\pi} \log 2 \\ & \frac{x(t)}{\pi) t \log t}=1 \quad \text { a.s. } \end{aligned}$ | $\lim _{t \rightarrow \infty} \frac{x(t)}{t^{1 / \alpha}(2 \log \log t)^{(\alpha-1) / \alpha}}=-(2 B(\alpha))^{-\frac{\alpha-1}{\alpha}} \quad \text { a.s. }$ |
| $\begin{aligned} & \left.\frac{+\ldots+X_{n}-(2 / \pi) n \log n}{n}+\frac{2}{\pi} \log (\pi e \log \log n)\right\}=\frac{2}{\pi} \log 2 \quad \text { a.s. } \\ & \frac{+\ldots+X_{n}}{\pi \ln \log n}=1 \quad \text { a.s. } \end{aligned}$ | $\lim _{n \rightarrow \infty} \frac{x_{1}+\ldots+x_{n}}{n^{1 / \alpha}(2 \log \log n)^{(\alpha-1) / \alpha}}=-(2 B(\alpha))^{-\frac{\alpha-1}{\alpha}} \quad \text { a.s. }$ |
| $\begin{aligned} & \left\{\frac{x(t+\Delta)-x(t)-(2 / \pi) \Delta \log \Delta}{\Delta}+\frac{2}{\pi} \log \left(\pi e \log \left(\Delta^{-1}\right)\right)\right\}=\frac{2}{\pi} \log 2 \text { a.s. } \\ & \frac{x(t+\Delta)-x(t)-(2 / \pi) \Delta \log \Delta}{(2 / \pi) \Delta \log \log \left(\Delta^{-1}\right)}=-1 \quad \text { a.s. } \end{aligned}$ | $\lim _{\varepsilon \nless 0} \inf _{\substack{0 \leq t \leq 1-\Delta \\ 0<\Delta \leq \varepsilon}} \frac{X(t+\Delta)-X(t)}{\Delta^{1 / \alpha}\left(2 \log \left(\Delta^{-1}\right)\right)^{(\alpha-1) / \alpha}}=-(2 B(\alpha))^{-\frac{\alpha-1}{\alpha}} \text { a.s. }$ |
| it points of $\begin{aligned} & \{x(n t)-(2 / \pi) n t \log n\}+(2 / \pi) t(\log \log n) \text { in } \\ & )=\left\{x: x(0)=0, x=x_{s}+x_{a}, x_{s}\right. \text { non-decreasing } \\ & \left.4(\pi e)^{-1} \int_{J_{x}} \exp (-\pi \dot{x}(t) / 2) d t \leq 1\right\} \end{aligned}$ | non-increasing limit points of $\begin{gathered} (2 \log \log n)^{-(\alpha-1) / \alpha}(2 B(\alpha))^{(\alpha-1) / \alpha_{n}-1 / \alpha} x(n t) \text { in } \\ K(\alpha)=\{x: x(0)=0, x \text { absolutely continuous } \\ \left.\int_{0}^{1}[-\dot{x}(t)]^{\alpha /(\alpha-1)} d t \leq 1\right\} . \end{gathered}$ |

