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GENERAL INTRODUCTION 

The problem which is studied in this thesis has its origin in the phys­

ics of ionized gases. One considers an assembly of ions and electrons. The 

electrons, which are highly mobile, are described by a time and space de­

pendent density ne. The ions, which are heavy and slow, are considered not 
to move on the time s-cale of interest; they are described by a time-indepen­
dent density f. One wants to determine the electron density for a given ion 
density, with the extra condition that the total number of electrons is also 
given. The physical laws which determine this problem are 

(i) Coulomb's law, which gives the electric field (or the electric poten­

tial) in terms of the charge densities. 

(ii) A constitutive equation which gives the local electron current in 

terms of the local electric field and the electron density gradient. 
(iii) The continuity equation, which links the local rate of change of the 

electron density to the electron current. 

These basic laws are stated mathematically in Chapter I. On several occa­
sions we shall generalize our equations to arbitrary spatial dimension n, 
where we use the generalization of Coulomb's law. One can consider either 
the limited problem of finding the stationary electron density, or the full 
problem with nonstationary solutions. Both are investigated in this thesis. 

Given these basic laws we show that these problems can take various 
forms, depending on which physical quantity one takes as the unknown func­
tion. The most obvious one is the electron density ne but it is also pos­
sible to take as the unknown function the electric field p due to the elec­

trons or the electric potential u. If one takes as unknown the electric pot­

ential, one obtains the following problem for the stationary state 
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[

-t.u + e u/£ = f 

In eu(x)/E:dx = C 

ulan constant (but 

in n 

unknown) 

where n is a domain in JR.n and E is a positive constant proportional to the 

temperature; the quantity eu/E corresponds to the density of the electrons 

and the integral condition expresses the fact that the total charge of the 

electrons is a given positive constant C. One assumes furthermore that the 

domain n is surrounded by an electrical conductor which implies the condi­

tion ul = constant. 
an 

An alternative formulation of this problem is the minimization of the 

free energy 

VP* 

In div p ln div p + i I <g-p) 
2 

{ 

inf E 

such that In divp = C 

Here g denotes the ele.ctric field created by the ions and is given and one 

wants to solve for p. These functions are related to ne' u and f by divp 

n = e u/E: and div g = f. A short derivation by physical arguments of the 
e --

problems BVP and VP* is given in Appendix 2 of Chapter 5. 

Because our interests are mathematical, we propose to consider as well 

the larger class of problems 

in n 
E 

BVP I h(u(x))dx = C 
n E 

[

-t.u + h (~) = f 

ulan =constant (but unknown) 

where h: ll ~ll is a given continuous, strictly increasing function and the 

constant C satisfies the compatibility condition 

h(-oo)l n l < c < h(+oo)! n l 

where Jn! denotes the measure of n . 
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The partial differential equation in BVP, whose left-hand-side is the 

sum of the Laplacian and of a monotone operator is similar to equations in 

problems studied by BENILAN, BREZIS & CRANDALL [5], CRANDALL & EVANS [14] 

and VASQUEZ [41]. Also, if one substitutes n = divp in VP*, one makes more 
e 

apparent the similarity between VP* and the Thomas-Fermi model (see for in-

stance LIEB & SIMON [36], ARTHURS & ROBINSON [3] and BENILAN & BREZIS [4]). 

The most striking feature of these problems, when Q is unbounded, is that 

the existence of a solution may depend on the dimension [41] and on whether 

the parameter C lies above or below a critical value [36], [4]; we shall see, 

at least .in one special case, that such a threshold phenomenon also occurs 

with BVP and VP*. 

Another interesting feature of BVP is that it is a singular perturba­

tion problem. We shall study it in its ·general form in the case that Q is 

bounded and we shall show that as £ + 0 (physically: the low temperature 

limit) the solution u£ of BVP converges to the solution of a free boundary 

problem. Related Dirichlet problems have been studied by BRAUNER & NICOLAENKO 

[6], [7]; they also use problems similar to BVP to approximate free · boundary 

problems characterized by elliptic variational inequalities [8]. FRANK & 

VAN GROESEN [21] and FRANK & WENDT [22] consider related inhomogeneous 

Dirichlet problems and study in particular the coincidence set of the limit 

problem. 

The main questions which have been motivating our work are: 

(i) What are the conditions which insure existence and non-existence of a 

solution for BVP, and, if BVP has a solution, is it unique? 

(ii) Is the solution u£ of BVP stable, when considered as the steady state 

solution of a suitable evolution problem? 

Also, how does the solution of the evolution problem behave in the 

case that BVP does not have a solution? 

(iii) What is the asymptotic behaviour of u as £ + O? 
£ 

(iv) In what sense are BVP and VP* equivalent? 

More generally, if one associates a variational problem with BVP, what 

does its dual problem (in the sense of EKELAND & TEMAM [ 19]) look like? 

This work does not pretend to answer thoroughly all the above questions 

but we have used them as a guideline and we may solve in the future some 

points that are left open here. We now give a more detailed overview of the 

contents of this thesis. 
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A special case of physical interest is that of a filamentary discharge 

between two electrodes, considered by MARODE [ 37 J and MARODE, BASTIEN & 

BAKKER [38]. By means of numerical methods, these authors study a system of 

moment equations which describe the motion of particles (charged ions, 

neutrals and electrons) in the filament of the discharge. Because there is 

cylindrical synnnetry in the experimental situation, one works with two space 

variables, the distance r to the axis and the height z, and a time variable 

t. 

In Chapter I we propose a physical model which simplifies the experiment­

al situation. In particular we suppose that the radial dimension of the dis­

charge is much smaller than its longitudinal dimension and thus that all the 

quantities involved depend only on r and t. The steady state problem is then 

given by the cylindrically symmetric v~rsion of BVP, namely 

f for r E [O,R] 

Clu (0) = 0 ar 

Rather than studying this problem, we study the two-point boundary value 

problem which one obtains after transforming from u and f to two new func­

tions y and g: 

and 

xl/2 

y(x) f eu(r)/r:.rdr 

0 

xl/2 

g(x) f f(r)r dr. 

0 

The transformed problem reads: 

Exy" + (g(x) -y)y' = 0 
p (£ ,R){ 

y(O) 0, y(R) = C. 

for x E (O,R) 

In the experimental situation R is very large and hence the case R = 00 is 

of interest. In Chapter 1 we also derive the evolution problem correspond­

ing to P(E,R) namely 
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rVt =£XV + (g(x) -V)V on D = (O,oo) x (O, T) xx x 

p lv(O,t) = 0 for t E [0,T] 

v(x,O) lji(x) for X E (0,oo) 

where the initial function 1jJ is nondecreasing and such that lji(O) = 0 and 

iji(oo) = C. Finally we summarize in Chapter I in physical terms the results 

obtained in Chapters 2 - 4. We discuss in particular the escape of electrons 

to infinity above a critical temperature and the boundary layer exhibited 

by the electron density near zero temperature. The references [9] of Chapter 

I can be supplemented with more recent ones on two-dimensional Coulomb sys-

terns with circular symmetry [I], [10], [29], [30], [ 39]. 

We remark that the notation used in this introduction does not always 

coincide with the notation of the following chapters. Since these were ori­

ginally separate articles, the same symbol denotes sometimes different 

quantities. 

In Chapter 2 we study the two-point boundary value problem P(£,R), in 

which we suppose that g satisfies the hypothesis 

H • g E c2 
(lR+) , g· g(O) . 0, g' (x) > 0 and g"(x) < 0 for all x ~ O, 

-I 
and suppose that C E (O,g(00)) and R > x 0 := g (C). It turns out that P(£,R) 

has a unique solution y which is monotonic in £ and in R. Interesting from 

both the physical and the mathematical point of view are the regions of the 

parameters where £ is small and R is large. 

We first study the limiting behaviour of y when R tends to infinity and 

£ is kept fixed and obtain the following results: as R + 00 , y converges uni­

formly on compact subsets to a function y. If £ ~ g(00 ) - C, y coincides with 

the unique solution of P(E, 00 ) and the convergence is uniform on [0, 00); on 

the other hand if £ > g(00 ) - C, P(E, 00 ) has no solution and y is character­

ized as follows: it satisfies the differential equation in P(£, 00 ), the bound­

ary condition y(O) = 0 and the condition at infinity y(00 ) = max(g(00 ) - £,0). 

The physical problem corresponding to P(E, 00 ) is essentially two-dimen­

sional; a mathematical formulation of the same problem in n dimensions is 

given by the differential equation 

2(n-1)/n 
EX y" + (g(x) -y)y' 0 
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and similar conditions at x = 0 and at x Using methods like those of 

Chapter 2 one can show that this problem has a unique solution if n = I and 

no solution if n ~ 3. 

We then analyse the limiting behaviour of y as E tends to zero and R 

is kept fixed. As E + O, y converges uniformly in x to the function y(x) = 
~· min(e(x),C) and its derivative y' converges uniformly toy on compact sub-

sets of [0,R] which do not contain the point x
0 . At this point an interior 

layer occurs. Using the method of matched asymptotic expansions as presented 

for instance by VAN HARTEN [26], we derive uniform approximations for y and 

y'. 

Finally we consider the problem P(E,R) with much weaker hypotheses on 

the function g, namely 

g E c1
([0,R]), g(O) = 0, g(R) ~ C 

g has finitely many local extrema on [0,R]. 

Also in this case, P( E,R) turns out to have a unique solution which converges 

uniformly to a limit function as E + 0: this limit function is continuous 

and consists of pieces where it is equal to g(x) and pieces where it is con­

stant. However, there are cases where at this stage we are not able to de­

termine the limit completely. 

The methods used in Chapter 2 are based on the maximum principle and 

on finding lower and upper solutions; in the case that g is not monotonic 

we also use arguments borrowed from the theory of dynamical systems. The fact 

that we cannot always completely characterize the limit of the solution as 

E + 0 has led us to study P(E,R) be means of a variational method which we 

shall present in Chapter 4. 

Problems related to P(E,R) have been considered by HALLAM & LOPER [25] 

and in cases where bifurcation occurs by CLEMENT & PELETIER [II], [12], 

HOWES & PARTER [27], KEDEM, PARTER & STEUERWALT [34] and KOPELL & PARTER [35]. 

Also related are linear problems with turning points studied by GRASMAN & 

MATKOWSKI [24], KAMIN [ 31], [32], [ 33], DEVINATZ & FRIEDMAN. [15 ] and SCHUSS 

[40]. 

A natural idea, after the investigation of Problem P(E,R) is to analyse 

the stability of its solution when considered as a steady state solution of 

the evolution problem P. In Chapter 3 we study the limiting behaviour of the 

solution v of Problem P as t + 00 • We suppose that the function g satisfies 

the hypothesis H given above and that the initial function w satisfies the 
g 

hypothesis Hw : 



(i) w is continuous, with piece-wise continuous derivative on [Q,oo); 

(ii) w(O) = 0 and w(00 ) = C; 

(iii) there exists a constant MW~ g'(O) such that 0 $ w'(x) $MW at all 

points x where w' is defined. 
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When studying Problem P the difficulty is twofold: the parabolic equa­

tion in Problem P is degenerate at the origin and the coefficient of uxx 

becomes unbounded as x + oo. 

To begin with, we prove a comparison theorem. The method we apply is 

inspired by results of ARONSON & WEINBERGER [2] and makes use of a maximum 

principle due to COSNER [13]. The uniqueness of the solution of Problem P 

is a direct consequence of the comparison theorem. 

Then we prove that P has a classical solution v which satisfies further­

more the condition 

v(oo,t) c for t E [0,T], T < 00 

To do so, we first prove that property for certain related uniformly para­

bolic problems. We then deduce that P has a generalized solution, in a cer­

tain sense and finally we show that this solution is in fact a classical 

solution; we use here arguments taken from VANDUYN [16], [17] and GILDING& 

PELETIER [23]. To prove that v satisfies condition (*) we construct a suit­

able lower solution. 

We then investigate the behaviour of v as t + 00 and show that it con­

verges towards-the function y = li~+oo y. 

Finally we analyse the rate of convergence of v towards its steady state. 

If g tends to infinity fast enough, y turns out to be exponentially stable; 

our proof follows the same line as that of FIFE & PELETIER [20]. In the more 

general case that £ < g(oo)-C, we use a method of IL'IN & OLEINIK [28] and 

VANDUYN & PELETIER [18] to derive that v converges algebraically fast to­

wards its steady state. 

Also considered is the limit case £ + 0: as £ + 0, v converges to the 

generalized solution ; of the corresponding hyperbolic problem and as t + oo, 

v converges algebraically fast to its limit. 

In Chapter 4, we return to the problem of determining the limit as 

£ + 0 of the solution y of the steady state problem P(E,R). In order to keep 

the proofs less technical while retaining the essential features of the 

problem we choose to analyse the following simplified version of P(E,R) 
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EY11 + (g-y)y' = 0 
BVP* { 

y(O) = 0, y{I) = 

where the function g E L2(0,I) is given. The existence of a solution yE of 

* BVP is proven by applying Schauder's fixed point theorem. Alternatively 

BVP* can be rewritten as the abstract equation 

(EA+I)y g 

2 where A is a maximal monotone operator on L (0,1); it is also equivalent to 

a variational problem related to VP*. We use these equivalent formulations 

of BVP* to show that as E ~ 0 yE converges strongly in L2(0,I) to a limit y0, 

which is the projection of g on D(A). Finally we give a more concrete form 

to the characterization of y
0

: we present sufficient conditions for a func­

tion to be the limit and we show, by means of examples, how these criteria 

can be used in some concrete cases. 

In Chapter 5 we study Problem BVP in the case that n is a bounded do­

main and we suppose that f is a distribution in H-
1 (n). In order to prove 

that BVP has a unique solution uE which belongs to the direct sum of Hb(n) 

and the constant functions on n, we rewrite it as the subdifferential equa­

tion av E(u) = 0 where VE is a proper, strictly convex, lower semicontinuous 

and coercive functional. A technical difficulty in doing so is due to the 

fact that we do not impose any growth condition on the nonlinear function h; 

we overcome it by using results from BREZIS [9] and duality theory. We re­

mark here that BVP can be interpreted as a problem of the class Au+BEu = f, 

where A and BE are maximal monotone opera tors on L
2 

(n) x lR • 

We then show that as E ~ 0 uE converges to a limit function u
0

; the 

main ingredients of the proof are the fact that VE is monotonic in E and uni­

formly coercive. The limit function u
0 

can be characterized as the solution 

of an operator inclusion relation if h is bounded and as the solution of a 

variational inequality if either h(+00 ) = +oo or h(-oo) = -oo . Remarkable is the 

fact that u0 depends only on C, f and h(±oo). 

Since we know a variational form of BVP, it is natural to introduce a 

dual formulation; to do so we follow closely EKELAND & TEMAM [19]. In the 

case of the physical problem it turns out that VP* is precisely the dual 

problem corresponding to BVP. In the general case the dual problem is equi­

valent to a problem of the form 

(EA+ I)p = g 
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2 n where A is a maximal monotone operator on (L (n)) and g is related to f by 

div g = f. 

Finally we suppose that f E L
00

(g). Then u
8 

and u0 belong to w2•P(n) for 

each p ~ I and u converges weakly to u0 in w1
2•P(n). Thus either one has con-

2 £ oc 
vergence in W 'P(n) or a boundary layer develops in the neighbourhood of an 

as £ ~ 0. We present criteria in terms of the data f, h(±00 ) and C from which 

it can be decided in many cases which of these two possibilities actually 

occurs. 
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ABSTRACT 

CHAPTER I 

RIGOROUS RESULTS ON A TIME-DEPENDENT 

INHOMOGENEOUS COULOMB GAS PROBLEM 

15 

We report results obtained by rigorous analysis of a nonlinear differ­

ential equation for the electron density ne in a specific type of electrical 

discharge. The problem is essentially two-dimensional. We discuss in partic­

ular (i) the escape of electrons to infinity above a critical temperature; 

and (ii) the boundary layer exhibited by ne near zero temperature. 

KEY WORDS & PHRASES: singularly perturbed nonlinear two-point boundary value 

problem; nonlinear parabolic equation degenerate at the 

origin in one space dimension; Ccul oPlb gas; nre-break­

down discharge in an ionized gas between two electrodes 
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In a filamentary discharge studied by Marode et al. [1,2] electrons 

and ions are produced with number densities ne and ni, respectively. The 

charged particles move in a background of neutrals. The discharge area is 

cylindrical and has its radial dimension much smaller than its longitudinal 

dimension. Since to a good approximation the physical situation is cylin­

drically symmetric, it suffices to consider a two-dimensional cross section 

perpendicular to the cylinder axis, in which all quantities involved are 

functions only of the distance r to the axis. As the ions are heavy and 

slow, ni (r,t) = ni (r) may be regarded as fixed on the time scale of interest. 

For the density ne(r,t) Marode et al. [3] use the following three equations: 

(i) Coulomb's law 

a r h rE(r,t) ( 1) 

where E is the electric field and -e the electron charge; 

(ii) a constitutive equation for the current density j(r), consisting of a 

drift term and a diffusion term, 

j (r,t) 
ane(r,t) 

eµn (r,t)E(r,t) + eD ~..::.....~~ 
e ar 

where µ is the electron mobility and D the diffusion constant; and 

(iii) the continuity equation 

e 
ane (r, t) 

r a: rj (r,t). 

Both E and j are radially directed. 

(2) 

(3) 

From P.qs. (1) - (3) a nonlinear partial differential equation for a 

single function can be derived. To this end we set [4] 

Ix 

u(x,t) f pne(p,t)dp, (4a) 

0 

Ix 

g(x) I pn.(p)dp. 
l. 

(4b) 

0 
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Upon employing for the diffusion constant the Einstein relation D=kBTµ/e 

(where kB is Boltzmann's constant and T the electron temperature), putting 

£ = kBT/(2ne
2
), and absorbing a factor Snµe in the time scale we ~educe 

that u satisfies 

(5) 

u(O,t) = 0. (6) 

By its definition g(O) = 0 . . Typically, as r increases, ni (r) rapidly falls 

off to zero , and hence g(x) attains a limit value g( 00 ). The nonlinear term 

in Eq. (5) represents the interaction between the electrons . Without it, 

this equation would reduce to a linear one studied by McCauley [5] and 

describing the Brownian motion of a pair of opposite two-dimensional charges 

in each other's field. As it stands, Eq. (5) is rather reminiscent of the 

nonlinear equations occurring in the Thomas-Fermi theory of the atom (see, 

e.g., ref. [6]). 

In the experimental situation that we are describing the total charge 

in the discharge area is positive and conserved in time . This is expressed 

by 

U (oo, t) N 
e 

for 0 <:; t < oo (7) 

with 0 <:;Ne< g( 00). One of the authors has investigated [4 ,7,8],by rigorous 

mathematical methods, the solution of Eqs. (5) and (6) for a given initial 

distribution u(x,0) u
0

(x) and subject to condition (7) on the total charge. 

Here we present the main results in physical language. 

1. We take g concave and in c2
([0, 00)). Then at given£ (i.e. at given tem­

perature), there exists [4] a unique stationary solution ust(x) 

if the total number of electrons Ne is such that Ne <:; g( 00 ) - £. In partic­

ular, when £ ~ g(oo), thermal motion prevents any electrons to be bound to 

the fixed ionic background. The existence of such a critical temperature 

is characteristic of two-dimensional Coulomb systems [9]. The main mathe­

matical tools in treating the stationary problem are maximum principle 

arguments and the construction of upper and lower solutions. 
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2. The solution ust' when it exists, has the following properties [4]. 

(i) It belongs to c2
([0,oo)). It is strictly increasing, concave, and 

bounded from above by the function min(g(x),Ne). As x + 00 , ust(x) approaches 

its limiting value Ne at least fast enough so that 

n (r) 
e r + oo, (8) 

2 
where r

1 
- x

1 > 0 is arbitrary. Such power law decay is again typical of 

Coulomb systems in two dimensions. 

(ii) As£+ 0, u (x) converges to min(g(x),N) uniformly on [0, 00), and st · e 
we have for the zero temperature limit of the electron density 

lim n {r) 
£+0 e 

{ ni (r) 

0 

where the critical radius r 0 is defined by the relation g(r
0

) = Ne. 

(9) 

At small£ there is a transition layer of width~ £~,located at r
0

, 

analogous to a Debye shielding length [3]. A uniformly valid approximate 

stationary solution for £ « is given in [4]. It is obtained by the 

method of matched asymptotic expansions. 

3. We consider now the time evolution problem of Eqs. (5) and (6). 

Suppose that the initial condition u
0 

is sufficiently smooth, nondecreas­

ing, with bounded derivative, and with u
0

(0) = 0 and u
0

(00 ) =Ne. 

Mathematically one has to find a way to deal with the degeneracy of the 

parabolic equation (5) in the origin. In [7] this is done via a sequence 

of regularized problems. The following is shown. 

(i) The time evolution problem has a unique solution u(x,t) such that u 

and ux are bounded. In fact it satisfies 0 ~ u(x,t) ~ Ne' it is non­

decreasing in x for all t, and for each t ~ 0 we have u( 00 ,t) Ne. 
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(ii) In order to discuss the behavior of u(x,t) as t + 00 we consider the 

function ust which satisfies the s teady state equation and has boundary 

values ust(O) = 0 and 

u (oo) 
st 

- E 

0 

if Ne $ g (00
) - E 

if 0 < g (oo ) - E < Ne 

o t herwise 

(lOa) 

(lOb) 

(10c) 

We know from section 1 that u s t exists and is unique. In particular, in 

the case of Eq . (10c), ust(x) = 0. Our result is that the solution u(x,t) 

of the evolution problem converges to ust(x) as t + 00 , uniformly on all 

compact subsets of [ O, oo); in the case of Eq. (lOa) the convergence is 

actually uniform on [ 0, 00). The proofs are based upon the use of upper 

and lower solutions of the stationary problem and on a compari s on the ­

orem . Thus we have proved that all the electrons stay attached to the 

ions fort S 00 _ at temperatures such that ES g( 00 ) - Ne (case (10a)). If 

the temperature rises above this critical value, then some of the elec­

trons diffuse away to infinity (case (10b)), and if it rises above a 

second critical value, viz. E = g( 00), then all electrons escape to in-

finity (case (10c)). 

(iii) For the case of Eq. (10a) (with the inequality strictly satisfied) 

we have derived results about the rate of convergence of u to ust• Let 

the initial state have the property that N - u
0

(x) s N (x
1
/x) v for some _

1 
e e 

x
1
,v > 0 satisfying E s (v+l) [g(x

1
)-Ne ] . Then u(x,t) converges to 

u (x) at least as fast as t-l / ( 2p) with p = [ 1/v ] + 1, for all finite st x. 
Furthermore, if v > 1 and E < ~ [ g( 00 ) - N ], then u converges to u at e st 
least as fast as t-~. 

4. Negative regions in the background charge density. We have considered 

an interesting modification of the above problem obtained by also allowing 

negative ions to be present in the fixed background [8]. 

This leads to a function g which can assume minima and maxima . We studied 

the stationary state on a bounded domain [O,R] with boundary condition 

ust (R) = Ne. For non-monotone g it is nontrivial to find the zero temper­

ature (E + 0) limit of ust(x) (and thus of ne(r)), since the solution of 

the reduced differential equation (i . e. the one obtained by setting E = 0 ) 

is no longer unique. To solve this problem we observe that for E > 0 the 

solution ust(x;E) minimizes the free energy functional 
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F [u] 
£ 

= £ 

R 

J u lnu dx + 1:i 
x x 

0 

R 2 

I~ dx, 
x 

( 11) 

0 

which is readily recognized as the sum of an entropy and an electrostatic 

energy term. 

In [8] two alternative methods were used to study the minimization of F : 
£ 

one based on the theory of maximal monotone operators and one on duality 

theory. Both yield 

lim u (x; e:) 
£-1-0 st 

inf 
O:>u:>Ne, u' <".O 

2 
~d x x, (12) 

i.e. the limit solution of the differential equation is the physically 

expected minimum energy configuration. The function ust(x;O) is continuous 

[10] and can be characterized as follows: there exist intervals [ a
1

,b
1

J, 

[a2 ,b2J, ... ,[as,bs]' s <". 0, where ust(x;O) takes constant values 

c
1
,c

2
, ... ,c s , ·respectively, and where, therefore, ne(r) = 0. Outside those 

intervals ust(x;O) = g(x). The constants ai, bi, ci, i = 1,2, ... ,s, can be 

shown, finally, to be uniquely 

b. 
l. 

ci-g(t,;) 

I di',; <". 0 
<,; 

x 

x 
ci-g(O 

I di',; ::; 0 

a <,; 

i. 

determined by the set of implicit inequalities 

if 

if 

c/•· N ) 

o . ; : for all x ' 

l. 

( 13a) 

(13b) 

To verify this characterization of u (x;O) , one checks [8] that this func-
st 

tion satisfies a variational inequality related to the minimization problem 

(1 2). In particular, if 0 < ci < Ne' we have the equal area construction 

Jbi(c.-g(f,;))t,;- 1dt,; = O. The interpretation is that the points x = ai and 
ai i 

x =bi are at equal potential and separated by a potential barrier. Eqs. (13) 

may serve as the basis for a numerical algorithm to compute ai' bi' ci. 

The authors acknowledge with pleasure stimulating discussions with 

I. Gallimberti. They are indebted to Ph. Clement, 0. Diekmann, L.A. Peletier 

and R. Temam who together with D.H. contributed to the mathematical 

results. 
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CHAPTER 2 
SIAM l APPL MATH . 
Vol. 39, So. I . August 1981 1 

A SINGULAR BOUNDARY VALUE PROBLEM ARISING IN A 
PRE-BREAKDOWN GAS DISCHARGE* 

0 . DIEKMANN+. D . HILHORST' AND L. A . PELETIER~ 

Abstract. We consider the non linear two-point boundary \alue problem £x}·" + (g(.x J- y)r ' = 0, r(O) = 0, 
y{ R 1 = k, where g is a given function. We prove that the problem has a unique solution and we study the 
limiting behavior of this solution as R-+ ::c and as r l 0 . 

Furthermore. we show how a so-called pre-breakdown discharge in an ionized gas between two 
electrodes can be described by an equation of this form, and we interpret the results physically. 

1. Introduction. In this paper we study the two-point boundary value problem 

( 1.1) cxy" + (g(x )- y )y' = 0, XE(O, R), 

in which R is a positive number, which may be infinite, and g a given function, which 
satisfies the hypotheses 

H.:g EC 2 (1R+), g(O)=O. g'(x) > O and g"(x)<O forallx~O. 

We are interested in solutions of (I. I) which satisfy the boundary conditions 

(1.2) 

(1.3) 

y(O)= 0, 

y( R )=k 

in which k E (0, g(co)) and R > x0 , x0 being the (unique ) root of the equation g(x) = k. 
In § 2 we shall sketch how problem (I. I)-( 1.3) arises in the study of electrical 

discharges in an ionized gas. It will appear that y' and g' are measures for, respectively, 
the electron and ion densities. and that the parameter E is proportional to the 
temperature of the gas. 

In§ 3 we begin the mathematical analysis of problem (I . I)-( 1.3 ). We derive some a 
priori estimates and then prove the existence of a solution. Subsequently, in § 4 we 
prove that the solution is unique. 

The main objective of this paper is the study of the dependence of the solution on 
the parameters E and R . In § 4 we prove that the solution is a monotone function of E 

and R. From the physical point of view the interesting regions of the parameters are 
small e and large R. In§ 5 we analyze the limiting behavior of the solution when R tends 
to infinity and E is kept fixed. It turns out that the solution converges uniformly in x to a 
function y which satisfies (1.1)-( 1.2) and the limiting form of (1.3), i.e., y(co) = k, if and 
only if E ~ g(co)- k. If on the other hand, this inequality is violated, then the solution 
converges uniformly on compact sub-sets to a function y which satisfies ( 1.1)-(1.2) and 
y(co) = max {g(co)-e, O}. In particular this implies that y is identically zero if E ~ g(co). 

In§ 6 we analyze the limiting behavior of the solution when E tends to zero and R is 
kept fixed . It turns out that the solution y converges uniformly for x E [O, R] to the 
function y(x) = min {g(x J, k}, but that its derivative y' converges uniformly toy' only on 
compact subsets of [O, R] which do not contain the transition point x0 . 

In§ 7 we discuss in greater detail the behavior of y' near the point x0 as t: J 0. By 
the standard method of matched asymptotic expansions we formally obtain in § 8 an 
approximation y,.. In § 9 we prove that for each n > 1 

•Received by the editors March 15. 1978. and in revised form Jul y 9. 1979. 
t Mathematisch Centrum. Amsterdam, the Netherlands. 
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uniformly on [O, R], where n counts the number of terms included in the approxima­

tion . In this part of our treatment of the singular perturbation problem we derived much 

inspiration from reading bits and pieces of van Harten's thesis [9] . 
Since the limits £ ,I 0 and R .... oo (for E ;;-; g(oo)-k) are interchangeable , the two 

separate limits give a complete picture of the limiting behavior with respect to both 
parameters. 

Finally, in§ 10, we consider problem ( 1. I H 1.3 ) under the much weaker condition 

on g: 

H,: gE C 1([0, R]) , g(O)=O. g( R) ~ k. 

g has only finitely many local extrema on [O, R ]. 

Again , the existence and uniqueness of a solution y(x; £) is established and it is shown 

that y'>O. In addition 

y(x; E)-> u (x) as E ,I 0, 

uniformly on [O, R ], where the function u, which is continuous, consists of pieces where 

u (x ) = g(x) and pieces where u (x) is a constant. The arguments we employ here are 

borrowed from the theory of dynamical systems and are somewhat unusual in this 

context. 
Problems like the one treated in this paper have also been considered by Hallam 

and Loper [8] , Howes and Parter [ 11] (a lso see Howes [I OJ), Clement and Emmerth [ 4] 

and Clement and Peletier [5]. Both of the first two papers deal with one particular 

equation and the second two papers deal with concave solutions y, of a general class of 

equations. In all of these lim, 1 0 y, is determined. In this paper we do the same by the 

method of upper and lower solutions, which was also used by Howes and Parter, and in 

addition we give precise estimates of the behavior of y, and y ~ as £ ,I 0. 

2. Physical background. 
2.1. An electrical discharge. Marode et al. [14] consider an ionized gas between 

two electrodes in which the ions and electrons are present with densities n, (r) and n,(r ) 

respectively, where r = (x" x ,, x3 ). The ions are heavy and slow, and the density n,(r) 

may therefore be regarded as fixed . The electrons are highly mobile and assume a 

spatial distribution in thermal equilibrium with the ions. The problem is then to find 

n,( r) for given n, (r ). 

A special situation of practical interest is a so-called pre -breakdown discharge 

which spreads out in filamentary form (cf. Gallimberti [7] and Marode [13]). In this 

situation there is cylindrical symmetry about the x3-axis and the particle densities 

depend on p := (x~ + x ~ )112 only. Using Coulomb 's law and a constitutive equation for 

the electric current, which contains both a diffusion and a conduction term, Marode et 

al. [14] derived that the electron density n,(p) should satisfy the equation 

(2 .1) 

where e is a combination of physical constants which is proportional to the temperature . 

In addition n, has to satisfy the boundary condition 

(2.2) dn, (()) = 0 
dp 



and the condition 

(2 .3 ) f '" {n,(p) - n,(p)}pdp=N > O, 

where N is a measure for the excess of ions. 
In the experiment the ions are concentrated near the center of the discharge. 

Hence we shall take for n, a function which decreases monotonically to zero asp tends 
to infinity. In this paper we study the solu tion n, of (2. 1)-(2.3) and in particular its 
behavior as E ! 0. 

In order to cast (2.1) in a more convenien t form, we make the change of variable 

(2.4) x = p 2 

and we define the new dependent variable 

(2.5) y(x)= f ''' n,(s)sds. 

Thus, y(x ) represents the number of electrons contained in a cylinder of unit height and 
radius x 112

. Analogously, we define 

(2.6) g(xJ = J"" n,(s)sds. 

" 
If we now multiply (2. 1) by p, integrate from p = 0top=x 112 and use (2.4)-(2 .6) we 
obtain (I. I ). The boundary condition (1.2) is implied by (2.5) and the boundary 
condition (1.3), with R = ro, follows from (2.3): 

y(ro) = k := g(ro)-N, 

where clearly k E (0, g (ro)) . 

2.2. The two-dimensional Coulomb gas. Equation (I. I) describes the equilibrium 
distribution of electrons interacting, via the Coulomb potential , with themselves and 
with a fixed positive background in a two-dimensional geometry. Theoretically one can 
generalize Coulomb's law to a space of arbitrary dimension d and then the correspond­
ing equation would become 

(2.7) EX2t<d - ll / d ly " + (g(x)- y )y' = 0 

in which e is again a positive constant which is proportional to the temperature . 
The behavior of an assembly of charges depends on the competition between the 

electrostatic forces, which tend to bind positive and negative charges together, and the 
thermal motion which drives them apart. By physical arguments one can show that for 
d > 2 the thermal motion wins : at no nonzero temperature are the electrons bound to 
the ions. For d < 2, the electrostatic forces win, and whatever the temperature the 
charges are bound together (see Chui and Weeks [3]). 

For the model problem consisting of (2.7) supplemented with the boundary 
conditions ( 1.2) and ( 1.3), with R = ro, we find these matters reflected in the fact that for 
arbitrary positive e, no solution exists when d > 2 whereas, on the contrary, a unique 
solution exists when d < 2. One can prove this along the lines indicated in § 5. 

The marginal case d = 2 is of greatest interest. Presumably there is a critical value 
of the temperature at which a transition occurs from bound to unbound charges and 

recent ly there has been much interest in the precise nature of this transition (see 
Kostcr litz and Thouless [12)) . 
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In our study of the two-dimensional case we find indeed, in§ 5, a critical value of E 

(and hence of the temperature) 

c1=g(oo)-k=N 

at which the nature of the solution n, changes. corresponding to the loss (towards 
infinity) of part of the negative charge. Beyond a still higher value of E: 

£~ = g(oo) 

there appears to be no solution , indicating that the negative charge is no longer bound to 
the positive background. 

2.3. Low temperatures. We also have studied the equations in the low tempera­
ture regime, i.e. for E ! 0. Physically one then expects all the electrons to gather in the 
region of lowest energy, that is in the center of the ion distribution. Indeed we have 
found that for E ! 0 the solution of (2.1) exhibits transition behavior 

I' () fn,(p), p < p .,, 
£ 

1~ 1 n ~ p = 1 0, p > Po, 

where p0 is determined by the boundary condition (2.3). There appears to be a 
transition layer of width of order< 112 which, according to Marode et al. [14], has the 
form of a Debye shielding length . 

3. A priori estimates and the existence of a solution. In this section we consider the 
problem (1.1)-(1.3) for fixed values of the parameters e and R. By a solution we shall 
mean a function y E C 2([0, R]) which satisfies (1.1)-(1.3). We first derive some a priori 
estimates for a solution and its first two derivatives . Subsequently we prove that a 
solution actually exists by constructing an upper and lower solution and by verifying the 
appropriate Nagumo condition . 

THEOREM 3.1. Let y be a solution; then for all x E (0, R ) 

(i) 0 < y(x) < min {g(x), k) ; 
(ii) O< y'{x)<g'{O): 

(iii) - (g'(0)) 2 
/ E < y"(x) < 0. 

Proof. Let us first prove that y'(x) > 0 for all x E (0, R). Suppose that y'(x,) = 0 for 
some x 1 > O; then the standard uniqueness theorem for ordinary differential equations 
implies that y(x) = y(xi) for all x. Since this is not compatible with the two boundary 
conditions we conclude that y' is sign-definite. Invoking the boundary conditions once 
more, we see that the sign has to be positive. 

The positivity of y' implies that 0 < y(x) < k for x E (0, R). Next we shall prove that 
y (x) < g(x ). We begin by observing that this inequality holds for x;;:; x0 . Suppose there is 
an interval [xi. x 2 ] c [O, x0 ] such that y - g is strictly positive in the interior of [xi. x 2 ] 

and y(xi)- g(x 1) = y(x2)- g(x 2) = 0. Then y'(x 2 );;;; g'(x 2 ) < g'(xi);;;; y'(xi). On the other 
hand (1.1) implies that y"(x) > 0 for x E (x 1, x 2 ) and hence y'(x 2 ) = y'(xi) + J:; y"({) d( > 
y'(x 1). So our assumption must be false since it leads to a contradiction. Thus, 
y(x);;;; g(x). Now, let us suppose that y(xi) = g(x,) for some x 1 > 0, then necessarily 
y'(xi) = g'(xi) . However, because y"(xi) = 0 (by (1.1)) and g"(xi) < 0, this would imply 
that y(x)>g(x) in a right-han'd neighborhood of xi. which is impossible. Hence the 
inequality is strict for x E (0, R], and this completes the proof of (i). 

From (i), y'(x) > O and (I.I) we deduce that y"(x) < O for xE(O. R ). Hence 
y'(x) < y'(O) ;;;; g'(O) for x E (0, R ) whi<;h completes the proof of (ii ). 



Finally, we note that H, implies that g(x) ~ g'(O)x and hence that }"'Ix)= 
(ex )- 1(y(x ) - g(x ))y' (x )> - (exf 1 g(x Jg'( OJ ~- < - 1(g '(OJ) 2. This proves property 
(iii). D 

THEOREM 3.2 . There exists a function ye C 2([0, R ]) which satisfies ( 1.1)-(1.3). 
Proof. We define two functions a and /3 by a (x) := 0and13 (x) := g(x) for x e [O, R]. 

Moreover, we define a function f by f (x, y, y') := (Ex) - 1(y - g(x ))}''. Then a"(x) = O ~ 
0 = f(x , a(x ), a'(x)) and 13 "(x) = g"(x) < 0 =f(x, 13(x), 13'(x)) for x e (0, R). Hence a and 
13 are, respectively, a lower and an upper solution of (1.1). The existence of a solution 
now follows from [1 , Thm . l. 5.1] if we can show that f satisfies a Nagumo condition 
with respect to the pair a, 13. This amounts to finding a positive continuous function h on 
[0, oo) such that lf(x, y, y'll ~ h (ly'IJ for all x e [O, R], a(x) ~ y ~ 13(x) and y' e IR and, 
furthermore, such that 

f"' _s_ds>l3(R), 
R - '131R) h(s ) . 

cf. [I, Def. 1.4.1 ]. The function h defined by h (s) := e - i g'(O)(s + I) satisfies all these 
conditions. D 

4. A comparison theorem. In order to emphasize that we are going to study the 
dependence of a solution on the parameters e and R , we introduce the notation P(E, R ) 
for the problem (1.1)-(1.3). The main result of this section is a comparison theorem 
which is proved by standard maximum principle arguments. As corollaries we obtain 
that the solution is unique and that it depends in a monotone fashion on both e and R. 

THEOREM 4.1. Let )'; be a solution of P(e,, R,) for i = 1, 2 and suppose that 
R2 ~R1 > x 0 and <2~€1. Then )'1(x)~y 2 (x) for O< x < R1. Moreover, if one of the 
inequalities for the param~ters is strict, then so is the inequality for the solutions. 

Proof. Let the function m be defined by m(x):=y1(x)-y2(x) . Suppose that m 
achieves a nonpositive minimum on (0, R i), i.e. suppose that for some x 1 e (0, R i), 
m(xi) ~ 0, m '(xi) = 0 and m "(xt! ~ 0. By subtracting the equation for y 2 from the one 
for y 1 we obtain 

<1X1m"(x1)-(t:2 - E tlx1 y2(x1 )- y; (x.) m(x1) = 0. 

However, all the terms on the left -hand side of this equality are nonnegative and if 
either t: 2 > t: 1 or m(x.) < 0 at least one of them is positive. If e 1 = ez and m(xi) = 0 then 
the uniqueness theorem for ordinary differential equations implies that m (x) = 0 for all 
x e [O, R 1], which cannot be true if R 2 > R 1 . So we see that m cannot achieve a negative 
minimum and that m cannot become zero on (0, R 1) if one of the inequalities for the 
parameters is strict. Since m (O) = 0 and m (R 1) ~ 0 this proves the theorem. D 

COROLLARY 4.2. The problem P(t:, R) has one and only one solution. 
Proof. We know that at least one solution exists (Theorem 3.2). Let both y1 and y2 

satisfy P(t:, R), then Theorem 4.1 irr.plies that y 1 (x) ~ y2(x) but likewise that y2(x) ~ 
Y1(x). Hence, Y1(x) = Yz(x) for x e [O, R]. 0 

COROLLARY 4.3 . Let )'= y(x; E, R ) be the solution of P(e, R) . Then y is a monotone 
decreasing function of E ,' r • each R > x 0 and each x e (0, R ) and )' is a monotone 
decreasing function of R f ' . 1ch E > 0 and each x e (0, R ). 

S. The limiting beha• wr ~s R .... oo. In this section we study the limiting behavior as 
R .... oo of the solution y = y Ix: F, R) of the p ro blem P (e, R ). Since y is a bounded and 
monotone functi on of R , the definition y(x : F : := lim,, _,. y(x; <, R ) makes sense for all 
x. £ > 0. Th is definition implies at once that 1"111 . .. 1 ~ 0 and th at _i' is a nondecreasing 
functi on or x and a non incrcasing [unction or .' 
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From the estimates in Theorem 3.1 we obtain, via the Arzela-Ascoli theorem . that 
bothy(·;£, R) and y'( ·; £, R) converge uniformly on compact subsets. Invoking (I. I) 

we see that the same must be true for y"( ·; £, R ). It follows that }~r ·; £) belongs to 
C 2(1R.I and satisfies (I.I). Now it remains to determine y(oo, £).We will estimate 
y(oo, £) from below by constructing a more subtle lower solution for r. But first we 
prove a result which can be used to estimate i'(Xl, I') from above. 

LEMMA 5.1. Let zeC 2(!R_J satisfy (I.I) and z(O)=O. Suppose that 
z(oo):=limx-x z(x) exists and satisfies O< z(oo) < oo. Then z(oo);ag(oo)-E. 

Proof. Both z and z ' are positive on (0, oo) (cf. the proof of Theorem 3.1). For the 
purpose of contradiction, let us suppose that z (oo) > g(oo)- E. Let x, be such that 
{J:=< - '(z(x,J-g(oo))>-1. Then z(x)-g(x)~z(x,)-g(oo)=</J for all x~x,. 
Integrating ( 1.1) twice from x 1 to x we obtain 

, J' (J £ z(17)-g(17) ) z (x) = z (x il + z (x 1) exp d71 d(. 
X1 X 1 £17 

Thus, for x ~ x" 

z (x);;;:; z '(x,) f x exp (/J In f.) d{ = x 1 z ' (x,)((~) ~ · 
1 

- 1). 
,, x, {3+1 x, 

Since {J + I > 0 this would imply that z (x ) -+ oo as x-+ ro. Hence the assumption that 
z(oo) > g(oo)-£ must be false. 0 

We define a functions = s(x ; A, x, , 11) by 

(5.1) 

and we investigate which conditions for the parameters A, x, and 11 guarantee that 
s" ;;;;f(x, s, s') for x;;;:; x, (recall that flx , y, .r ' ) = (a)- 1(y -g(x))y'). A simple compu­
tation shows that this inequality holds indeed for all x ~ x 1 if and only if g(x,)-A - Ell -

" ;;;:; 0, or equivalently, 11;aE _,(g(x 1) -A) - I. The latter inequality can be satisfied for 
some positive value of 11 if and only if A < g(x,)-E. In its turn this inequality can be 
satisfied for sufficiently large x, and some positive value of A if and only if g(oo)- £ > 0. 

We now have all the ingredients at hand to prove the following theorem . 
THEOREM 5.2. 

(i) If E ;a g(oo)- k then y(oo, E) = k and limR-oo sup0 "x" R Jy(x; £, R )- y(x; E JI= 
O· 

(ii) if g(oo) -k < £ < g(oo) then )i(oo; £) = g(oo)-£; 
(iii) if e;;;:; g(oo) then y(x ; £) = 0 for all x;;;:; 0. 
Proof. (i) For any A< k we can choose;, such that A< g(xi)-£ and subsequently 11 

such that 0 < 11 ;a£ - • (g (x 1) -A) - 1. For these values of the parameters, s is a lower 
solution on the interval [x,, R]. The function t defined by t(x) := k is an upper solution 
and[ satisfies a Nagumo condition with respect to the pairs, t and the interval [x 1, R]. It 
follows that the inequality 

s(x ; A, x,, 11) ;a y(x; £, R) ;a k, 

which holds for x = x 1 and for x = R, actually is satisfied for all x E [x,, R]. By taking first 
the limit R -+ oo and then the limit x -+ oo we obtain 



Since this inequality holds for A < k, necessarily ji(oo, E) = k. This result and the 

mono~onicity of y with respect to x together imply that the convergence of y to ji is in 

fact uniform in x (we refer to (6, Lemma 2.4] for the proof of this sta tement ). 

(ii) If g(oo) - k < E < g(oo), we can make s into a lower solution by a suitable 

choice of x 1 and v if and only if A < g(oo)- e. The argument we used in the proof of (i) 

now shows that ji(oo; E);;;:; g(oo) -E. On the other hand , Lemma 5.1 implies that 

y(oo; E) ~ g(oo)- e. So ji(oo; E) = g(oo)- e. 

(iii) From Lemma 5.1 we deduce that no solution of (1.1) with a positive limit at 

infinity can exist if E ;;;:; g(oo). Hence y(<Xl; E) = 0 and consequently ji(x; e) = 0 for all 

x ;;;; O. 0 
The results of this section are at the same time results concerning the existence and 

nonexistence of a solution of the problem P (e, <Xl) defined by (1.1), (l.2) and 

Jim,_.., y(x) = k . By exactly the same arguments which we used before one can derive 

the bounds of Theorem 3.1 and one can show that there exists at most one solution of 

P(e, oo). For convenience we formulate this result in the following theorem . 

THEOREM 5.3. There exists a function y E C 2(R+) which satisfies (l. l ), ( 1.2) and the 

condition lim,_.., y(x) =kif and only if E ~ g(oo)- k. lf it exists, it is unique and it sa tisfies 

the inequalities given in Theorem 3.1. 

6. The limiting behavior as Et O. Throughout this section R > x0 will be fixed and 

we will suppress the dependence on R in the notation, because it is inessential. The 

solution y of (1.1)-(1.3) is a bounded and monotone function of E and we define 

ji(x) := limdo y(x; E) . From Theorem 3.l(i) and (ii) and the Arzela-Ascoli theorem we 

deduce that ji is continuous and that in fact 

lim sup lji(x)-y(x;e)l=O. 
dO O:ixSR 

THEOREM 6.1. ji(x) = min {g(x), k}. 
Proof. From Theorem 3. l (i) we know that ji(x) ~ min {g(x), k} . Take any x < x 0 , 

then y(x) < k. We claim that this implies that limdoinf y'(x; e)>O. Indeed, suppose 

that the sequence {e,} is such that E; t 0 and y'(x; e,H 0 as i--+ oo, then by taking the limit 

i--+ oo in the relation 

k = y(R; E;) = y(x; E;)+ I.R y'((; E;) d( ~ y(x; E;) + (R - x)y'(x; E;), 

we arrive at the conclusion that ji(x);;;:; k, which is impossible. 

Integrating ( 1.1) from 0 to x we obtain 

(6.1) E(y'(x; E)-y'(O; E)) = r Y(f; Ei- g(() y'((, E) d(. 

Suppose that x < x 0 and max0 ,.,,., lji(()- g(() I > O; then, since g'(O) > y'(( ; i:);;;:; y'(x; E) 

for O < ( ~ x and lim <1o inf y'(x; i:) > 0, the right-hand side of (6.1) is bounded away 

from zero as et 0 . However, this is impossible since the left-hand side tends to zero as 

i; to. So ji(x) = g(x) for all x < x 0 , and by continuity ji(x0 ) = k . The function ji, being the 

limit of monotone functions , is monotone nondecreasing. Hence ji(x) ~ k for x > xo and 

consequently ji(x) = k for x > x0 . 0 
By taking E = 0 in ( I. I ) we obtain the reduced equation 

(6.2) (g(x)-rJy'=O. 
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The limiting function y satisfies the boundary conditions (1. 2) and (1.3) and (6.2) except 
at the point x = x0 , where Y' is not defined . Motivated in part by the physical application 
(cf. § 2) we shall now investigate the limiting behavior of y'(x ; e) as E i 0. It will then 
become even more apparent that x = x0 is an exceptional point. The following lemma is 
needed in the proof of Theorem 6.3, but it is of some interest in itself. 

LEMMA 6.2 . L et 8 > 0 be arbitrary. For an y e0 > 0 there exists an M > 0 such that 
O< g (x )-y(x; e )< Maforall x e[O, x0 - 8] and all EE (0 , e0). 

Proof. Let 8 > 0 and e0 > 0 arbitrary. We define 

m (e):= min {g(x)-y(x ;e)}. 
xo- 6:1x :ixo- ~6 

Then there exist positive constants C., i = 1, 2, 3, such that for e E (0 , e0 ) 

m (e);;; C, f •.,-m (g (() - y(( ; E)) d( 
xu-8 

;;; C
2 
f vm g(( ) - y((; E) y'((; e) df ;;; C3e 

xo- 8 ( 

(see the proof of Theorem 6.1 and in particular formula (6.1)). Let the function 
v = v(x; E) be defined by v (x ; e ) := g(x )- y(x; E)- M a, where the constant M > 0 is 
still at our disposal. Then v satisfies the equation 

<xt"'-y'(x ; E)v = ex (g"( x )+ M y'(x ; E )) 

and consequently ex v" - µ v > 0 if M > yµ _,, e E (0, Eo) and x E (0 , x0 - !8J, where the 
positive numbers y and µ are defined by 

y := - inf g"(x) 
O<:niixn- l 5 

and 

. . f ·( 8 ) µ .= m y xu--
2

;e . 
O<l'<co 

So if M > yµ -t and e E (0, e0 ) , then v cannot assume a nonnegative maximum on 
(0, x 0 -!8). Let x (e ) be such that g (x ) - y(x; e) achieves its minimum on the set 
[x0 -8,x0 - i 8] in the point x= x (e). Then v (x( E);e)= m(e )- Mex(e) < O if M > 
(x0 - 8 )- 1C3 . Since v (O ; e ) =O, this implies that for M > max{yµ - 1,(x0-8)- 1C3}, 

v(x ; e )< O for x E (0, x (e)) and a fortiori for x E (0, x0 - 8 ). 0 
THEOREM 6 .3. Let 8 > 0 be arbitrary. Then 
(i) lim.io supo;:o;x;:o;.<o-8 /g'(x)-y'(x ; e JI = O; 

(ii) lim.10 SUPxo +8 :;x;:o;R /y '(x ; E )/ = 0. 
Proof. (i) From ( I.I), Theorem 3. l (ii) and Lemma 6.2 we deduce that -g'(O)M < 

y"(x; e) < 0 for x E [O, x 0 -8] and e E (0 , e0) . By the Arzela-Ascoli theorem this implies 
that the limit set of { y'(-; e) I e > O} as e i 0 is nonempty in C([O, x 0 - 8]) . The result now 
follows from the fact that y tends to g on (0, x0 - 8] as E i 0. 

(ii) Integrating (1.1 ) from xo + !8 to x we obtain 

( ' ( ) '( l o )) f x Y ((; e) - g (f ) '( ~ ) d~ E y X ; E - y Xo + 20 ; E = ~ y ~ ; E ~ · 
xu+j 8 ~ 

For x e [x 11 + 8, R] the right -hand side is smaller than !8R - 1(k - g (x0 + (8/ 2)))y'(x ; e ) . 
Consequently O< y'(x; e)< 2g'(O)eR0- 1(g (x0 +(8/2))- k )- 1

. 0 



In the next section we shall concentrate on a formal approximation for y and y' in 
the neighborhood of x = x0 • 

In§ 5 it was shown that the problem P(e, oo) has a unique solution fore sufficiently 
small. The analysis of this section can be repeated, mutatis mutandis, to derive the 
analogous results concerning the limiting behavior of this solution as e ! 0. In particular 
this implies that the limits e ! 0 and R .... oo are interchangeable. 

7. The transition layer. In Theorem 6.3 we have shown that y' converges nonuni­
formly on the interval [ 0, R J as e ! 0. This feature is typical for a singular perturbation 
problem. In. this section we use the standard method of the stretching of a variable to 
obtain more information about the behavior of y' near the transition point x = x0 . 

By the stretching of the variable x near x 0 we mean the introduction of a local 
coordinate~ according to x = x 0 + e 0 f At the same time we introduce a local dependent 
variable 17 according to 

y(x) = g(xo) + £~17(~). 

If we make these substitutions in the equation, and subsequently only retain the terms 
of lowest order in£, it depends on the values of a and {3 what the resulting equation will 
be. One easily verifies that the choice a = {3 =!leads to a significant equation, namely to 

(7.1) 

where we have introduced the subscript 1 to indicate that we consider in fact a first 
approximation. To this equation we add the condition that its solution should match the 
limits of y to the left and to the right of x 0 , respectively, up to the appropriate order in 
..;;. This amounts to the conditions 

(7.2) 
111W=g '(xo)~+o(I) as~-+-00, 

17i{() = o(l), as~ .... +oo. 

A straightforward application of the maximum principle (see Theorem 4.1) shows that 
the problem (7.1)-(7.2), which we shall denote by n" admits at most one solution . 

The problem n, is nonautonomous. However, if we set 17; = zi. divide the 
equation by z 1 and then differentiate it, we formally obtain an autonomous problem, 
which .we denote by Ji,: 

(7.3) 

(7.4) 

xa{;} + g'(xo)-z, =0, 

zi(() = g'(x0 ) + o(I) as~ .... -oo, 

z1W=o(I) as~-++oo. 

One should note that, at least formally up to first order in..;;, z 1 describes the shape of y' 

in the neighborhood of x 0 . In the remainder of this section we shall discuss the existence 
of a family of solutions of problem Ii,, and we shall show how this family can be used to 
obtain the solution of problem n,. 

One way to handle problem Ji, is to write (7.3) as a two-dimensional first order 
system and analyze the trajectories in the phase plane. It turns out that the singular 
point (z 1, z;) = (g'(x0 ), 0) is a saddle point and that one branch of the unstable manifold 
lies in the half-plane z; < 0 and enters the (singular) singular point (0, 0). Hence fI 1 has 
a one-parameter family of strictly decreasing solutions, where the parameter describes 
simply the translation of one particular solution . 
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However, it so happens that fI 1 can be solved explicitly for {in terms of z 1• To this 
end we put 

Z1 = g' (xu)e" and f = J2g'(xo) {. 
Xo 

Then v = v(fl has to satisfy 

2v"+ l-e " = O, 

v(-co) = 0, v(+co) =-co, 

and we obtain , after multiplication by v' and one integration, 

(v ') 2 + v- e" = -1 

and finally 

(7 .5) 

where the parameter C corresponds to the free translation parameter. 
expression we easily obtain the asymptotic behavior of the solutions : 

, ( ,,/ g'(xo) ) 
z1W- g (xo) +exp -:;;;-<{ - CJ , {__. - co, 

( ) , ) ( g'(xo)( )2) 
Z 1 { - g (xu exp - Zxo { - C , 

As candidates fot a solution of n 1 we take the functions 

re r e+c 
1/1({,C) = Joo i1 ('r+C ) d-r = Joo i ,(-r)d-r, 

From this 

where i 1 is the particular solution of fI 1 which satisfies -i 1(0) = ! g '(x 0 ) (or, in other 
words, which corresponds with C = i g '(x0 ) in (7.5)). Using (7.3) we obtain after some 
manipulation 

(xol/I" + ({g '(xo) -1/f)l/I')' = ~·: (xol/I" + ({g '(xo) -1/1)1/1' ), 

where primes denote differentiation with respect to {and where we have suppressed the 
dependence on C in the notation . Hence 

Xol/I" + ({g '(xo)-1/1)1/1' =Kil/I'. 

Furthermore, we deduce from f1 1 that 

Since 1/1" / l/I ' tends to zero as {--> -co it follows that K2 = - K 1• 

Of course the constants K 1 and K 2 depend on C and it remains to show that we can 
choose C in such a way that they both become zero. We observe that 



From the known asymptotic behavior of i 1 we deduce that K 1 tends to :roo as C tends to 

=Foo . Moreover 

~1 
(C) = xo(f) '(C)- i1(C) = -g' (xo) < 0. 

Thus, K 1 is a strictly decreasing function with range (-oo, oo) and we conclude that there 

exists a unique value of C, C 1 say, such that K 1(C) = 0. Consequently T/i := l/J( ·; C 1) is 

the solution of problem 0 1. Furthermore, the properties of i 1 imply that (i) T/i is 

negative, strictly increasing and concave, (i i) T/ 1 (fl .... 0 faster than exponentially as 

~--+oo. (iii) the function T/ilfl-g '(x0 )~. as well as all its derivatives, converge 

exponentially to zero as {-+ -oo. 
The idea of singular perturbation theory is that ii( · + Ci) describes the transition 

of y' near x = x 0 for small values of E, and that one can approximate y' uniformly on 

[O, R] by using the building-stones i 1( • + Ci) and t. In the following sections we shall 

elaborate this idea and we shall prove its correctness. It turns out that this will require 

the construction of at least five terms in a uniform asymptotic expansion. Since for us, as 

for many mathematicians, five is almost equal to infinity we shall first discuss the 

construction of a complete asymptotic expansion. 

8. Matched asymptotic expansions. Throughout this and the next section we shall 

assume that g E C ""([O, R]). 
On the interval [O, x 0 - 8] we look for an asymptotic expansion of the form 

oc 

(8.1) y(x)= I e"y"(x). 
n'""O 

We find that y 0 (x) = g(x) and that }'n is defined recursively by 

(8.2) n ;:;:: I. 

In order to calculate the matching conditions for the transition layer expansion, we 

expand each y" in a Taylor series 

"" ,. '( ) 
( ) = ' ( J-{f...'c _ _!_:!_ ~· 

Yn X k i;o E k I ~ ' 

where, as before, ~ = (x -x0 )jJ;. If we substitute this in the expansion for y and 

rearrange the resulting expression by collecting terms with like powers of J;, we obtain 

(8.3) y(x) = L (J;)mumW 
m=O 

where, by definition, 

[m/ 2] (m-2nl( ) 

Um({) = L Yn Xo c - in. 
n ~ o (m-2n)! 

(8.4) 

On the interval [x 0 + 8, R] one can also introduce a series expansion in powers of E, 

but it will quickly turn out that all the terms, except the o ne of zero'th order which is k, 

are zero. 
Next we introduce the transition layer expansion 

(8.5) y(x> = I (J;r,..,"(fl. 
n =O 
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where Tio(()= g(xo) and Tit is the soluti"on of the problem n, discussed in § 7. 
Substitution in the equation yields an equation for each Tin· Together with the matching 
condition which is obtained by formal identification of (8.5), as (-+ -cxi, with (8.3), this 
yields for n ~ 2 a linear problem Iln defined recursively by 

(8.6) 

where 

Xo71~+(g'(xo)(-71i}71~ - 71 '1 7ln = qn. 

Tln((} = unlfl+o(l) as(-+-CXl, 

Tin =o(l} as(-++CXl, 

g(nl(xo) n ' " n- l ' (g (k)(xo) k ) 
(8.7) qn({):=---, -( Tl t-{Tln- 1- L Tln +l - k -k-,-( -71k · 

n . k - 2 . 

As before the maximum principle implies that problem Iln can have at most one 
solution. In order to discuss the existence of a solution we first rewrite the equation by 
making use of (7.1) for 71 1: · 

Introducing z 1 := 71; , (n := (z 1 ) - 1 71~ and hn := ((z 1)-
1qnl'. we obtain by differentiation 

(8.8) 

At this point it is important to observe that we know a particular solution of the 
homogeneous equation x 0<P" - z 1</J = 0, namely 

(8.9) </J(() := z; lfl 
zM) 

(one can verify this by differentiation of (7.3)). Hence we can construct solutions of 
(8.8) through the method of variation of constants , and we find 

(8.10) 

(note that we do not consider the general solution of the homogeneous equation since 
only <P has the right asymptotic behavior as (-+ -cxi). For any C, the function defined in 
(8. l 0) is of polynomial growth as (-+ +cxi and behaves like g'(x0)u ~ as (-+ -cxi. The last 
statement can be verified by working out the consistency relations between qn and un 
which follow from the identity 

" ' g(n)(xo) n ' " n- l ' (g (k)(xo) k ) Xou,,-g(xo)u,,=---1-( g(xo)-(u,,_,- L Un+t - k -k-,-( - uk 
n . k = 2 . 

11nd by making use of the known asymptotic behavior of </J. 
Finally, we define 

(8.11) 71 ,,((; C) = ( z,(r)(,,(r; C) dr =Tin((; 0) + C71; ((}. 

Then Tin (( ; C) = Un ((}+ Bn + g'(x0 )C + o(l), (-+ -cxi, where Bn is some number, which 
does not depend on C. It follows that there exists a unique constant, say C., for which 
the matching condition is satisfied and consequently 71 ,, (( ;C..) is the unique solution of 
the problem II ,,. This completes the construction of the transition layer expansion. 



To conclude this section we construct a ·uniform approximation of formal order 
2n + 1 in J;. We introduce two C r -functions H and I defined on 1R (so-called cut-off 

functions ) with the following properties 

H (x) = {~ if lx - xul~ 8,, 

. - <~ 1f Ix xol = 
2 

, 

if l x l~ 8,, 

if lx l ~ 282, J (x)= \~ 
where c5 1 and c5 2 are suitable constants which do not depend on £. Then the formal 

approximation Ya (x) is defined by 

,1r -x )" '"•' - ( (x-x) J\ . J; O m~I E"'}'m(X)+H\x) m~I (•/e)m '7m J; o 

(8. 12) }'a(X) = 

,1x -r ) ,,,_, - (x-x) 
J\ ~ k (l - H \x))+ H (x) ~ (v

1
e)m '7m 

1
_ 

0 

VE m = l VE 
for X ~ Xu. 

Apart from the cut-off functions this formula is the usual one , expressing a uniform 

approximation as the sum of approx imations in the different regions minus the 

matching terms, which are contained in two approximations and hence should be 
subtracted in order to avoid double cou nting . The cut-off fu nctions a re used to achie ve 

two ends: the approxim<1tion should satisfy the boundary conditions and it should be 

smooth at x = x 11 • Moreover. the cut-off functions are harmless in the sense that they are 
multipled by factors which are small (if £ is small I in regions where the cut-off functions 

are different from one. In the next section we shall prove that Ya and y~ are indeed 
uniform approximations of}' and y' up to the o rder <".' ' '" a nd £"-' 112

', respectively. 

9. A proof of the validity of the formal construction. We begin by deriving an 

estimate for the difference 

(9.1) z(x):= y(x)-y,,(x). 

It follows from the equation for y and from the construction of Ya that z satisfies 

(9 .2) 
ex z"+(g-y):'-y'z +zz'= r, 

z(O)= 0, z( R l=O, 

where the remainder term r, defined by 

(9.3) r(x) := -(exy:+ \g- )'a)y~), 

can be shown, after a n e labora te computation. to satisfy 

(9.4) r (x)= O (XE") as< LO and / or xlO. 

If we multiply the equation for z by : and integrate from 0 to R we obtain after some 

integrations by parts and an application of the Cauchy- Schwarz inequality 

£ J R x(z'(x))' dx + ~ J R (g'lx) + v'(x l)z 2(x) dx ~ llzllllrll. 
II 2 II 
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where 11 ·II denotes the Li-norm. Since g '(x) + y'(x) ~ g'(R) this implies, first of all, that 

2 
11: 11 ;;; g '(R) ll r ll 

and hence that 

IR ' ' g'(R) ll Iii 2 
1111 2 

E 
0 

x(z (x))- dx +-
2
- z ;;;: g'(R) r . 

Now, fix 8 E (0, x 0 ). The estimate above is easily translated into an estimate for the 
H 1(8, R )-norm of z, where H 1 denotes the usual Sobolev space of Li-functions which 
have a generalized derivative belonging to Li . Thus, by the continuous imbedding of H 1 

into the space of continuous functions we obtain 

where C depends on 8. Having established this estimate on the interval [8. R], we can 
extend it to the interval [O, R] by means of the maximum principle in exactly the same 
way as we proved Lemma 6.2 . 

Next, it is advantageous to take explicitly into account the dependence on the 
parameter n, which counts the number of terms included in the approximation. So 
putting z = z. we write the estimate obtained so far as 

Then, observing that 

lz. +i(x)-z.(x)I;;; CXE n+I. 

we deduce the sharper estimate 

lz.(x JI;;; lz. (x ) - z,,.,(x)I + lz • • ,(x l l;;; CXE n+l / i. 

(This is the familiar " throwing away' ' of terms which are needed in the proof, but do not 
contribute to the result.) We state this as a theorem. 

THEOREM 9.1 . There exist constants Eo > 0 and C > 0 such that 

jy(x)- Ya (x)j;;; CXEn+l / i 

for O<E < Eo and O;;ix ;;; R . 
Our next objective is to show that the derivative of Ya is a good approximation for 

the derivative of y (recall that Ya is more or less constructed through the integration of 
its derivative, and that in our application the derivative is the function which has a direct 
physical meaning). Our proof will be based on the following interpolation inequality. 

LEMMA 9.2. There exist constants µ,o > 0 and D > 0 such that for any c/J E C 2([0, R]) 
and each µ, E (0, µ, 0) 

sup lc/J'(xl l;;; D{µ, sup l<P"(x)I +µ, _,sup lc/J(x )I} , 

where the suprema are taken over rhe interval [O, R]. 
Proof. See Besjes [2]. The proof is based on a result to be found in Miranda (15, 33, 

III, p. 149]. 0 
THEOREM 9.3. There exist constants""> 0 and C > 0 mch that 

ir'(x l - r :,(xl l;;; C<" - 112 

for 0 < E < f' o and 0 ;;i x ;;; R. 



Proof. From the equation for z \see (9.2)) we deduce that 

fz"(x)f ~ < - •{I r~)I + C,fz'(x JI+ c2iz ~x) I} . 

where 

C, := sup g(x) - y(x) . C2:= sup f y ~ (x) f . 
O:i x S R X O:i .r :ii R 

Next we apply Lemma 9.2 withµ.= E(2C,D)- 1 to obtain 

- •{ lr(x)I 2 _, lz(x)I} supfz"(x)f~ 2E sup~ +2(C,D) E supfz(x)f+C2sup -x- . 

By Theorem 9.1 and the estimate (9.4) this implies that 

sup fz"(x)f = O(e"-312). 

Then a second application of Lemma 9.2, this time with µ. = <, leads to the desired 
result. D 

10. Some remarks about the case where g is neither everywhere increasing nor 
everywhere. concave. In this section we shall discuss some extensions of our results to 
equations in which the conditions on the function g are considerably relaxed. In fact we 
shall merely assume that g satisfies the following hypotheses 

H,: g E C 1([0, R)). g (O)=O, g(R)~k. 

g has only finitely many local extrema on [O, R]. 

Thus, in particular the sign conditions on g' and g" are dropped. 
First of all we observe that the existence of a solution of (1.1)-(1.3) can be proved 

as in Theorem 3.2 by using zero as a lower solution and G as an upper solution, where G 
is any increasing, concave and smooth function such that G(O) = 0 and G(x) ~ g(x) on 
[O,R]. 

As before we find that if y = y(x ; E) is a solution then y' > 0 and hence sign y" =sign 
(y - g); subsequently, reasoning along the lines indicated in the proofs of Theorem 3.1 
one can show that for any E > 0, 

(10.1) 
0 < y '(x; E) ~ sup g'(~). 

O:if:iR 

This in turn enables one to prove by means of the maximum principle that (1.1)-(1.3) 
can have at most one solution, and that the mapping E....+ y( ·; E) is continuous from IR+ 
into C = C([O, R)) . 

By ( 10.1) the set {y( ·;Elie> O} is a precompact subset of C. Let X denote its limit 
set, as E !O, in C. Taking into account the continuity with respect to E, we conclude that 
X is a nonempty, compact and connected subset of C (see Sell (16, p. 20)) . 

Any element u of X is a nondecreasing function with u(O) = 0 and u(R) = k. Our 
first objective is to give further characteristics of the elements of X. 

LEMMA 10.1. Let u EX. Then there exist a nonempty, open set A and a closed set B 
such that 

(i) u(x) = g(x) if x EA, 

(ii) u is constant on each connected component of B, 
(iii) A nB = 0, A UB =[O, R]. 

37 



38 

Proof. Since u EX, there exists a sequence {En} such that as n-+ co. En l 0 and 
y(-; En)-+u strongly in C. By(IO.l){y( ·; en)}isboundedinH 1 =H 1(0, R)andhenceit 
is possible to pick a subsequence, again denoted by {En}, such that as n-+ co, y( · ; En)-+ u 
weakly in H 1

• 

Next, we multiply (I. I) by an arbitrary function </J E H 1
, integrate from 0 to R , 

integrate the first term by parts and let n tend to infinity. This yields the identity r (g(x)-u(x))u'(x)</J(x) dx = 0, 

whence 

(10.2) (g(x)-u(x)) u '(x)=O a.e.on[O,R]. 

Define the sets A and B by 

A= {x E [O, R] iu =g in a neighborhood of x}, B =[O, R]\A, 

then clearly u'(x) = 0 a.e. on B. In view of the continuity of g and u the sets A and B 
have all the properties listed in the lemma. D 

LEMMA I 0.2. Let u EX and let I be a connected component of B such that I c (0, R ). 
Then 

(10 .3) f 
u (x)-g( x) dx=O . 

I X 

Before proving this lemma, we prove an auxiliary result . 
LEMMA 10.3. Suppose that, as n-+ OO, EnlO and y(x;En)-+g(x) uniformly on 

[a , b]c[O,R]. Then 

Enlny'(x;En)-+0 asn-+OO 

uniformly on [a, b]. 
Proof. Choose a subinterval [c, d] of [a, b] and a positive constant 8 > 0 such that 

g'(x) ~ 8 on [c, d]. Define for each n ~ 1, a point (n E [c, d] such that 

y'{(n; En)= max {y'(x; En) le ;;;;; x;;;;; d}. 

Then it follows that there exists an N, ;;;:; I such that 

y'((n; En)~!8 for n ;;;; N,. 

If we divide (I . I ) by xy' and integrate from (n to x we obtain 

'( ) '( f 'y(r;En)-g( r ) 
En lny x;en =En lny (.;E.)+ dr. 

f. T 

Since the right-hand side tends to zero as n -+co, the same must be true for the left-hand 
side and the result follows. D 

Proof of Lemma 10.2. Let I= (e, f), where, by assumption, 0 < e <f < R . Manipu­
lating as above we obtain 

, , f 'y(r,E 0 )-g(r) 
En In y (I?; E.)-En In y (f; En)= dr. 

' T 

Applying Lemma 10.3 to a left-hand neighborhood of e and to a right-hand neighbor­
hood off, we deduce that the left-hand side of this identity tends to zero as n -+co. So 
taking the limit n -+co leads to the desired result. D 



We now collect the information we have obtained about an arbitrary element u of 
X: u is a continuous, non de creasing function with u (0) = 0 and u (R) = k, which is 
composed out of pieces where u(x) = g(x) and pieces where u(x) is constant. Moreover, 
if I is a maximal interval on which u is constant, and I does not contain 0 or R, then 
(10.3) has to be satisfied. For convenience of formulation we shall call the set of 
functions having all these characteristics Y. 

Our next objective is to show that Y is finite. First we shall illustrate our approach 
by discussing one example in full detail. 

Consider a function g satisfying H, and such that g' vanishes at only two points b 
and c, b being a local maximum and c a local minimum . Assume that 0 < b < c < R and 
0 < g(c) < g(b) < k. Let g ~ 1 

denote the inverse of g on [O, b] and g2 1 
the inverse of g on 

[c, R]. 

tg 

k 

a b c d R _,. x 

FIG . I 

Define two points a and b by 

a =g~ 1 (g(c)), d=g2'(g(b)). 

Then g([a, b ]) = g([c, d]). (See Fig. 1.) 
On [a, b] we define a mapping F by 

f 
'2'1'•xll g(x)-g(T) 

F (x)= dT. 
x 1" 

Then on (a, b) 

f
~211~ct11d 

F '\x)=g'\x) _2:>0 
x 1" 

and F(a) < 0, F (b) > 0. Consequently F has a unique zero on [a, b]. 
Let w be an arbitrary element of Y. Then w has to coincide with g on (0, a] and 

[d, g 2 ' (k)] and it has to be equal to k on [g2' (k) , R]. Since w is nondecreasing the 
inverse function of w must " jump'" from a point on [a, b] to a point on [c, d]. In view of 
(10.3) this jump can only take place at the unique zero of F. Thus Y consists of one and 
only one element. 

Returning to a general function g satisfying H, we define E to be the set of local 
maxima and minima of g a nd D to be the closure of the set {x I f. is increasing in a 
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neighborhood of x}. Let De be one of the finitely many connected components of D. 
The set g - 1

(£ ) n De is finite . Take two successive points a 0 and {3 0 in this set. To [a 0 , /30] 
there correspond finitely many disjunct intervals [a ,, 13, Jc D such that a,> a 0 and 
g([a0, /30]) = g([a,, {3, ]) . Define g ; 1 on [g (a 0), g (/30 ) ] as the inverse of g with range in 
[a ,, [3 ,]. On [a o, /30] we define mappings F, by 

f •:''"''" g(x )-g(r ) 
F,(x )= dr. 

x T 

Since Fi is monotone, it has at most one zero. 
As already noted above the condition (10.3) implies that a point where the inverse 

function of an element of Y makes a jump should be a zero of some F, for some 
connected component De of D and some pair of points a 0 , {3 0 • Hence the set of possible 
" jump" points is finite and likewise the set Y is finite . 

Thus X , being a subset of Y, must be discrete. Because it is also connected it can 
only consist of a single element . Consequently y( ·; c ) converges in C to this function as 
e !O. We summarize the results in the following theorem. 

THE ORE M 10.4. There exists a function u E Y such that 

lim y(x ; e) = u (x ), uniformly on [O, R]. 
dO 

In some cases the conditions determine the limit uniquely. For instance, this 
happens in the example we discussed at length and, more generally if the local extrema 
are ordered in such a way that with each connected component of D there corresponds 
precisely one possible " jump" point. In other cases our analysis is not constructive in 
the sense that , although we have shown that convergence occurs as e ! 0, we are not able 
to describe the limit completely. (See Fig. 2.) We intend to investigate whether this 
ambiguity can be resolved by using variational principles. See note added in proof. 

tg 

a a b c B d + x 

FIG . 2 . Two possib le configu rations : separate jumps (a - b. c - d ) or a two- in-one jump (a - {3 ). 



In conclusion we remark that the hypothesis g(R) ~ k was made in order to obtain 

the uniform convergence on [O, R]. If g(R) < k the solution will exhibit boundary layer 

behavior near the right endpoint. However, outside a small neighborhood of this 

endpoint, the solution will behave in exactly the same way as we have shown for the case 

g(R )>k. 

Acknowledgment. This problem was suggested to us by E. Marode and I. Gallim­

berti . H . J . Hilhorst patiently explained to us many physical aspects and suggested 

important improvements in the presentation. The comments and suggestions of M. 

Bakker, J. Grasman and E. J . M. Veling helped us to overcome several difficulties. The 

critical remarks of the referees have led us to a fairly substantial extension of the first 

version. 

Note added in proof. It has been possible indeed to resolve the ambiguity connected 

with the limit E:-+ 0 by means of a variational formulation of the problem (0. Diekmann 

and D. Hilhorst, How man y jumps? Variational characterization of the limit solution of a 

singular perturbation problem, Proceedings of the Fourth Scheveningen Conference on 

Differential Equations, 1979, Springer, to appear). 
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ABSTRACT 

CHAPTER 3 

A NONLINEAR EVOLUTION PROBLEM 

ARISING IN THE PHYSICS OF IONIZED GASES 

43 

We consider a Coulomb gas in a special experimental situation: the 

pre-breakdown gas discharge between two electrodes . . The equation for the 

negative charge density can be formulated as a nonlinear parabolic equation 

degenerate at the origin. We prove the existence and uniqueness of the solu­

tion as well as the asymptotic stability of its unique steady state. Also 

some results are given about the rate of convergence. 

KEY WORDS & PHRASES: nonlinear parabolic equation degenerate at the origin 

in one space dimension; pre-breakdown discharge in an 

ionized gas between two electrodes 
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1. INTRODUCTION 

In this paper we study the nonlinear evolution problem, 

{ 
ut = e:xu + (g(x)-u)ux on D = (O,oo) x (0,T) xx 

p u(O,t) 0 for t € [O,T] 

u(x,0) 1/l(x) for x € (0,""). 

where e: is a positive constant, g is a given function which satisfies the 

hypothesis H : g E c2 
([0, 00)); g(O) = O; g' (x) > 0 and g" (x) < 0 for all g 

x ~ 0 and the initial function ~ satisfies the hypothesis Hi/I: 

(i) 1/1 is continuous, with piecewise continuous derivative on [0, 00 ); 

(ii) 1/1(0) = 0 and 1/1("") = K € (0,g(oo)); 

(iii) there exists a constant Mi/I~ g'(O) such that 0 S 1/l'(x) S Mi/I 

at all points x where 1/1' is defined. 

In section 2, we briefly describe how the problem arises in physics 

and give the derivation of the equations. 

In section 3, we present maximum principles for certain linear and non­

linear problems related to P; the uniqueness of the solution of P follows 

directly from those principles. 

In section 4, we prove that P has a classical solution which satisfies 

furthermore the condition 

(*) u( 00 ,t) K for t E [O,T], T < 

The methods used here are inspired by those of Vl..N DUYN [7],[8] and GILDING 

& PEI.ETIER [13]. We also consider the limit case e: ~ 0 and prove that u tends 

to the generalized solution of the corresponding hyperbolic problem. 

We then investigate the behaviour of u as t + "" and prove that it con­

verges towards the unique solution 0 of the problem P
0 defined as follows 

e: x 0" + (g(x)-0)0' = 0 

0 (0) = 0 min(max(g(oo)-e:,O) ,K) 
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Qualitative properties of 0 have been extensively studied by DIEKMANN, 

HILHORST&PELETIER [ 6 ] . Here we analyse its stability. In section 5, follow­

ing a method of ARONSON & WEINBERGER [2 ] based on the knowledge about lower 

and upper solutions for the steady state problem P
0

, we prove that 0 is 

asymptotically stable . 

In section 6 we investigate the rate of convergence of u towards its 

steady state. The function 0 turns out to be exponentially stable when the 

function g grows fast enough to inf inity as x + oo ; t he p r oof, based on 

constructing upper and lower s olutions for the function u- 0, follows the 

same lines as that of FIFE & PELETIER [ 10 ] . We also c onsider the case when 

g increases less fast and show that provided that £ < g(00 ) - Kand that 0 

converges algebraically fast to K as x + 00 , the function u- 0 decays alge­

braically fast; this is done b y obtaining first that property for a weighted 

integral of u- 0 according to a method of IL'IN & OLEINIK [ 14 ] and VANDUYN 

& PELETIER [ 9 ] . Finally we consider the corresponding hyperbolic problem and 

obtain a similar result of algebraic convergence. 

ACKNOWLEDGEMENT. The a uthor wishes t o e x pr e s s her thanks to Professor L.A. 

Peletier whose advice has been invaluable for the completion of this work. 

It is a pleasure to ac~nowledge discussions with O. Di ekmann and conversa­

tions with P. Wilders and A.Y. Le Roux concerning the limit £ + 0. 

2. PHYSICAL DERIVATION OF THE EQUATIONS 

The physical context of the present problem has been described in some 

detail by DIEKMANN, HILHORST & PELETIER [ 6]. Here we shall summarize it 

again and explain how one can obtain the time evolution problem P. 

One considers an ionized gas between two electrodes in which the ions 

and electrons are present with densities n . ( 1 ) and n ( 1.,t) respectively, 
+ i e ~ 

where r = (x
1
,x

2
,x

3
). The ions are heavy and slow and the density ni(r) may 

therefore be regarded as fixed. The electrons are highly mobile. The problem 

+ + 
is then to find ne(r,t) for given n i (r) and in particular to find out whether 

given an initial electron distribution the electrons stabilize and if so to 

evaluate the time needed for s uch a stabilization. 
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A special situation of practical interest is a so-called pre-breakdown 

discharge which spreads out in filamentary form (cf. MARODE [17] and MARODE, 

BASTIEN & BAKKER [18]). In this situation there is cylindrical symmetry 
2 2 1i about the x

3
-axis and the particle densities depend on r = (x

1 
+ x

2 
) only. 

We thus have effectively a two-dimensional Coulomb gas with circular symmetry. 

The starting equations are 

(2 .1) 

(i) Coulomb's law for the electric field E, 

-c (n -n . ) 
d e 1 

where Cd is a fixed constant; 

(ii) a constitutive equation for the electric current j, 

(2.2) j 

in which the first term represents Ohm's law and the second term is due to 

thermal diffusion, µ being the mobility, k Boltzmann's constant and T the 

temperature; and 

(iii) the continuity equation for the electron density, 

(2.3) 

If we set 

and 

3n 
e 

at 

u(x,t) 

g(x) 

1 ~ . 
;:a;n· 

Ix 

I ne(r,t)r dr 

0 

Ix 

I ni (r) r dr, 

0 

we obtain after redefining the constants the equation 

(2.4) EXUXX + (g(x)-u)ux 
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where E 2kT/(µCd) and the boundary condition 

(2.5) u(O,t) 0. 

Furthermore one makes the hypothesis that the total charge is positive and 

fixed, that is 

J (ni(r) - ne (r,t))r dr 

0 

N > 0 

from which we deduce the boundary condition at infinity, 

(2.6) u(oo,t) K := g(oo) - N. 

Clearly K E (O,g(oo)). 

Equations (2.4) and (2.5) together with the initial condition 

(2.7) u(x,0) ~(x) 

constitute the mathematical formulation of the problem which we propose to 

study in this paper. Furthermore the condition (2.6) will turn out te be 

satisfied at all finite times t and also, for low enough values of the small 

parameter E, at the time t = 00 • This latter property expresses the fact that 

all the electrons stay attached to the ions at low enough temperature; we 

shall also see that if the temperature rises above a critical value, then 

some of the electrons e s cape to infinity and if it rises even further above 

a second critical value, then all the electrons escape to infinity. 

3. MAXIMUM PRINCIPLES FOR SOME DEGENERATE PARABOLIC OPERATORS - UNIQUENESS 

THEOREM 

In this section we prove maximum principles for some linear and non­

linear operators which have a degeneracy at the origin; these principles 

hold for functions u E c2
'

1
(D) n C(D) where c2

'
1

(D) is the set of continuous 

functions on D with two continuous x-derivatives and one continuous 
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t-derivative. It will follow easily from those maximum principles that P can 

have at most one solution u E c 2
' 1 (D) n c (D) such that u is bounded in D. 

x 
We begin by defining a linear operator L as follows 

(3.1) Lu e:xuxx + b (x,.t.) ux + c (x, t) u- ut 

where the functions b and c are continuous on D and such that the quantities 

b/(l+x) and c are bounded on D. First we consider the bounded domain DR := 

(O,R) x (O,T), where Risa positive constant. In the same way as for a 

uniformly parabolic operator one can prove the following maximum principle 

which holds in fact for a much wider class of degenerate parabolic operators 

(see for example IPPOLITO [15] or COSNER [4]) 

2 1 THEOREM 3.1. Suppose c $ o. Let u E c I (DR) n C(DR) satisfy Lu~ 0 on 

(O,R) x (O,T]. Then if u has a positive maximum in DR, that maximum is 

attained on ( (O,R) x {O}) U ({O,R} x [O,T]). 

Next following a method due to ARONSON & WEINBERGER [ 2] we derive a 

comparison theorem for a class of nonlinear evolution problems. 

THEOREM 3.2. Let u and .v E c2
'
1

(DR) n C(DR) and suppose that either ux or 

vx is bounded on DR. Let u and v satisfy 

Lv-vv ~ Lu-uu x x 
on (O,R) x (O,T] 

and let 

0 S v S u S K on (O,R) x {o} and {O,R} x [O,T]. 

Then v $ u in (O,R) x (O,T]. 

PROOF. Let 

w (v-u)e-at 

where 



a = max 
(x,t) E D 

(c (x,t) - u (x,t)) 
x 

(in the case where u is bounded). Then w satisfies 
x 

EXW + (b(x,t) - v)w + (c(x,t) - u - a)w- w :?: O 
xx x x t 

and 

w s O on (O,R) x {o} and {o,R} x [O,T] . 

Thus we deduce from Theorem 3.1 that 

w S 0 in (O,R) x (O,T] 

~·hich completes the proof of theorem 3. 2. 0 

Now let us consider the unbounded domain D. To begin with we present 

a Phragmen-Lindel6f principle which is a special case of a theorem due to 

COSNER [4]. 

THEOREM 3.3. Suppose that b/(l+x) and c are continuous and bounded in D. 

Let u E c
2

'
1

(D) n C(D) satisfy Lu :?: 0 on (0, oo) x (0,T] and the growth 

condition 

(3.2) 
-BR 

lim inf e [ max u(R,t)] s 0 
R -+ oo 

for some positive constant B. If u s 0 for t 

u S 0 in (0,oo) x (O,T]. 

O and on {O} x [O,T] , then 

Making use of Theorem 3.3 one can prove a comparison theorem on the 

unbounded domain D. 

THEOREM 3.4. Let u and v E c2
'

1
(D) n C(D) be such that either u and v or 

x 

u and v are bounded on D and that 
x 

lu(x,t) I, lv(x,t) I s C eB 1x 
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so 

for some .positive constants C and B
1 

and uniformly in t E [O,T]. Suppose 

that 

Lv - vv ~ Lu - uu x x on (0,oo) x (O,T] 

and that 

0 $ v $ u $ K on (0,oo) x {O} and {O} x [O,T]. 

Then v $ u in (O, oo ) x (O,T]. 

Finally let us come to the question of uniqueness of the solution of 

problem P. 

DEFINITION. We shall say that u is a classical solution of Problem P if it 

is such that (i) u E c2
'
1

(D) n C(D), (ii) u and u are bounded in D, 
x 

(iii) u satisfies the equation in D, (iv) u satisfies the initial and bound-

ary conditions. 

THEOREM 3.5. Problem P can have at most one solution. 

PROOF. Apply Theorem 3.4 twice to deduce that if u and v are two such solu­

tions then their difference w = u-v satisfies w ~ 0 and w $ 0 and thus 

w = 0. 0 

4. EXISTENCE AND REGULARITY OF THE SOLUTION 

In order to be able to prove the existence of a solution of the non­

linear degenerate parabolic problem P, we consider certain related nonlinear 

uniformly parabolic problems on bounded domains and observe that they have a 

unique solution; we then deduce that P has a generalized solution, in a 

certain sense. It finally turns out that this solution is in fact a classi­

cal solution of P and thus the unique solution of P and that it also satis­

fies condition (*). Finally we consider its limiting behaviour as £ ~ 0. 

4.1. Existence 

Let us first introduce some notation. Let D := (0,n) x (O,T). We de­
n 

note by c
2
+a([O,n]) the space of functions v which are twice differentiable 

and such that v" is Holder continuous on [ 0,n] with exponent a. We also use 



the spaces Ca(Dn)' c2+a (On) and c2+a(Dn)' defined in FRIEDMAN [11] p. 62 

and 63. 

Consider the problem 

l 
ut = £ (x+l/n)uxx+ (g(x)-u)ux in D 

n 

pn u(O,t) 0 u(n,t) = K t € [O,T] 

u(x,O) ljln (x) x € (0,n). 

with n ~ q~ 1 (K) and whe r e ljln i s such that 

(i) ljln € 
00 

c ([O, oo] )' 

(ii) ljln satisfies Hljl, 

(iii) ljl" (0) = 0 and 1jJ (x) = K ·for x E [n-1,oo). 
n n 
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In what follows we shall denote by Hn properties (i) - (iii). The following 

theorem holds: 

THEOREM 4.1. There exists a unique solution un E c
2 

(D ) of P for any 
+a n n 

a E (0,1); furthermore un satisfies the inequalities 

(4.1) O s un (x,t) s min(Mljln x,K) 

(4.2) O s u (x,t) s M. .. 
nx 'f'n 

for all (x,t) E On. 

PROOF. The existence and uniqueness of u E c
2 

(D ) is a consequence of 
~~- v n +a n 
Theorem 5.2 of LADYZENSKAJA ([16 ] p. 564-565). The inequalities in (4.1) 

can be deduced by means of a comparison theorem analogous to theorem 3.2. 

From the linear theory (FRIEDMAN [ 11] p. 72) we deduce that the function 

w : = unx E c2+a(Dn); thus w E c
2

'
1

(Dn) n C(Dn). Furthermore w satisfies 

(4.3) 
{

wt= £(x+1/n)wxx + (g(x)-un+£)wx + (g' (x)-w)w 

0 s w(O,t) s Mw 0 s w(n,t) S Mljl 
n n 

w(x,O) =ijl'n(x). 
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The bounds on the function w(n,t) follow from the fact that the function 

max(O,MW (x-n)+K) is a lower solution of the boundary value problem 
n 

E(x+l/n)•" + (g(xl-•l•' 0 

•<Ol = 0 •<nl K 

and consequently a lower bound for un. Clearly the set 

{w E C([O,n]) such that 0 s w(x) s MW } 
n 

is invariant with respect to the problem (4.3) and thus the inequalities 

(4.2) are satisfied. 

Next we deduce from theorem 4.1 the existenc·e of solution of P. We 

begin by approximating the initial function w by a sequence of smooth func­

tions {wn}. 

LEMMA 4.2. Let the function w satisfy HW. Then there exists « sequence {wn} 

which satisfies the properties Hn given at the beginning of this section 

with Mwn = MW for all n, such that ljin + w as n +co, uniformly on .f,O,co). 

PROOF. Let n0 ~ g-l(K) be such that for all n ~ n
0 

the point xln defined by 

MW(x 1n-1/n) = wCx1n) is such that 1/n < x1n s n-2 and that the point x2n 

defined by x
2

n = n - 2 + (K-W(n-2))/MW satisfies n-2 < x2n < n-1. Also 

define 

* W (x) 
n 

Note that for all x 

0 

MW (x-1/n) 

w<xl 

MW(x-n+2) + w<n-2) 

K 

-CO < 

1/n 

xln 

n-2 

x2n 

x s 1/n 

< x s xln 

< x s n-2 

< x s x2n 

< x < +co 
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Next introduce the function 

p(x) { 0 2 
C exp(l/(Jxl -1)) 

if Jxl ;:>: 

if Jxl < 1 

where the constant C is such that J lR pdx 1, and let 

Po (x) p(x/6)/6. 

Finally define 

* PtS (x-y)iji (y)dy 
n n . 

x E: [O,n] 

with <Sn min(1/n,x1n-1/n,n-2-x1n,x2n-n+2,n-1-x2n)/10. We now show that ijin 

has the desired properties. Firstly ijin E C
00

([0,n]). The uniform convergence 

* of {ijin} to 1ji follows from the continuity of ijin , uniformly in n and in x and 

* the uniform convergence of ijin to 1ji as n + 00 • Finally properties (ii) and 

(iii) of Hn can be deduced for ijin from the fact that 1ji also satisfies them. 0 

Next we prove the following theorem 

THEOREM 4.3. P has a unique classical solution. Furthermore this solution 

also satisfies condition (*): 

lim u(x,t) = K 
x + 00 

for each t E (0,T]. 

PROOF. We rewrite the parabolic equation of Problem Pn as 

(4.4) ut = £(x+1/n)uxx + c(x,t)ux, 

where 

c(x,t) g(x) - un(x,t). 

From Theorem 4.1 we know that for all (x' ,t), (x",t) E Dn and for all n ;:>: ti.
0 

(4.5) 



54 

Now fix I ~ n0 ; (4.4) and (4.5) enable us to apply a theorem of GILDING [12] 
about the Holder continuity of solutions of parabolic equations and we 
obtain 

for all n ~ I and for all (x,t'), (x,t") E DI, with lt' ·-t"I s 1. Here the 
constant C depends on I but not on n. The set {un(x,t)}~=I is bounded and 
equicontinuous in DI and thus there exists a continuous function uI(x,t) and 
a convergent subsequence_{~(x,t)} with l\ ~ I such that ul\(x,t) + UI(x,t) 
as ~ + 00 , uniformly on DI. Then, by a diagonal process, it follows that 
there exists a function u(x,t) defined on D and a convergent subsequence, 
denoted by {u.(x,t)} such that u . (x,t) + u(x,t) as j + m, pointwise on D. J J 
Since this convergence is uniform on any bounded subset of D, the limit 
function u is continuous on D. 

It remains to show that u is a solution of P; to that purpose we shall 
proceed in two steps: firstly we show that u is a generalized solution of P 
in a certain sense and then we conclude that it is in fact a classical solu­
tion. We shall say that u is a generalized solution of P if it has the fol­
lowing properties: 

(4.6) 

(i) u is continuous and uniformly bounded in D; 

(ii) u(O,t) = 0 for all t E [O,T ] ; 

(iii) u has a bounded generalized derivative with respect to x in D; 

(iv) u satisfies the identity 

II [u~ - e:(xu -u)~ - (g-u/2 )u~ - ug'~]dxdt +I lji(x)~(x,O)dx=O t x x x 
D 0 

for all~ E c1 (o) which vanish for x = O, large x and t T. 

Let us check that u satisfies those properties. 

(i) We already know that u is continuous on D and furthermore, since 
u(x;t) = lim u . (x,t), we have that 0 s u S K. 

j+m J 
(ii) This property follows from a similar boundary condition in Pn. 
(iii) Let ~ be an admissible test function and let L ~ n0 be such 

that supp ~ c: 

for all (x, t) 

D • Since lu : I is uniformly bounded with respect to j ~ L L ]X 
E D, it follows that there exists a subsequence {(uj ) } and L k x 



a bounded function p E L
2

(DL) such that 

(4. 7) ((uJ. ) , 1;;) + (p, r;;) 
k x 

as. jk + co • 

+ co 

where (.,.) denotes the inner product in L
2

(DL). But since u. + u as 
Jk 

jk +co , uniformly on DL, we have 

(4.8) (u· ,r;; ) + (u,r;;x) 
Jk x 

+ co 
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Hence combining (4.7) and (4.8) we find that p is the generalized derivative 

of u. 

(iv) Since ujk is a classical solution of Pn it follows that 

(4.9) If [ujk<Pt- £((x+1/jk) (ujk)X- ujk)cj>x- (g-uj/2lujkcj>X- ujkg'cj>]dxdt 

DL 
L 

+ J 
0 

~j (x)cj>(x,O)dx = 0 
k 

The sequences {ujJ and {ujk
2

} converge to u and u
2

, respectively, strongly 

in L
2 (DL) as jk +co. Furthermore since (ujk)X is uniformly bounded we have 

Thus ·letting jk + co we obtain (4.6). Because cj> has been chosen arbitrarily, 

we may conclude that u is indeed a generalized solution of P. 

It remains to show that u is a classical solution of P. One can do it 

by using a classical bootstrap argument (see for example GILDING & PELETIER 

[13]) to show that for whatever n,L > 0 there exists a(n,L) E (0,1) such 

that 

(4.10) u E c2+a ((n,L) x (n,T)) 



56 

where a and lul~~ may be estimated independently of T. In particular 
c2+a 

u E C
2

' 1
(D) nC(D). 

Since furthermore u and ux are uniformly bounded, u is a classical solution 
of Problem P and by theorem 3.5 it is the unique solution of P. 

Finally let us analyze the behaviour of u for large x; since we have 
0 s u s K and u ~ 0, u(oo ,t) = lim u(x,t) is well defined for all t E [O,T] x x--
and such that 0 s u(oo,t) s K. Next we show that u( 00 ,t) = K by constructing 
a time dependent lower solution for P. Consider the problem 

{ 
Ut = EXUXX + 

(4.11) ufa0 ,t> = 0 

u(x,0) = ljl(x) 

Since. u ~ 0 we have that x 

(K-u)u 
x 

Xo ~ g-1 (K) 

-1 for all x ~ g (K) • 

Thus a lower solution u of (4 . 11) with u ~ 0 is also a lower solution of x 
P on [x

0
,oo) x [O,T]. We search such functions ~ which satisfy furthermore 

~(oo,t) K - k for all t E [O,T] and with k E (0,K). 

llriting 

v K - ii 

this comes down to finding an upper solution vk of 

{ Vt = EXVXX + VVX 

vCx0 ,t) = K v(oo ,t) 0 

Next we look for such a function vk, also requiring that 
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Setting 

n x/ (t+1) 

one can easily derive that fk should be an upper solution for the boundary 

value problem 

~ { Enf" + (f+n)f' = o 

o. 

-1 
Let x

0 
> max(E,g (K)) and take 

One can check that indeed fk is an upper solution for problem ~ and conse­

quently that ~(x,t) = K - fk(x/(t+1)) is a lower solution for Problem P 

on the sector {t ~ 0, x ~ x
0

(t+1)} provided that x
0 

is large enough. Since 

k can be chosen arbitrarily in (0,K) it follows that u( 00 ,t) = K for all 

t < 00 • D 

4.2. The limiting behaviour as £ + O. 

In this section we study the limiting behaviour of the solution u of 

P as £ + O. To begin with we consider the following hyperbolic problem 

ut = (g(x)-u)ux 

u(x,O) = ljl(x) 

in D 

for all x E (0,oo) 

and make some heuristic considerations about the solution u of Problem H; 

they are due to WILDERS [23]. One possible configuration of g and 1jl is 

drawn in Figure 1; the corresponding characteristics are represented in 

Figure 2. 
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y 

Fig. I 

Fig. 2 

x 

Their equations are 

dx 
dt = -(g(x)-.ljJ(x(O))) . 

Along those characteristics u is constant, i.e. u = ljJ(x(O)). Also since 

ljJ(O) = 0 it follows that the line x = 0 is the characteristic passing through 

the point (0,0) and consequently that 'ii' automatically satisfies a boundary 

condition of the form 'i:i'(O,t) = 0. Next we deduce from the fact that 1jJ is 

nondecreasing that two characteristics do not intersect. Suppose that there 

exist two characteristics, issuing from the points x = a and x = b (a < b) 

on the initial line, intersecting each other at the point (x,t) 

* 
* * (x ,t ) . 

Then if they would intersect transversally, we would have -(g(x )-ljJ(a)) > 

* -(g(x )-ljJ(b)) and hence ljJ(a) > ljJ(b) which is impossible. Now if the charac-

* * teristics wo'uld be tangent to ea·ch other ·,at the point (x , t ) we would have 
* * -(g(x )-ljJ(a)) = -(g(x )-ljJ(b)) and consequently ljJ(a} = ljJ(b); both character-

dx istics would then be described by the same differential equation dt = 
-(g(x)-ljJ(a)) which, by the standard uniqueness theorem for ordinary differ­

ential equations, implies a = b. Finally we conclude that since the initial 



condition $ is continuous and nondecreasing, no shock wave can occur and 

u(•,t) is continuous at all times. 
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In [19] OLEINIK proved existence and uniqueness of the generalized 

solution of Cauchy problems and boundary value problems related to Problem 

H; but since the boundary line x = 0 is a characteristic for H (which is 

reflected in the relation g(O)-u(O,O) = O), Problem H does not satisfy all 

the assumptions made in [19]. This leads us to give here a proof of the 

existence of a solution of Problem H, by showing that the solution u of 

Problem P tends to a limit as E + O; the uniqueness is a consequence of [19]. 

Following lemmas 18 and 19 from [19] we say that u is a generalized solution 

of H if it satisfies 

(i) u is bounded and measurable in o , 

(ii) 
;cx

1 
,t) - ;:;-cx

2
,t> 

$MW for all points Cx 1 ,t) ,Cx2 ,t) ED 

(iii) u satisfies the identity 

(4.12) ff [u <Pt- (g-u/2)u<j>x- ug'<j>]dxdt + f $(x)<j>(x,O)dx 0 

D 0 

for all <PE c 1(o) which . vanish for large x and t T. 

Next we shall prove the theorem 

THEOREM 4.4. The solution u(x,t) of P tends uniformly on all compact sub­

domains of D to a limit u as E + O, where u is the unique generalized solu­

tion of H. The function u is furthermore continuous, nondecreasing in x at 

all times t E [O,T] and satisfies the boundary conditions u(O,t) = 0 and 

u(oo,t) = K. 

Before proving theorem 4.4 let us introduce a class of upper and lower 

solutions for Problem P which depend neither on E nor on time. They will turn 

out to be very useful both to prove that u(00 ,t) K in theorem 4.4 and to 

study the asymptotic behaviour of u as t + 00 in the next sections. Next we 

define 

and 
-\) 

:= max(0,\(1-(x/x1l )) 
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where the constants AE [O,K], v > 0 and x
1 

> 0 are chosen in the following 

manner: 

(a) if E · ~ g (oo) , .we choos e x
1 

> 0 s o that 

then A > 0 so that 

and finally v > 0 so that 

(4.13) v $ 

(b) if E ~ g( 00), we set A= 0, which amounts to settings _ 0. 

It is easily seen that s- satisfies the inequality 

for all x E [0, 00 ) \ {x
1}, £ E (0,E). 

Thus if E < g( 00), given any X <AO= min(g( 00 ) - E,K), one can find x
1 

and v 
satisfying (4.13) and such that =-~.,~,i 1 ,v) s ljJ. Applying the comparison 

theorem 3.4 we deduce that s - (., A,x
1,v) $ u (and thus that AO $ u(oo,t) for 

all t s oo). Similarly one can check that u $ s+. 

PROQF of 'l'heorem 4.4. The uniqueness of the solution of Problem H can be 

proven along the same lines as in the proof of Theorem 1 and Lemma 21 of 

[19]. Next we show its existence. Fix I ~ 1. Since u and u are bounded x 
uniformly in E we deduce from GILDING [12] that u is equicontinuous on DI; 

thus there exists a subsequence {uE }:-I of u and a function uI E C(DI), 
n - -

such that uEn + uI as En ~ 0 uniformly in DI and such that for all A < K, 
one can find x

1 and v satisfying (4.13) and s-(.,A,x
1

,v) s uI(.,t) s s+(.). 

Then by a diagonal process, it follows that there exists a bounded continu­

ous function u and a converging subsequence denoted by {uE } such that 
k 

uEk + u as Ek ~ 0, pointwise on D and uniformly on all compact subsets of D. 

Since 0 $ (uE ) $ M,
1
,, u i s nondecr easing in the x-direction and satis fie s k x 'I' 
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(ii); uEk(O) = 0 implies the same property for u. The boundary condition 

u(oo,t) = K follows from the inequalities s-(.,A,x
1

,v) $ u(.,t) $ s+(.) for 

all A < K. 

It remains to show that u is a generalized solution of H. Let~ E c 1 (i5) 

vanish for large x and t = T and let L ~ 1 be such that ~ vanishes in the 

neighbourhood of x = L and for x > L. Because the functions u are classical 
Ek 

solutions of P, we have 

L 

+ f 1ji (x) ~ (x,O) dx 0 

0 

Now letting Ek+ 0, we deduce that u satisfies (4.12); because~ has been 

chosen arbitrarily we conclude that u is indeed the generalized solution of 

H and that {uE} converges to u a s E + 0. D 

5. ASYMPTCYI'IC STABILITY OF THE STEADY STATE 

Adapting a method aue to ARONSON & WEINBERGER [2] we investigate the 

stability of the solution 0 of Problem P
0

. To that purpose we consider the 

solution u of the corresponding evolution problem P; since its dependence 

on 1ji plays a central role in what follows, we denote this solution by 

u(x,t,iji). We show that for all the functions 1ji satisfying the hypothesis Hiji 

given in the introduction we have that 

u(x,t,iji) + 0 (x) as t + 00 • 

To begin with we prove two auxiliary lemmas. 

LEMMA 5.1. 

(i) Let E < g(00 ) and 5:.,~ 1 ,v satisfy (4.13). The function 

u(x,t,s-(.,X,x1
,v)) is nondecreasing in time and such that 

(5 .1) lim u(x,t,s-c.,X,x
1
,vll 

t+oo 
~x<xl 
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where ~X.is the unique solution of 

(5.2) 
{ e:x~" + (g(x) - ~)~' 

~(0) 0 ~(oo) 

0 

(ii) The function u(x,t,s+) is nonincreasing in time. Furthermore 

(5.3) lim u(x,t,s+) = !11. 
t-l<X> 

PROOF. First note that it follows from the proofs in section 4 that Problem 
P with initial value s-(x,~,x 1 ,vl has a unique classical solution 
u(x,t,s-c.,X,x

1
,v)) with u(oo,t) = X for all t s oo. Applying repeatedly the­

orem 3.4 one can show that u(x,t,s-c.,X,x
1
,v)) is nondecreasing in time and 

that u(x,t,s+) is nonincreasing in time; it also follows from theorem 3.4 
that 

and that 

u(x,t,s+) 2' !11Cx). 

Now for each x, u(x,t,s-c.,X,x
1

,v)) is nondecreasing in t and bounded from 
above. Therefore it has a limit T-(x) as t + 00 and one can use standard 
arguments (see for example ARONSON & WEINBERGER [2]) to show that 
,- E c

2
+a((0, 00 )) n C([O,oo)) and satisfies the differential equation in (5.2) 

and the boundary conditions ,-(0) = O and ,-( 00
) = A. Finally since ~~ is the 

unique solution of Problem (5.2) we have that ,- = ~~· Similarly one can 
show that u(x,t,s+) converges to a function,+ E c

2
+a((0, 00)) n C([0, 00 )) 

which satisfies the steady state equation, the boundary condition T+(O) = 0 
and the condition !11(00) ~ T~oo) S K. The fact that ,+( 00 ) = !11( 00 ) follows from 
[6, Lemma 5.1]. Consequently,+= !11. 

LEMMA 5.2. ~X is an increasing and continuous function of X. More precisely 

if x1 "' ~2 we have 



PROOF. Let m <Px 
1 

<Px • It satisfies the differential equation 
2 

e:xm" + (g-<P· )m' - cp~ m 0 
Al A2 
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and the boundary conditions m(O) = 0 and m(oo) Al - X2 ~ 0. Suppose that m 

attains a negative minimum at a certain point~ E (0,oo); then m(~) < O, 

m' (~) = 0 and m" (~) ~ 0 which is in contradiction with e:~m" (~) = <PX
2 
(~)m(O. 

Thus m ~ 0. In the same way one can show that m cannot attain a positive 

maximum which implies m ~ X
1 

- X
2

. 

Finally we are in a position to prove the following theorem 

THEOREM 5.3. Let 0Cx) be the solution of Problem P
0

. Suppose ~ satisfies the 

hypothesis H~, then for each x ~ 0 

lim u(x,t,~) 
t-+«> . 

0(x). 

I.f e: ~ g(00 ) - K, the convergence is uniform on [0, 00); if e: > g( 00 ) - K, it 

is uniform on all compact intervals of [O,oo). 

PROOF. Since the functions u and ux are bounded uniformly in t, we apply the 

Arzela-Ascoli theorem and a diagonal process to deduce that there exists a 

function TE C([0, 00)) and a sequence {u(tn)} with u(tn) = u(.,tn'~) such 

that u(tn) + T as tn + oo, uniformly on all compact subsets of [O,oo). Let 

e: < g( 00); then for each X <AO= min(g(oo)-e:,K) one can find v and x1 satis­

fying (4.13) and such that s-(.,X,i
1

,v) ~ ~. Applying Theorem 3.4 we obtain 

(5.4) u(x,t,s-c.,X,i1,v)) ~ u(x,t,~) ~ u(x,t,s+). 

Letting t + 00 in (5.4) and applying lemma 5.1 we obtain 

Next we deduce from lemma 5.2 that 

for all X < AO 
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and thus 'that T 0. If E ~ g( 00 ) then the inequalities 

0 $ u(x,t,~) s u(x,t, s+) 

imply 

0 $ T $ 0 0. 

Thus also in this case we have that T = 0. Finally we conclude that as 

t + 00 , u(.,t,~) converges to 0, uniformly on all compact intervals of [0, 00). 

This convergence result can be made slightly stronger in the case that 

E $ g(00 ) - K : since then 0( 00)= Kand since u is nondecreasing in x one can 

apply Lenma 2.4 of DIEKMANN [ 5 ] to deduce that the convergence is uniform 

on [0, 00). D 

6. RATE OF CONVERGENCE OF THE SOLUTION TOWARDS THE STEADY STATE 

In this section we analyse the rate of convergence of the solution u 

of P towards its steady state 0. The results which we are able to derive 

depend strongly on the behaviour of g as x + 00 • If g tends to infinity fast 

enough, we can prove exponential convergence with a certain weighted norm. 

In the more general case when E < g( 00 ) - K we find that the solution con­

verges algebraically fast towards its steady state on all finite x-intervals. 

No results are available in the case E ~ g( 00 ) - K, which coincides with the 

physical situation when some (or all the) electrons escape to infinity. 

We write 

u(x,t,~) 0(x) + v(x,t). 

Then v satisfies the problem 

{ 
V = EXV +(g-0)vx - 0'v - vv t xx x 

(6.1) v( O ~t) 0 

v(x,O) ~(x) - 0(x). 



Now let us make the change of function 

x 

v(x,t) exp(- J 
0 

g(I,;) - 0 (1,;) di,;) v(x,t). 
2£1,; 

Problem (6.1) becomes 

(6.2) 

where 

and 

! 
vt e:xv - q(xJv + h(x,v,v J 

xx x 

:(0,t) = 0 

v(x,0) exp 

x 

( J g(l,;)2~:(1,;) dr,;)(ijJ(x) - 0(x)) 

0 

q(x) 
2 

(g(x) - 0(x)) + g' (x) + 0' (x) 
4 EX 2 

g(x) - 0 (x) 
2x 

h(x,v,v J 
x 

x 

-exp(- J g( r; ) - 0,( 1'; ) di';) v(v -~ - 0(x) v). 
2£1'; j X 2EX , 

0 

In particular, there exists M > 0 such that 

!h(x,v,v J 1 :.; M(Hvll 2 + R'V n2 i 
x x 

0 < x < 

where the notation l ·I indicates the sup-norm. 

In what follows we shall distinguish two cases: (i) the case when 

li~nf q(x) = o > O : this is so if g(x) ~ c
0 

Ix for all x ~ x2 for some 

positive constants c
0 

and x
2

; (ii) the case when lim inf q(x) = O. 
x--

6.1. Case when g tends to infinity at least at fast as Ix for x + oo 

The theorem we give next is very similar in its form and in its proof 

to a theorem of FIFE & PELETIER [10]. 

THEOREM 6.1. Suppose that there exist constants x
2

,c
0 

> 0 such that 

(6.3) for all x ~ x
2

, 
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then there exist positive constants o,µ,C such that if 

then 

~exp( J g(r,)2:t(r,) dr,) (ljl~ 0l~ $ o 
0 

g(r,)- 0 (r,) dr,) (u(.,t,ljl)-0J! $Ce-µt 
2£r, 

where the notation~-~ indicates the sup-norm. 

t ~ 0 

PROOF. To begin with we note that with the hypothesis of Theorem 6.1 we have 

that v( 00 ,t) = 0 (since £ < g(oo)-K) or equivalently 

x 

1 . ( J g(r,) - 0(r,) im exp . -
2 x->o> \ Er, 

0 

dr,) ~(x,t) = 0. 

Next let us consider the boundary value problem 

(6.4) 

where 

Exw"- (q(x)+>dw = -9(0'(R)+\)min(°0(x),(x/R)-vo 0(R)) 

w(O) 0 

0(x) 

.X 

exp( J g(l;:)- 0 (r,) di;) 0(x). 
2£r, 

0 

The right hand side of the differential equation in (6.4) has been chosen in 

a special manner so that one can exhibit upper and lower solutions for a 

problem closely related to (6.4); more precisely we shall prove in the ap­

pendix that this problem has at least one solution w E c2
([0,oo)) with w,w' 

and w" bounded such . that 

0 < w(x) $ min(0(x),(x/R)-v0 °0(R)) 

for all constants v
0 

> 1 provided that the constants 9 E (0,1), R > 0 and 

>. < O satisfy certain conditions. We adjust 9 such that Uwll + Uw•ll $ 1. 

We are now in a position to prove theorem 6.1. Let 

-µt z(x,t) = 8(w(x) + y)e , 
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in which · B, y andµ are positive constants still to be determined, and let 

Mz = £xz - q(x)z+ h(x,z,z ) - z . 
xx x t 

(i) The function q is positive for x near zero and, because of con­

dition (6.3), also for large x; thus there exists q
0 

> 0 and ~ 1 .~ 2 E (0, 00 ) 

such that 'q
0 

= min{q(x): x E [ 0,~ 1 J u [ ~ 2 , 00)} is positive; therefore 

-µt - 2 
Mz s Be ( (A+µ)w+ y(-q

0
+µ) + Mf3 {1+y) ) 

Choos·e 

assume that y is known (we shall specify it later) and choose 

B 
Y <Cfo-µ> 

2 
M(l+y) 

Then Mz s 0 for all x E [ 0,~ 1 1 u [ ~ 2 , 00 ) and t ~ 0. 

(ii) Let ~l s x s ~ 2 ; since w(x) > 0 on (0, 00 ) and since w is continu­

ous we have 

m = min{w(x) : ~l s x s ~ 2 } > O. 

The ref ore 
-µt 2 

Mz s Be ((A+µ)m+ y(-q+ µ) +MB(l+y) ) 

where q is an arbitrary constant such that 

q < min{q(x) X E[O,oo)}. 

Hence 

Therefore if we choose 

y 

we have 

Mz s o 
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Thus for·the above choice of S, y andµ the function z is an upper solution 

of the equation /vfV = 0. Let 

where o 

sup v(x,0) ::; 0 
[O ,oo) 

Sy. Then 

v(x,O) ::; z(x,0) 

and hence by theorem 3.4 

v(x,t)::; z(x,t) 

for all x E [O,oo) 

for all x E [O,oo), t ~ 0. 

In a similar manner one can show that if 

inf v(x,O) ~ -o 
then 

[O ,oo) 

v(x,t) ~ -z(x,t) for all x E [0, 00), t ~ 0. 

Hence if 

llv(.,O) II ::; 0 

then 

live. ,till ::; Ce 
-µt 

where we define 

c S(l+y) = (1+1/y)o. D 

6.2. Algebraic decay rate in the case that £ < g( 00 ) - K 

Provided that £ < g( 00 ) - K and that the initial function w converges 

algebraically fast to K as x + oo, we prove that the solution u of P con­

verges algebraically fast to the steady state solution 0 for all finite 

values of x. To that purpose we show that a certain weighted space integral 

of the function Ju-0JP, for some integer p ~ 1, decays algebraically in 

time; a similar proof, with exponent p = 1, has been given for example by 

van DUYN & PELETIER [ 9] . 



THEOREM 6.2. Provided that£ < g(00 ) - Kand that ijJ ~ s-(.,K,x
1

,V) f or some 

x1
,v satisfying (4.13) with A= K, we have that 

(6.5) f (g' (x) + (p-1) 0' (x)) lu(x;t,ijJ) - 0(x) Ip dx s 

0 

for all t > 0 and p = [ 1/ v] + 1. 

PROOF. Since lv(x,t) IP s (s+(x) - s-(x,K,x
1
,v))P, it follows that 
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J~ (v(x,t))pdx is defined for all t ~ 0. If p ~ 2 let us multiply the differ­

ential equation in (6.1) by ~-land integrate with respect to x; we obtain 

d~ f 
0 

vP dx 
p [£XVX ~-l J: -r£ v: J: -E(p-1) f ~-2 (vx) 2 

dx 

0 

+[gv:fo f p r p ~+1 Joo 
( g I + 0 I (p-1)) ,;:__ dx - 0 ,;:__ + -- • 

P L P p+l 0 
0 

Since v tends to zero at least as fast as x-v as x + co, the equation above 

can be written in the s_impler form 

(6.6) d~ f ~ dx = r£XV ~-l]oo - E(p-1) f 
P L x 0 

0 

- f 
0 

0 

vP 
(g' + 0' (p-1) )- dx. 

p 

Now let us define the functions v+ and v- as the solutions of (6.1) with 

initial values v+cx;o) = s+(x) - 0(x) and v-(x,O) = s-(x,K,x1 ,~ - 0(x) re­

spectively. By Theorem 3.4 we know that v+ ~ 0 and v- s 0. Furthermore it 

follows from Lemma 5.1 that v+ is nonincreasing in time and v- nondecreas­

ing. Of course both v+ and v- satisfy (6.6) and in order to simplify this 

expression we use the following lemma which we shall prove later. 

LEMMA 6.3. Let£ < g(oo) - K. Then lim x0'(x) = O. If furthermore 
X+oo 

ijJ ~ s-(.,K,x
1

,V) for some x:
1
,v satisfying (4.13) with A= K (we sup-

pose furthermore' that v > 1 if £< (g(00 ) - K) /2 ) and ijJ E c1,a( [ x3 , 00 )) for 
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some a,x3 > 0, then lim xux(x,t) = 0 for all t E (0,oo). 
x-+<><> 

From Lemma 6.3 and formula (6.6) we deduce that v+ satisfies 

00 

d I (v+)P I - -- dx = -£ (p-1) 
dt p I 

(v+)P 
(g' + 0'(P-lll-P-dx. 

0 0 0 

If p similar calculations yield 

d~ I v+ dx -I g•v+ dx. 

0 0 

Since 0 < g' (x) < g' (0) and 0 < 0' (x) < 0' (0) we have for all p ? 

I (v+(x,t))p dx ? 
1 

I (g' (x) 
g' (0) + (p-1) 0' (0) 

0 0 

+ (p-1)0' (x)) (v+(x,t))P dx 

and thus 

I (g' (x) + (p-1)0' (x)) (v+(x,t) )P dx s 

0 
t 

(g' (O)+(p-1).0' (0) l J (v+(x,o))P ax 

0 

- (g' (0) + (p-1)0' (0)) I dT I (g' (x)+(p-1)0' (x)) (v+(x,T))Pdx. 

0 0 

In what follows we apply the following lemma that we shall prove later. 

LEMMA 6.4. Let y E C( [ 0, 00)) with y' E L1 ((0, 00 )) and y' S 0 such that 

t 

(6.7) 0 S y(t) .S N-M I y(T)dT 

0 

for some constants N ? 0, M > O. Then 

(6.8) y(t) S N/(Mt). 

Since the function f~ (g' (x) + (p-1) 0'(x)) (v+(x,t) )P dx is continuous and 

nonincreasing (because v+ is nonincreasing), we deduce from Lemma 6.4 that 
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J (g' (x) + (p-1) 111' (x)) (v+(x,t) )pdx !> ( J 
p \; (v+(x,O)) dxj t. 

0 0 

Similarly one can show that 

J (g' (x) + (p-1) 111'(x)) (-v-(x,t) )pdx !> ( I (-v- (x,0) )pdx) It. 

0 0 

Formula (6.5) is then deduced from the fact that 

iv(x,t) Ip 5 max( (v+(x,t) )"f'., (-v- (x,t) ·)P) S (v+ (x,t) )P+ (-v- (x,t) )P. D 

PROOF of Lemma 6.3. We first show that lim x111'(x) = 0. Since 
}{-+<» 

x 

£x111' (x) £0(x) - f (g(r,;) - 0(r,;JJ111' (r,;)dr,; S £K, 

0 

we have 

0 !> x111' (x) !> K. 

Furthermore 

(x111'l I x111" + 111' - g-l1I-£ 111' s 0 
£ 

for x large enough. 

Since the function x111' is bounded and decreasing for large x, we deduce 

that there exists E E [O ,K] such that 

lim xizS' (x) E 
x..,..,, 

which implies 

111Cxl ~ E ln x + C as x -+ 00 • 

Since 

lim 111(x) K 
x..,..,, 

we deduce that E 0. 
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Next we show that~!;! xux = 0 by making use of Bernstein's argument, 

in a similar way as in ARONSON [1] and PELETIER & SERRIN [21]. 

Let 

Rn (n/2, 3n/2) x (O,T], n > 3x
3 

and let 

4>(r) Nr(4-r)/3 

where N = s~ u- ~ u. The function q, increases from 0 to N as r increases 

from ·o to 1. Note that q,' (r) = 2N(2-r) /3 > O and 4>" (r) = -2N/3 < 0 and define 

a new function w such that 

u = inf u + q,(w). 
R 

n 

Then w satisfies the differential equation 

Set p wx and differentiate the last equation with respect to x; we get 

(r_)' 3 
4>' p 

+ (g-4>-inf u)px + (g'-4>'p)p 

Rn 

and thus 

(6.9) 

+ (g-4>-inf u+ e:)pp + g•p
2 

-- x 
Rn 

Let R * = (3n/4, Sn/4) x (O,T] and let s = 
n 

2 2 2 2 
1-4(x-n) /n . Set z = s p . 

(i) 

have 

If z attains its maximum value at the lower boundary of Rn we 

sup z $ z (x,0) 
R * 

n 

where x E [n/2,3n/2]. 
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Hence 

sup 1;lw Is 1;(x)lw (x,O>I. 
R * x x 

n 

Since 1; ~ 3/4 in (3n/4,Sn/4) and since ux = $'(w)wx we find 

sup lu I 
R /t x 

S 4 sup $ 
1 

I 1J!' (~) I s 8 I 
) inf $' M1J! 3 · 

n 

(ii) If z attains its maximum value at an interior point (~ 1 t) of R 
n 

we have at that point 

0 
(6.10) 

The last inequality can be cast in the more explicit form 

r2 (L (p2) .t ) ( 1 2 2 n 2 4 I 2 2 " ., - Exppxx ~ Ex 1; p + 1;1; p + 1;1; ppx + 1; px) . 

Using (6.9), (6.10) and the inequality 

we obtain 

2 ($")' 4 
-1; £ \v p s ( $" ~ 1'.'.. - ~ ·) 3 -2£1;1; I v + £ X <Ii I X $ p 

Since (~)' s -1/4, this implies 

where the Ci•s are positive and depend only on N and n. Since 
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2 4 z; p 

2 

c2 2 
+ -4-p 

it follows that 

Therefore 

z(x,t) s max (z (x,t)) 
R 

n 

l:i max Jw J s 4 C
3 

I 3. 
Rn* x 

Finally, ux ~· (w)wx and ~· s 4 N/3 imply that 

l:i 
max Ju J $ 16N c3 /9. 
RT x 

n 

Note that N s Rup(K-s-(x,K,x1,v)) (which behaves as x-v where v > 0) is 

furthermore sucir that v > 1 if £ < (g(oo)-K)/2 . 

Thus 

(6.11) max Ju J 
-- x 
R * n 

S 16 C~ sup (K-s-(x,K,x
1
,v)) /9. 

Rn 
If £ < (g (00 )-K) /2, c

3 
is bounded uniformly in n and we deduce that xux tends to 

zero as x + oo. If on the other hand (g(oo)-K)/2 s £ < g(oo)-K, then we only 

have that v > O in (6.11) and sup (K- s-(x,K,x
1 
,v)) tends to zero as x + 00 

but then c~ tends to zero as % 1/x when x + 00 which also yields the 

result. 0 

PROOF of Lemma 6.4. Integrating by parts we get 

t t 

f y(T)dT 

0 

= ty(t) - f Ty'(T)dT ~ ty(t). 

0 

Also we deduce from (6.7) that 

t 

f y(T)dT S N/M 

0 

and thus (6.8) follows. 0 



Next we deduce from theorem 6 . 2 that there is also pointwise conver­

gence. More precisely we prove the following theorem. 

THEOREM 6.5. Provided that E < g( oo)-K and that w ~ s-(.,K,x
1

,v) for some 

x
1 
,V satisfying (4.13) with A = K, we haite that 
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(6 . 12) II (g' (.) + (p-1)0' (.)) l/p (u(.,t,w>-0>U s c /tl:ip 
E 

for all t > 0 

and p 

(6.13) 

[ 1/vJ + 1, where 

c 
E 

In particular, if E < (g(00 ) - K) / 2 and v > 1, then p 

and (6.13) simplify. as follows 

1 and formulas (6.12) 

(6.14) Hg•(.) (u(.,t,W) - 0>11 s c//t for all t > 0 

where 

c [ 2 ( (g' (0)) 
2 

+ K sup 
XE[ 0, 00 ) 

I g" (x) I) f (s+ (x) - s- (x,K,x1 ,v)) dx t. 
0 

PROOF. To prove Theorem 6. 5 we need the following auxiliary lemma: 

LEMMA 6.6. Let ~ be defined for 0 s x < 00 and satisfy the conditions 

then 

(i) ~(x) ~ 0 and ~( 0 ) = O; 

(ii) ~ is Lipschitz continuous with constant l; 

(iii) f~ ~(x)dx s N, 

sup 
0Sx <00 

I~ (x) I s liNl. 
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We omit here the demonstration of this lemma since the main ideas of the 

proof are given in the proof of Lemma 3 of PELETIER [20]. 

Now let us apply Lemma 6.6 to the function (g'+ (p-1)0') lu-0lp; it is 

nonnegative, equal to zero at the origin and its derivative is continuous 

by parts and bounded by 

sup lg" (x) I} 
xdO , co) 

at ·all points where it is defined. Finally the bound on its integral is 

given in theorem 6.2. Inequality (6.12) follows. D 

6.3. Asymptotic behaviour of the solution u of the hyperbolic problem H 

as t +"' 

THEOREM 6. 7. Let 1ji satisfy Hlji and be such that 1ji ~ s-(. ,K,x
1 

,V) for some 

x
1 

> 0, v > 1 satisfying (4.13) with A= Kand define °0(x) = min(g(x),K). 

Then 

llg'(.J(u(.,t,wl-·~-,11 s c/lt for all t > 0 

where C is the constant defined in Theorem 6.5. 

PROOF. Let e E (0, (g("') - K)/2) + 0 in inequality (6.14), note that the 

constant C does not depend in e and use the fact that 0 converges to 0 
uniformly on [0, 00 ) as e + 0 (see [ 6]). 0 

APPENDIX 

In what follow9 we shall prove the following theorem: 

THEOREM Al. There exists 6 E (0,1), R > 0 and A< Osuch that the Cauchy 

Dirichlet problem (6.4) has at least one solution w E c2
([0, 00)) with 

w, w' , w" bounded and 

"" 0 < w(x) s min(0(x), (x/R)-vO j(R)) for all x E (O,co). 
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PROOF. Let n ~ 1 and consider the boundary value problem 

(Al) £(x+~) w"- (q (x)+/..)w=-8(0'(R)+/..)min(0 (x),(x/R)-v00 (R)) n n n n 
(A2) w(O) = 0 

where 

0 (x) 
n 

and 

~(x) 

x 

( I g(l;)-0(1;) dr) rl(x) 
exp 2£(1;+1/n) ' P 

0 

2 
(g (x) -0 (x)) 

4£(x+1/n) 
g' (x) +0' (x) _ g (x) -0 (x) 

+ 2 2 (x+l/nl 

v
0 

> 1 is arbitrary and where the constants e E (0,1), R > 0 and 

>. E (-0' (R),O) satisfy some additional conditions which will be given later. 

Obviously zero is a lower solution for the differential equation in (Al). 

We shall now construct an upper solution. Firstly we deduce from the asymp­

totic behaviour of g that there exists R1 ~ 1 and q
0 

> 0 such that qn(x) ~ 

2q
0 

for x ~ R1 . Also if>.> max(-q
0

,-0'(R)) and e < (q
0
+t..)/(0'(R)+t..), then 

the function (x/R)-vO 0 (R) is an upper solution of the differential equa-
n 

tion (Al) for x ~ R := max(R
1

,2£v
0

(v
0
+1)/q

0
). Next we note that 0n is an 

upper solution of (Al) on [O,R] and thus that min(0n(x),(x/R)-v0 0n(R)) is 

an upper solution of (Al) on [ O,oo). Finally we conclude that there exists 

at least one solution w E c2
([ 0,oo)) of (Al), (A2) [3, Theorem 1.7.1], 

n 
such that 

which, since 0n s 0, implies that 

Furthermore the inequalities (A3) and 

(A4) J~(xll 
2 

s i:l:!L_ + g'+0' 
4£X 2 
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yield, together with (Al), 

lw" (x) I ~ C 
n 

for all x E [ O,oo) 

where C > 0 is independ.ent of n. Now let us integrate (Al); we get 

(AS) w~ (x) 

x 

w~(O) +I 
0 

(g (l;)+A)w (1;)-6(0' (R)-f ;\ )min(0 ( /; ), (1; / R)-vO 0 (R))dl; 
n n . n n 

E(/;+1/n) 

and using again (A3) and (A4) we obtain 

lw' (x) I ~ C 
n 

for all x E [ Q,oo). 

Using the Arzela-Ascoli theorem and a diagonal process, we deduce that there 

exists a function w E cl( [0 , 00 )) and a subsequence {wnk} of {wn} such that 

Wnk +was nk + 00 , uniformly in c 1 ([0, 00 )) on all compact subsets of [0, 00). 

Also setting n = nk in (AS) and letting nk + 00 , we deduce that w satisfies 

the differential equation 

(A6) Exw" - (q(x)+;\)w - e (0' (R) +;\) min (0 (x), (x/R) -vo 0 (R)) 

and the boundary condition 

w(O) O. 

It follows from (A6) that w E c2
((0, 00)) and since 

limw"1(x) = [ (0' (0) + ;\) w' (0) - 6 (0' (R) +;\) 0 • (0) ]/E 
x+oo 

we deduce that in fact w E c2
([0, 00)). Finally the strict inequality w > 0 

is proven by means of a maximum principle argument. 0 



79 

REFERENCES 

[1] ARONSON, D.G., Regularity properties of flows through porous media, 

SIAM J. Appl. Math., .!2. (1969), 461-467. 

[2] ARONSON,D.G. & H.F. WEINBERGER, Nonlinear diffusion in population 

genetics, combustion and nerve impulse propagation, Lecture 

Notes in Mathematics 446, Springer, New York, 1975, 5-49. 

[3] BERNFELD, S.R. & V. LAKSHMIKANTHAM, An Introduction to Nonlinear 

Boundary Value Problems, Academic Press, New York, 1974. 

[4] · coSNER, C., Asymptotic behavior of solutions of second order parabolic 

partial differential equations with unbounded coefficients, 

J. Diff. Eq.22_(1980), 407-428. 

[5] DIEKMANN, O., Limiting behaviour in an epidemic model, Nonlinear anal­

ysis TMA .!. (1977), 459-470. 

[6] DIEKMANN, O., D. HILHORST & L.A. PELETIER, A singular boundary value 

problem arising in a prebreakdown gas discharge, SIAM J. Appl. 

Math., 39 (1980), 48-66. 

[7] DUYN, C.J. VAN, Regularity properties of solutions of an equation 

arising in the theory of turbulence, J. Diff. Eq., 33 (1979), 

226-238. 

· [8] DUYN, D.J. VAN, On the diffusion of immiscible fluids in porous media, 

SIAM J. Math. Anal . .!.2_ (1979), 486-497. 

[9] DUYN, C.J. VAN & L.A. PELETIER, Asymptotic behaviour of solutions of 

a nonlinear diffusion equation, Arch. Rat. Mech. Anal., 65 (1977), 

363-.377 .. 

[10] FIFE, P.C. & L.A. PELETIER, Nonlinear diffusion in population genetics, 

Arch. Rat. Mech. Anal. 64 (1977), 93-109. 

[11] FRIEDMAN, A., Partial Differential Equations of Parabolic type, 

Prentice Hall, Englewood Cliffs, N.J., 1964. 

[12] GILDING, B.J., Holder continuity of solutions of parabolic equations, 

J. London Math. Soc. 13 (1976), 103-106. 



80 

[13] GILDING, B.J. & L.A. PELETIER, The Cauchy problem for an equation 

in the theory of infiltration, Arch. Rat. Mech. Anal. 61 (1976), 

127-140. 

[14] IL'IN, A.M. & O.A. OLEINIK, Asymptotic behaviour of solutions of the 

Cauchy problem for certain quasilinear equations for large values 

of time, Mat. Sb., 2.!_ (1960), 191-216. 

[15] IPPOLITO, P.M., Maximum principles and classical solutions for degener­

ate parabolic equations, J. Math. Anal. Appl. 64 (1978), 530-561. 

[16] LADY~ENSKAJA, O.A., V.A. SOLONNIKOV & N.N. URAL'CEVA, Linear and Quasi­

linear Equations of Parabolic Type, Translations of Mathematical 

Monographs Volume 23. Providence, R.I: American Mathematical 

Society 1968. 

[17] MARODE, E., The mechanism of spark breakdown in air at atmospheric 

pressure between a positive point and a plane; I: Experimental: 

nature of the streamer track; II: Theoretical: computer simula­

tion of the streamer track, J. Appl. Phys. 46 (1975), 2005-2015, 

2016-2020. 

[18] MARODE, E., F. BAS~IEN & M. BAKKER, A model of the streamer-induced 

spark formation based on neutral dynamics, J. Appl. Phys. 50 

(1979), 140-146. 

[19] OLEINIK, O.A., Discontinuous solutions of non-linear differential 

equations, AMS Transl. 26 (1963), 95-172. 

[20] PELETIER, L.A., Asymptotic behaviour of solutions of the porous media 

equation, SIAM J. Appl. Math.~ (1971), 542-551. 

[21] PELETIER, L.A. & J. SERRIN, Gradient bounds and Liouville theorems for 

quasilinear elliptic equations, Ann. Scuola Norm. Sup. Pisa 

Serie IV, v (1978), 65-104. 

[22] PROTTER, M.H. & H.F. WEINBERGER, Maximum Principles in Differential 

Equations, Prentice Hall, Englewood Cliffs, N.J. (1967). 

[23] WILDERS, P., private communication. 



CHAPTER 4 

HOW MANY JUMPS? 

VARIATIONAL CHARACTERIZATION OF THE LIMrT SOLUTION 

OF A SINGULAR PERTURBATION PROBLEM 

ABSTRACT 

81 

Using the theory of maximal monotone operators we describe the limit­

ing behaviour, as £ + O, of the solution y£ of the nonlinear two-point 

boundary value problem Ey" + (g-y)y' = 0, y(O) = 0, y(l) = 1, where g is a 

given function. 

KEY WORDS & PHRASES: singularl11 perturbed nonlinear two-point boundary 

value problem, maximal monotone operator, convex 

analysis 
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1. INTRODUCTION 

Consider the two-point boundary value problem 

Ey" + (g-y)y' 0, 

BVP 

y(O) 0, y(l) 1, 

where g E L2 = L2 (0,1) is a given function and y E H2 is unknown. As we shall 

show, there exists for each E > 0 a unique solution yE, which is increasing. 

We are interested in the limiting behaviour of yE as E f 0 . 

Motivated by a physical application we previously studied a similar 

problem in a joint paper with L.A. PELETIER [2]. Using the maximum principle 

as our main tool we were able to establish the existence of a unique limit 

solution y
0 

under certain, physically reasonable, assumptions on the func­

tion g. In some cases we could characterize y
0 

completely , in others, how­

ever, some ambiguity remained. 

Here, inspired by the work of GRASMAN & MATKOWSKY [4], we shall resolve 

this ambiguity by using a variational formulation of the problem. The method 

we use is based on the theory of maximal monotone operators. It has been 

suggested to us by Ph. Clement. 

During our investigation of BVP we experienced that it could serve as 

a fairly simple, yet nontrivial, illustration of concepts and methods from 

abstract functional analysis. In order to demonstrate this aspect of the 

problem we shall spell out our arguments in some more detail than is strict­

ly necessary. 

The organization of the paper is as follows. In Section 2 we prove, by 

means of Schauder's fixed point theorem, that BVP has a solution yE for each 

E > 0. Moreover, we show that BVP is equivalent to an abstract equation AE, 

involving a maximal monotone operator A, and to a variational problem VP, 

involving a convex, lower semi-continuous functional W. 

In Section 3 we exploit these formulations in the investigation of the 

limiting behaviour of yE as E f 0 . It turns out that yE converges in L2 to 
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a limit y0. Moreover, y
0 

is abstractly characterized as the projection (in 

L
2

) of g on V(A). We conclude this section with some results about uniform 

convergence under restrictive assumptions. 

In Section 4 we give concrete form to the characterization of y
0

. In 

particular we present sufficient conditions for a function to be y
0 

and we 
show, by means of examples, how these criteria can be used in concrete 

cases. The first part of the title originated from Example 4. 

In Section 5 we make various remarks about generalizations and limita­

tions of our approach. 
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2. THREE EQUIVALENT FORMULATIONS 

In order to demonstrate the existence of a solution of BVP, let us 

first look at the a uxiliary problem 

u" + (g-w)u' 0, 

u(O) 0, u(1) 1, 

where w E L
2 

is a given function. The solution of this linear problem is 

given explicitly by 

with 

x r; 

u(x) C(w) f exp(f (w( E; ) - g(E;))dl;)dt; 

C(w) 

0 0 

1 r; 

<f exp<f 

0 0 

-1 (w(E;) - g( E; ))dl;)dt; ) • 

From this expression it can be concluded that u' > 0 and 0 ~ u ~ 1. So if 
we write u = Tw, then T is a compact map of the closed convex set 
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{w E L
2 

I 0 S w S 1} into itself and hence, by Schauder's theorem, T must 

have a fixed point. Clearly this fixed point corresponds to a solution of 

BVP. Thus we have proved 

PROPOSITION 2.1 . For each £ > O there exists a solution y£ E H
2 of BVP. 

Moreover, any solution y E H
2 satisfies (i) y' > O and (ii) O s y s 1. 

The a priori knowledge that y' is positive allows us to divide the 

equation by y'. In this manner we are able to reformulate the boundary value 

problem as an equivalent abstract equation 

AE (I + EA)y g 

where the (unbounded, nonlinear) operator A: V(A) + L
2 

is defined by 

(2.1) Au 

with 

u" 
u' 

-(ln u')' 

(2.2) V(A) = {u E L
2 

I u E H
2

, u' > O, u(O) 0, u(l) 1}. 

PROPOSITION 2.2. The operator A is monotone. Hence the solution of AE (and 

BVP) is unique . 

PRC~F. Let u. E V(A) for i 
l. 

1,2 then 

(because z 1+ ln z is monotone on (0, 00); 

we write f $to denote J~ $(x)dx.) Next, 

0 $ E(Ayl -Ay2' yl -y2) = (g-yl -g+y2, 

Y1 = y 2• 0 

u' - ln u') (u' - u') ~ 0 
1 2 1 2 

note that here and in the following 

suppose £Ay. = g-yi' i = 1,2, then 
l. 2 

Y
1 

- y
2

l = -lly
1 

- y
2

11 and hence 

We recall that a monotone operator A defined on a Hilbert space H is 
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is called ma.ximal monotone if it admits no proper monotone extension (i.e., 

it is maximal in the sense of inclusion of graphs) • It is well known that 

A is maximal monotone if and only if R(I + E:A) = H for each E: > 0 (see 

BREZIS [1]). In our case, with H = L
2 

and A defined in (2.1), this is just 

a reformulation of the existence result Proposition 2.1. Consequently we 

know 

PROPOSITION 2. 3 . A is maximal monotone . 

In search for yet another formulation let us write the equation in the 

form 

-£(in y') I + Y - g Q 

1 
Hence, for any ~ E H

0
, 

E: J ~·(in y' + 1) + J ~(y - g) 0. 

Motivated by this calculation we define a functional W: L
2 
~ lR by 

(2.3) W(u) 

where 

(2.4) 'l'(u) { 
Ju• ln u' 

-'- 00 

ifu E V('I'), 

otherwise, 

and 

(2.5) VC'l'l {u E L
2 

I u is AC, u' ~ 0, u' ln u' E L
1

, u(O) 0, 

u( 1) 1} 

(here AC means absolutely continuous.) Also we define a variational problem 

VP Inf W. 
L2 

We note that the mappings z ~ z ln z and z ~ z
2 

are (strictly) convex (on 
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[0, 00 ) and (-00 , 00 ) respectively) and that W inherits this property because 

V('I') is convex as well. Hence VP has at most one solution. For further use 

we observe that the convexity of z t+ z ln z implies, for z ~ 0 and s > 0, 

the inequality 

z ln z - s ln s ~ (I + ln s)(z - s). 

PROPOSITION 2.4. y£ solves VP. 

PROOF. Firstly we note that y£ E V('I'). So for any u E V('I') 

W(u) - W(y£) £ I 
~ £ I ( I + ln y ' ) ( u ' - y ' ) 

£ £ 
(y -g)(u-y) 

£ £ 

0. D 

We recall that the suhgradient a'!' of the convex functional 'I' is defined 

by 

a'!'(u) 

A calculation like the one above shows that, for u E V(A) and v E V( 'I' ), 

'l'(v) - 'l'(u) ~ (Au, v - u). 

Hence A c a'!', but, since a'!' is monotone and A is ma:rimal monotone, we must 

have A= a'!'. Likewise it follows that aw = £A+ I - g. These observations 

should clarify the relation between VP and AE. 

One can show that 'I' (and hence W as well) is lower semicontinuous and 

subsequently one can use this knowledge to give a direct variational proof 

of the existence of a solution of VP. 

We sUllllllarize the main results of this section in the following theorem. 

THEOREM 2.5. The problems BVP, AE and VP are equivalent . In fact, for each 



£ > O, there exists y E V(A) which solves each problem and no problem 
£ 

admits any other solution. 

3. LIMITING BEHAVIOUR AS £ + 0 

The fact that y£ solves AE can be expressed as 

-I 
y£ (I + £A) g. 
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Subsequently, the observation that A is maximal monotone provides a key to 

describing the limiting behaviour. For, it is known from the general theory 

of such operators (see BREZIS [I, Section II.4, in particular Th. 2.2]) that 

lim (I+ £A)-lg= Proj 
£+0 

g, 

where the expression at the right-hand side denotes the projection (in the 

sense of the underlying Hilbert space, hence L2 in this case) of g on the 

closed convex set V(A), or, in other words, 

Proj g =. y0 
~ 

where y0 denotes the unique solution of the variational problem 

with 

Min __ w
0 V(A) 

Below we shall give a proof of this result for this special case, using 

techniques as in Brezis' book, but exploiting the fact that A is the sub­

differential of the functional ~. 

THEOREM 3. I . 

lim Uy£ - y0n o. 
£+0 
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PROOF. First of all we note that lly II $ I. We shall split the proof into 
e: 

three steps. 

~· Take any z E V(A) then from 

it follows that 

lim inf e: (~(y ) - ~(z)) ~ 0. 
e: .j. 0 e: 

~· By definition, 

0 ~ W(ye:) - W(z) 

Hence 

lim sup II g - y II 2 
$ II g - zll 2 , 

e: .j. 0 e: 
Vz E V(A). 

But then, in fact, the same must hold for all z E V(A). 

~·Since lly II s I, {y} is weakly precompact in L
2

• Take any {e:n} and 
~ e: e: 
y such that ye: ~ y in 12 , then 

n 

II g-yll 2 s lim inf II g-y II 2 
$ 

e: 
n + oo n 

lim 
n + 

2 sup II g-y II 
e: 
n 

Vz E 1/(A). 

Consequently y = y
0

, which shows that the limit does not depend on the 

subsequence under consideration. Hence ye:~ y0 • Finally, by taking z = y0 
in (*) it follows that in fact ye:+ y0 • D 

We note that 

V(A) = {u E 1
2 

I u is nondecreasing, 0 $ u $ I}. 
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So in general y0 need not be continuous (nor does it need to satisfy the 

boundary conditions). However it is possible, as our next result shows, to 

establish uniform convergence to a continuous limit at the price of some 

conditions on g. 

THEOREM 3.2. Suppose g E c1
' g(O) < 0 and g(l) > I. Then Yo E c and 

lim sup IY E (x ) - y0 (x) J = 0. 
E+O Os xs l 

PROOF. The idea is to derive a uniform bound for y'. We know already that 
E 

y' > 0 and we are going to 
E 

observe that g (O) - y (0) < 
E 

show that y' s sup g'. To this end we first 
E 

0 and g(I) -y (I) > O, which, combined with 
E 

the differential equation, shows that y"(O) > 0 and y"(I) < O. Hence y' 
E E E 

assumes its maximum in an interior point, say i. Next, differentiation 

of the differential equation followed by substitution of y"(i)= 0, y"'(i) s 0, 
E E 

leads to the conclusion that y'(i) s g'(i). The uniform bound for y' implies, 
E E 

by virtue of the Arzela-Ascoli theorem, that the limit set of {y } in the 
E 

space of continuous func tions is nonempty. Combination of this result with 

Theorem 3.1 leads to the desired conclusion. D 

In Section 4 we shall show that y
0 

can be calculated in many concrete 

examples. Quite often it will turn out that y0 is continuous (or piece­

wise continuous). This motivates our next result. 

THEOREM 3.3. Suppose y0 is continuous . Then yE converges to y0 uniformly 

on compact subset s of (O,I). 

PROOF. Let I c (O,I). be a compact set. Put B(E) = max{yE(x)-y0 (x) J x E I} 

and let i(E) E I be such that yE(i(E)) - y0 (i(E)) = B(E). Suppose 

lim sup .1.o B(E) = B > 0 and let {E } be such that B( E ) + B as n + 00 • 

ET n n 
Choose o E (O,o 1), where o1 denotes the distance of I to I, such that 

Jyo(x)-yo(~)J s i- B if Ix- ~ ! so . Also, choose no such that B( En) <! i- B 

for n ~ no. Then for x E Ci( En), i(En) + o] and n <! no the following in­

equality holds: 



90 

However, this l eads to 

lly 
E 

n 

2 
- y II 

0 

~YE (~( En)) - Yo(~( En)) + Yo(~( En)) - Yo(x) 
n 

1 
2 f3 . 

which is in contradiction with Theorem 3.1. Hence our assumption f3 > 0 must 

be false and we arrive at the conclusion that 

lim supE+O max{yE(x) - y0 (x) I x E I} $ O. Essentially the same argument 

yields that lim infE+O min{y£(x) - y0 (x) I x E I} ~ O. Taking both statements 

together yields the result. 0 

It should be clear that appropriate analogous results can be proved if 

y
0 

is piece-wise continuous . In Theorem 3.3 the sense of convergence is 

sharpened "a posteriori", that is, once the continuity of y
0 

is established 

by other means. Note that our proof exploits the uniform one-sided bound 

y' > 0. 
E 

4. CALCULATION OF Yo 

We recall that y
0 

is the unique solution of the variational problem 

minvww
0

, _where w
0

(u) ·= Hu-g11
2

• It is well known (for instance, see 

EKELAND & TEMAM [3, II, 2.1]) that one can equivalently characterize y0 as 

the unique solution of the variational inequality: 

(4. 1) find y E VITT such that (y - g,v -y) ~ O, Vv E 1/W. 

Already from the reduced differential equation (g -y)y' = 0, it can be 

guessed that y
0 

is possibly composed out of pieces where it equals g and 

pieces where it equals a constant. Of course, if Yo = g in some open inter­

val, g has to be nondecreasing in that interval. The characterization of 

y
0 

by (4.1) can be used to find conditions on the "allowed" constants. 



THEOREM 4.1. Suppose y E V(A) has the following property: there exists a 

partition 0 = x0 < x 1 < ••• < xn-l < xn = 1 of [0,1] and a subset L of 
{0,1, .•• ,n-1} such that: 

(i) if i i L then y(x) 

(ii) if i E L then y(x) 

xi+I 

g(x) for x E [x.,x. 1J, 
1. i+ 

Ci for x E [xi,xi+l] and 

f (Ci -g( E;)) df; <'. 0, Vx E [ x . , x . 
1 

] , 
1. i+ 

x 

x 

f <cc g(i:;))ds :5 o, Vx E [xi,xi+I ] ' 

x. 
1. 

x. 

if c. E [0, I), 
1. 

if c. E (0, I], 
1. 

( f i + 1 (C . (SO in particular , if Ci E Q,J), x. 1. - g(f;))df; 0). 

Then y = Yo· 
1. 

PROOF. According to (4.1) it is sufficient to check that 

I(v) = J (y - g)(v - y) <: O, Vv E V(A). 
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In fact it is sufficient to check this for all V E V(A) n HI (since this set 

is dense in V(A) and I is continuous). We note that I(v) = Ei EL Ii(v), where 

xi+I 

Ii(v) f (Ci - g(E;))(v(E;) - Ci)dE;. 

x. 
1. 

If c. 0 then 
1. 

xi+l xi+l xi+I 

Ii(v) -v(xi) f g(E;)df; - f v' (!';) J g(x)dxd f; <'. o. 
x. x. E; 

1. 1. 

If c. E (O, I) then 
1. 

xi+I xi+I 

Ii(v) f v'(E;) f (C. 
1. 

- g(x))dxd f; <'. o. 
x. E; 

1. 

If c. I then 
1. 
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xi+I xi+I 

Ii(v) (v(xi+I) - I) J (Ci - g( ~ ))d~ - I v' (~) 

x. x. 
I. I. 

1 
x. 

I. 

Hence indeed I(v) ~ O, Vv E V(A) n H
1

• D 

The sufficient conditions of the theorem can be used as a kind of al­

gorithm to compute y0 in concrete cases. We shall illustrate this idea by 

means of a number of examples (some of which are almost literally taken from 

[2]). 

EXAMPLE I. Suppose g is nondecreasing, then 

{ 
0 if g(x) $ O, 

Yo(x) g(x) if 0 $ g(x) $ I' 
if g(x) ~ I. 

EXAMPLE 2. Suppose g is nonincreasing, then y0 (x) C with 

l 0 if Jg $ 0, 

c Jg if 0 $ Jg $ I' 

L if Jg ~ I. 

EXAMPLE 3. Suppose th_at g E C 1 is such that g' vanishes at only two points 

b and c, b being a local maximum and c a local minimum. Assume that 

and 0 < g(c) g(b) I. 
-I 

denote the inverse of 0 < b < c < I < < Let g1 g on 

[0,b] and 
-) 

the inverse of [c,l]. Define two points a and d by g2 g on 

-I 
a= g

1 (g(c)), d 
-) 

g2 (g(b)). 

Then g ( [ a, b ]) g([c,d]). (See Figure I). 



tg 

a ex b c 

Figure 

On [a,b] we define a mapping G by 

-1 
g2 (g(x)) 

G(x) I (g(x) - g(~))d~. 

x 

Then G(a) < 0, G(b) > 0 and on (a,b) 

-1 
g2 (g(x)) 

G' (x) g'(x) f d~ > 0. 

x 

d .... x 

Consequently G has a unique zero on [a,b], say for x = ex. The function y0 
has the tendency to follow g as much as possible. However, it also has to 

be nondecreasing. So the inverse function of y0 must "jump" from a point 

on [a,b] to a point on [c,d]. In view of Theorem 4.1 this jump c;;in only 
-1 

take place between a and 6 = g
2 

(a). We leave it to the reader to verify 

(by checking all requirements of Theorem 4.1) that 
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0 if x s a and g(x) s 0, 

g(x) if x s a and g(x) ;:._ 0, 

y
0

(x) g(a) if a s x s 8, 

g(x) if x ;:._ 8 and g(x) s I, 

if x ;:._ 8 and g(x) ;:._ I. 

It should be clear that the differentiability of g is not strictly necessary 

for our arguments to apply. In fact the monotonicity of G follows from 

straightforward geometrical considerations and the condition G(a) = 0 has a 

corresponding interpretation (see Figure I). 

EXAMPLE 4. If g has more maxima and minima the construction of candidates 

for ·y0 
can be based on essentially the same idea as outlined in Example 3. 

However, it becomes more complicated since the number of possibilities 

becomes larger (see [2] for some more details). For instance, if g has a 

graph as shown in Figure 2, looking at zeroes of functions like G above 

leaves us with two possible candidates: one with two "jumps" (a-b,c-d) and 

one with a "two-in-one jump" (a- 8). 

tg 

a a b c d -+ x 

Figure 2 



In [2] we ·were unable to decide in such a situation which was the actual 

limit. But now it can be read off from the picture that only the one with 

two "jumps" satisfies the requirements .of Theorem 4.1, and hence this one 

must actually be y0 • (The other one corresponds to a saddle point of the 

functional w0 restricted to i/(A).) It is in this sense that y0 must have 

as many "jumps" as possible. 

5. CONCLUDING REMARKS 

(i) In all our examples y0 satisfies the reduced equation (g-y)y' = 0. 

However this equation is by no means sufficient to characterize y0 
completely. Our analysis clearly shows that the reduced variational 

problem Mi11Y(A) w0 contains much more information than the reduced 

differential equation. 
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(ii) In [2] we were actually interested in a boundary value problem of the 

type 

(S. I) 

(S.2) 

e:xy" + (g - y)y' 0, 0 < x < I, 

y(O) 0, y{I) I, 

which arises from the assumption of radial symmetry in a two-dimension­

al geometry. This problem can be analysed in completely the same way 

as we did with BVP in this paper, by choosing as the underlying 

Hilbert space the weighted L
2
-space corresponding to the measure 

-I ~ 
dµ(x) = x dx. For instance, the operator A defined by 

(Au) (x) 

with 

VcA) 

u"(x) 
-x u 1 (x) 

{u E L2 (dµ) I u' E C(0,1], u' > O, u(1) 

1
. u" 2 

:-:-r E L (dµ)} , 
u 

where i denotes the function i(x) x, 

I, 



is clearly monotone in this space. The surjectivity of I + EA can be 

proved with the aid of an auxiliary problem and Schauder's fixed point 

theorem. (Note that some care is -needed in checking that the functions 

which occur belong to the right space and that the solution operator 

is compact. This turns out to be all right. We refer to Martini's 

thesis [5] where related problems are treated in full detail.) Hence 

A is maximal monotone. Subsequently it follows that, for given 

g E L2 (dµ), the solution yE tends, as E + o, to a limit y0 in L2 (dµ) 

and that y0 is the projection in L2 (dµ) of g onto the closed convex 

set 

V(A) = {u E L2 (dµ) I u is nondecreasing, 0 '.> u '.> I}. 
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CHAPTER 5 

VARIATIONAL ANALYSIS 

OF A PERTURBED FREE BOUNDARY PROBLEM 

ABSTRACT 

Using convex analysis we show that the solution u£ of a nonlinear 

boundary value problem (depending on a p~rameter £) converges to a limit u
0 

as £ ~ 0 . We characterize u
0 

as the solution of a free boundary problem 

and we discuss some of its properties. 

KEY WORDS & PHRASES nonlinear boundary value problem, integral condition, 

singular perturbation, convex analysis, duality theory, 

maximal monotone operator, free boundary problem 
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I . INTRODUCTION 

where 

In this paper we study the. nonlinear boundary value problem 

-~u + h(~) = f in n 
e: 

BVP f h(u~x))dx = C 

n 

u lan is constant (but unknown) 

(i) n is a bounded open subset of lR.n with smooth boundary an 

(ii) e: is a small positive parameter 

(iii) h : lR + lR. is a given continuous, strictly monotone increasing 

function with h(O) = 0 

(iv) f is a given distribution in H- 1(n) 

(v) C is a given constant which satisfies the compatibility condition 

h(-00 )J n l < C < h(+00 ) ln l. 

Here ln l denotes the measure of n . 

The motivation for studying BVP partly stems from the physics of i0nized 

gases and in this respect we continue earlier work [ IS, 16, 21, 22 ] . We refer 

to [ 22 ] and Appendix 2 for a discussion of this connection. 

Our basic tools are the calculus of variations, convex analysis and the 

maximum principle. 

We prove that BVP admits for each e: > 0 a unique solution ue: which con­

verges as e: + 0 to a limit u0 . Moreover, we give a variational characteriza­

tion of u0 which narrows down to the conclusion that u0 solves a free bound­

ary problem. 

Our findings fit in with those of BRAUNER & NICOLAENKO [7, 8] in their 

study of related Dirichlet problems (we certainly have been inspired by 
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their paper). In this connection it is also worth mentioning the work of 

FRANK & VAN GROESEN [18] and FRANK & WENDT [19] which analyses in particular 

the coincidence set. In Appendix I we give the analysis of the homogeneous 

Dirichlet problem. 

In the physical problem of Appendix 2 the parameter E naturally appears 

in the same way as in BVP. In other situations one may arrive at the equation 

-E6v + h(v) f. 

Then our results bear on EV and h(v ). 
E E 

In a recent paper [ 9] BRAUNER & NICOLAENKO stress the following point. 

Suppose one wants to analyse some free boundary problem, then it may be pos­

sible to view this problem as the limit when E+ 0 of a problem like BVP (with 

E occurring in the argument of a smooth function). This smooth regularization 

can be used to solve problems of existence, regularity and approximation and 

it forms an alternative version of the usual penalization method. (see also 

[6]). 

After these general remarks, let us describe the contents of the paper 

in some more detail. We shall interpret BVP as the subdifferential equation 

avE(u) = 0, where VE is ·a proper, strictly convex, lower semicontinuous and 

coercive functional defined on the direct sum of H~(n) and the constant 

functions on n. This is rather easy if h satisfies certain growth restric­

tions. For the general case we heavily lean upon some results of BREZIS [JI]. 

These and some other preliminaries are collected in section 2. The functional 

V is defined in section 3 and from its properties we deduce the existence 
E 

and uniqueness of a solution uE for each E > 0. 

The functional VE depends monotonously on E and therefore has a well­

defined limit v0 • Moreover, VE is coercive uniformly in E and consequently 

we deduce in section 4 that as E + 0 uE converges to u0 , the minimizer of v0 • 

The subdifferential av
0 

is multivalued. We find that u0 satisfies an operator 

inclusion relation if h is bounded and a variational inequality if h is un­

bounded. We emphasize that the reduced problem is piecewise linear: u0 de­

pends only on f,C and h(±oo). 

Problem BVP has the form 
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Lu + N (~) f 
€ 

where both L and N are maximal monotone operators. The variational approach 

suggests the introduction of a dual formulation (in section 5) which turns 

out to be of the form 

( EA + I)p g 

where A is a maximal monotone operator on (L2 (n))n with a special structure, 

and where g is r:lated to f by div g = f. This gives some further insight 

into the convergence. The limit p
0 

equals the projection of g onto the closed 

convex set V(A). Duality theory yields a characterization of V(A) by inequal­

it i es which seems difficult to obtain directly. Duality theory has been 

applied to related problems by ARTHURS &-ROBINSON ~ 4 ] and ARTHURS [ 3] . For 

the basic theory we refer to EKELAND & TEMAM [ 17] 

In section 6 we assume f E L
00

(n). We employ maximum principle arguments 

and make some estimates. We prove that u and u0 belong to w2 '~(n ) .for each 
€ -

p ~ I and that u£ conver ges weakly to u0 in w2 'P(0) for each 0 with 0 c n. 

Either one has convergence in w2
•P(n ) itself, or a boundary layer develops ' 

as £ + O. We present criteria in terms of the data f, h( ±00) and C from which 

it can be decided in many cases which of these two possibilities actually 

occurs. In section 7 we briefly discuss the one-dimensional case. 

Our analysis reveals that BVP and the homogeneous Dirichlet problem 

have exactly the same variational structure. In order to emphasize this point 

we analyse the latter problem in Appendix I. Finally, we discuss the physical 

background of BVP in ·Appendix 2. 
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2. PRELIMINARIES 

In this section we collect some definitions and results from the litera­

ture which we will use later. We state these in the form we need, which is 

not always the most general. 

Let B be a Banach space and B* its dual. Let F : B ~ (-oo,+oo] be a proper 

(i.e. Ft +00), lower semicontinuous (l.s.c.), convex functional. The polar 

(or conjugate) functional F* : B* ~ (-ro,+ro] is defined by 

(2. 1) sup{ <u*,u> - F(u) I u E V(F)} 

where 

(2.2) V(F) {u J F(u) < +ro} 

and where<·,·> denotes the duality pairing between B* and B. The subdiffer­

ential ClF is a, possibly multivalued, mapping of X into x* defined by 

(2. 3) u* E aF(u) if and only if F{v) - F(u) * ~ <u ,v-u>, Vv E B. 

LEMMA 2.1. 

u* E aF(u) if and only if F(u) + F*cu*) * <u ,u>. 

LEMMA 2.2. 

u* E ClF(u) if and only if u E ()F*(u*). 

A convenient reference for these items is EKELAND & TEMAM [ 17]. 

If B is a Hilbert space one can identify B and B* and then ClF becomes 

a mapping of B into itself. It is well-known that ClF is maximal monotone. 

LEMMA 2.3. Let H be a Hilbert space and A a maximal monotone operator on 

H. Then, for each e; > O, (I+ e:A) -l is a contraction defined on aU of H and 

lim (I+ e:A) -l h = projection of h on 1i(A). 
e:+O 
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For this s·tandard result we refer to BREZ IS [I OJ . 

Let, as before, 

We shall write H~,L2 
denote f n u(x)dx. 

n be a bounded open subset of lRn with smooth boundary. 
I 

etc. to denote H0 (n),L2 (n) etc. Also, we write Ju to 

Let j : 1R -+ [0,+00 ] be a convex, l.s.c. function such that j (0) 0. 

The convex, l.s.c. functional J : H~-+ [0,+co] is defined by 

(2.4) J(u) 
{I j(u) 

+co otherwise. 

The following two lemmas are special cases of results due to BREZIS [II]. 

LEMMA 2. 4. Suppose V (j ) = lR then 

-I * 
i f w E H n LI and j (w) E LI 

otheroise . 

-I 
LEMMA 2.5. Suppose V(j) = lR then w E ClJ(u) if and only if w EH n L

1
, 

w.u E L1 and w(x) E Clj(u_(x)) for almost aU x En. 

Finally, we quote a special case of a result of BREZIS & BROWDER [12, 13]. 

LEMMA 2.6. 

for almost 

-I I 
Assume w E H n L1 and u E H0 

are such 

all x En and some g E L
1

• Then w.u E 1
1 

<w,u> f w.u. 

that w(x)u(x) ~ g(x) 

and 

-I 
Here and in the following <•,•> denotes the duality pairing of H and 

I 
H

0
. We observe that Lemma 2.6 implies that the condition w.u E L

1 
in Lemma 

2.5 is automatically satisfied. 



105 

3. VARIATIONAL FORMULATION 

Let X be the direct sum of H~ and .the constant functions: X = H~ tll {c}. 

If u is some element of X, we write u = ~ + ulan for its decomposition. X is, 

provided with the topology inherited of H1, a Hilbert space. Moreover, X is 
' h' I d h l . . 1 . h h isomorp ic to H

0 
x lR an t e H -norm is equiva ent wit t e norm 

ll~llH6 + I ul
30 

I on X. So we can realize the dual space x* by 

x* = H-l x lR 

the pairing being given by 

<(w,k),u>x = <w,u> + kulan· 

Consider the functional W defined on X by 

(3. 1) {I H(u) - C ulan 
W(u) = 

+oo 

if H(u) E L
1

, 

otherwise, 

where by definition 

(3. 2) 

LEMMA 3.1. 

w*(w,k) 

H(y) J h(n)dn. 

0 

if w E L
1 

n H-l, H* (w) E L1 and J w k+ C, 

otherwise. 

1 
PROOF. The idea is to take first the supremum with respect to the H0-component 

and to use Lemma 2.4. 

sup{<w,~> + k ulan - I H(~+ulan) + c ulan I u EH~, ulan E lR} 
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sup{ I H*(w) - ulan I w + (k+C) ulan I ulan E :R} 

-I * if w E L1 n H and H (w) E L
1 

+w otherwise 

k + c 

otherwise. 

LEMMA 3.2. 

aw(u) 
- C) 

-I 
if h(u) E H n LI 

othePWise . 

PROOF. (i) Let (w,k) E aw(u) then 

~ <w,v- u> + k(v-u)I an 

for all-;_; E Hb and all vlan E lR. ·By first taking vlan ;=· ulan , we see that 

necessarily w belongs to the subdifferential of the functional~+ W(~+ulan) 

defined on Hb· Hence, by Lemma 2.5, w = h(u) and w E L1. Next, a combination 

of Lemma 2.1 and Lennna 3.1 shows that necessarily k = J w- C = J h(u)- C. 
-I 

(ii) Conversely, let h(u) EH n L1• Since his the derivative of H we have 

H(v) - H(u) ~ h(u) (v-u) = h(u) (-;;- ~+ (v-u) I an). 

So if H(v) and H(u) E L1
, we can invoke Lemma 2.6 and conclude that 

h(u)(-;,;- ~) E L1 and that the integral equals the duality pairing. Integra­

tion of the inequality then yields, after adding a term -C(v-u)lan• 

W(v) - W(u) ~ <h(u),-;,;- ~> + <f h(u) - C)(v-u)lan· D 
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* We remark that, by Lemma 2.2, aH 
-] 

h • So, since h is strictly mono-

tone, 

(3. 3) f h-J (n)dn. 

0 
n Let g E (L2) be such that div g 

defined by 

(3.4) G(p) = I <!P2 + g.p) 

f. The functional G 

is Frechet-differentiable with derivative p+g. The polar functional 

c* : (L
2

)n -+- :rn. is given by 

(3.5) c*(p) = ! I (p-g)2 

and its derivative is p-g. 
n 

We define the hounded linear mapping T : X-+- (L
2

) by 

(3.6) T u - grad u. 

. . * ( )n * . . Its adJoint T : L
2 

-+- X is given by 

(3.7) * T p (div p,O). 

Clearly the functional u •-+- G(-Tu) defined on X is differentiable with deri­

vative -T*c• (-Tu) = (-t.u - f,0). 

Finally, let us put together the materials constructed above. Define 

VE X-+- (-00 ,+ool by 

(3. 8) VE(u) G(-Tu) + EW(~). 
£ 

Then 

u I h(~) - C) if h(~) € H-1 n L1 
(3.9) av (u) 

c-t.u: f+ h(~), £ 

£ otherwise 
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and, consequently, the problem BVP is equivalent with the variational problem 

VP Inf 
uc: X 

THEOREM 3.3. VP ha.s a uni que soluti on u • 
£ 

PROOF. G is convex, W is strictly convex and both functionals are l.s.c. (by 

Fatou's lemma). It remains to verify that V is coercive on X. It is con-
£ 

venient to rewrite the functional V as 
£ 

V £ (u) = J ( Hgradu/ + (g-a) . gradu + £ H(~) - I~ I u) 

where ln l denotes the measure of n and a is such that diva = Cl n l-l (for in-
-I -I 

stance take a= C(nl n J) (x 1,. . .,xn)). Since Ci n i c: (h(-oo),h(+oo)), there 

exist positive constants o and M1 
such that 

By the inequalities of Holder and Poincare there exists a positive constant 

M2 = M2(n) such that 

J1~1 ::;; nnT 11~11 ::;; M2llgrad ~II = M211grad ullL 
Lz Lz 2 

Hence, using Holder's inequality once more, we find 

V£ (u) <: !llgradun~2 - Dg-aDL
2 

Dgrad uftL
2

+ o ln l I ulanl- o J1~1-M 1 
;:: !Dgrad uD~ + o ln l I ulan I - M3 

2 

for some constant M
3

. It should be noted that the right hand side is inde­

pendent of £, D 



4. LIMITING BEHAVIOUR OF u AS £ + 0 
£ 
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In this section we show that u£ converges as £ + 0. The limit u0 
is 

characterized as the unique solution of a variational problem. Equivalently 

one can characterize u0 by an operator inclusion relation if h is bounded and 

by a variational inequality if h is unbounded. It turns out that u0 
depends 

only on h(±oo), f and C. 

As £ + 0, the function h(~) converges in the sense of graphs to the 
£ 

multivalued function 

(4. I) 

We define 

(4.2) 

l 
h(+oo), 

[h (-oo), h ( +oo) J, 

h(-oo) , 

r h(+oo)y , 

l 0 , 

h(-oo)y, 

y > 0 

y 0 

y < o. 

y > 0 

y 0 

y < 0 

LEMMA 4.1. £ H(~) converges monotonously increasing to H0 (y). 

PROOF. h(~) increases towards h0 (n) for n > 0 and decreases towards h0 (n) 

for n < 0. Since £ H(~) = JY h(~)dn we can use Lebesgue's monotone conver-
£ 0 £ 

gence theorem. 0 

We note that, by Dini's theorem, the convergence is uniform on compact 

subsets if h is bounded and, for instance, uniform on compact subsets of 

(-oo,0] if h(-oo) > -oo and h(+oo) = +oo. Motivated by Lemma 4.1 we define 

(4.3) 
otherwise 

and we introduce the reduced variational problem 
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RVP Inf 
UEX 

G(-Tu) + w
0

(u). 

Exactly as in the proof of Theorem 3.3 ·it follows that RVP has a solution. 

The functional G(-Tu) + w0 (u) is convex, but not strictly convex. Still we 

have 

LEMMA 4. 2 • RVP has a unique solution u0 . 

I 
PROOF. Since G(gradu) i s strictly convex on H

0
, two minimizers can only 

differ by a constant . For arbitrary u E X define 

Then 

and 

S\(u) = {x I u(x) > 0}, no(u) = {x I u(x) = O}, n_(u) = {x I u(x) < O}. 

lim i<w0 (u+o)-w0 (u)) 
o+O 

lim i<w0 (u+o)-w0 (u)) 
o+o 

So if w0 (u+l) is constant for Ill ~ n then necessarily for those values of f 

h(+oo) Jn+(u+l) I+ h(-00 ) ln0 (u+l) I+ h(-00 ) ln_(u+.l) I C. 

Since h(+oo) > h(-00 ) this implies that 

{x I -n ~ u(x) ~ n} 

has measure zero. Then, however, u has to be sign-definite (this follows, 

for instance, from the connection between Sobolev and Beppo Levi spaces; 

see DENY & LIONS [14]) and we arrive at the conclusion that either 

h(+oo)J n l = C or h(-oo)J n l =C. Finally, the compatibility condition excludes 

both of these possibilities. D 



THEOREM 4~3. 

lim llu 
E·l-0 E 

PROOF. 

- u u 0 x o. 
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Step I. We know that VE is coercive uniformly in£ (see the proof of Theorem 

3.3). Hence lluEnX ~ M for some constant M independent of E and, consequently, 

the weak limit set of {u } is nonempty. 
E 

~· Suppose uE ~ u as n + +oo and suppose that h(+oo) = +oo. We claim 
- n o - o o 

that u ~ 0. Define Q
0 

= {x I u(x) ~ o > O} and ~ = {x E Q
0 

Then 

Hence, since uEn + u strongly in L2 , necessarily !~I+ IQ~!. Furthermore, 

H ( o ) 
\ 2£' n 

UEn 
Since £ J H ( ) is bounded uniformly in n and since 

n En o 
n + +oo, necessarily IQ I + 0 as n + +00 • So we must have 

n 

0 
EnH( ) + +oo as 

2En 
IQ0 1 = o. 0 

Since o > 0 was arbitrary we conclude that u ~ O. Similarly, h(-00 ) = - 00 

implies u ~ 0. 

Step 3. Suppose uEn --"" u as n + +00 • We claim that VEn (uEn) + v0 (u). 

From VEn(uEn) - VEn (u) ~ <aVsn(u), uEn- u>X we obtain, using step 2, 

Cu) f (grad 
- g)(grad - grad u) v (u ) - v ~ u + u 

E E E E 
n n n n 

+ f (h( 
u 

)(uE - u)) - C(uE - ;:;)Ian E n n n 

Since the right-hand side converges to zero as n + +00 we find 
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lim inf V 
n-+ +co e:n 

lim V 
e: n-+co n 

(~) 

On the other hand, since ue: minimizes Ve: and since V~(v) is, for fixed v, 
n n ~ 

monotone with respect toe: (Lenma 4.J), we have 

Ve: (ue: ) ::;; Ve: (~) ::;; Vo(;';). 
n n n 

Step 4. Suppose ue: -'» u as n -+ +co. Then 
n 

and therefore v0 (~) ::;; vo<uo). Hence u = 

~- We now know that uo is the only 

and thus u --'>- u
0 

as e: .. o. From 
e: 

uo. 

point in the weak limit set of {u } 
e: 

e: I (H ( ue:e: ) - H ( ue:° ) ) ~ I h ( 

and Step 2 we conclude that 

It then follows from the weak l.s.c. of G and Step 3 that necessarily 

II grad u II -+ II grad u
0

H as e: + 0. Consequently ue:: converges in fact strong-
e: 12 12 

ly in X to u0 . D 

* In order to get more information about u0 
we first determine w0 

and aw0 . 

We write u ~ 0 for some u E X if and only if u(x) ~ 0 for almost all x E n. 

Let C denote the closed, convex, positive cone corresponding to this ordering. 

By duality C induces a cone c* in x*: we write (w,k) ~ 0 if and only ~f 

<(w,k),u>x~ 0 for all u e: C. For any u EX we define u+ = max(u,O) and 

u~ ·= max(-u,O). Then u+ e: X, u e: X and at least one of these belongs to H~ 

(see, for instance, KINDERLEHRER & STAMPACCHIA [23, Ch. II, Proposition 5.3]). 



113 

In the following we slightly abuse notation. But let us agree upon the 

convention that any inequality in which a quantity +00 appears is trivially 

fulfilled. 

LEMMA 4.4. 

(h(+00 )-w,h(+00 ) IOI - C- k) E c* 
r 0 if both l +• othmm~~-- h(-• ),k- h(-l 10 1 +cl c c• 

PROOF. 

sup{ <(w,k),u>X - f h(+oo )u+ + f h(-00 )u_ + C ulan I u EX} 

sup{<(w-h(+oo),k-h(+00)l n l + C), u+ >X 

- <(w-h(-oo),k-h(-oo)l n l+C),u_ >X I u E X}. D 

LEMMA 4.5. Suppose - oo < .h(-oo) < h(+ oo) < +oo then 

awo(u) = {(w,k) I w E LI, w(x) E ho(u(x)) for a.e. x En , k =I w- C}. 

PROOF. (i) Suppose (w,k) E aw
0

(u). As in the proof of Lennna 3.2 it follows 

that w E L
1 

and w(x) E h0 (u(x)) a.e •• Let vn be the solution of 

{ 
I b. 
n 

v + v = 0 
n n 

Then vn ~ O and, as n + 00 , vn converges strongly in L
2 

to zero. By 

Lennnas 2.1 and 4.4 we know that 

<(h(+oo)- w, h(+00 ) ln l - C- k), vn >X ~ 0 

and 

<(h(-oo)-w, h(-oo )j n l-C-k), vn >X S O. 
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Taking into account that w E L
00 

(since w E h0
(u)), we rewrite these inequali­

ties as 

J (h ( +00 ) - w) ( v n -1 ) + h ( +00 ) I ri I - c - k ~ o 

and 

J (h(-00)- w)(vn-1) + h(-00 ) lnl - C - k $ 0. 

Upon passing to the limit n ~ +oo we find that J w - C - k ~ 0 and 

f w - c - k $ 0. 

(ii) is exactly the same as the second part of the proof of Lemma 3.2. 0 

COROLLARY 4.6. Suppos e - 00 < h(-00 ) < h(+oo) < +00 then RVP is equi valent with the 

reduced boundary value problem 

RBVP 

1 

lrn + f E h
0 

(u) 

J(llu + f ) = C 

ul ari i s constant (but unknown). 

Finally, let us consider a function h which is unbounded. We concentrate 

on the case h(-00 ) > - 00 and h(+00 ) = +00 • From the proof of Theorem 4.3 we know 

that u0 
s O. Consequently RVP is equivalent to minimizing a differentiable 

functional on the cone - C and, therefore, with the variational inequality: 

VI 
{Find u E -C such that for all v E -C 

<(- flu + h(-oo) - f, h(-00 ) lrlJ - C), v- u>X ~ 0. 

Unfortunately we cannot use Lemma 2.5 in this situation (see, however, [20]) 

but still we have 

LEMMA 4.7. Suppose h(-00 ) > -oo and h(+oo) +00 • Then 



f {(w,k) I (w-h(-00), k - h(-00 ) 1111 + C) E c* and 

1 
r1. <(w-h(-00

), k- h(-oo) 1111 + C), u >X = O} if -u E C 

"' othePWise. 
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PROOF. This follows directly from Lemma 2.1, Lemma 4.4 and the fact that W 
0 

is linear on the negative cone. D 

5. THE DUAL FORMULATION 

So far we have used polar functionals repeatedly, but we have not 

yet given a systematic presentation of duality theory as applied to our 

problem. This will be done now. We follow closely EKELAND & TEMAM [1 7, Ch. III, 

section 4, in particular Remarque 4.2] . 

The dual formulation of VP, co rresponding to the splitting VE(u) 

G(-Tu) + EW(~). is given by 
E 

VP* Inf EW*(T*p)+G*(p). 
pE(L2)n 

Since VP is stable (use .[17, Proposition III.2.3]), VP* has a (unique) solu­

tion pE. Furthermore, the infima are equal to each other and uE and pE are 

related by the so-called extremality relations 

(5. I) * T PE 

(5.2) 

By Lemma 3.2 and (3.4) these can be rewritten as 

(5. 3) div PE c 

(5.4) g + grad uE. 

Note that g is not uniquely determined by div g = f but that (5.3) and (5.4) 

define pE- g and div pE unambiguously. One can view (5.3) and (5.4) as a 
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canonical splitting of BVP into first order equations. Indeed, elimination 

of PE leads to BVP. On the other hand, we can also eliminate uE to find the 

subdifferential equation satisfied by p : 
E 

(5.5) g 

or, more explicitly, 

* BVP J div pE = C 

By Lemmas 2.2, 3.2 and [ 17, Proposition I.5.7 ] the operator A from (L2)n into 

itself defined by 

(5.6) I ::.: -1 
-grad(h (div p)) 

{p ~ (L2)nl div p E L1, J div p 

some u E X} 

C, div p h(u) for 

is the subdifferential of the convex l.s.c. functional p 1+ w*(T*p). Conse­

quently, A is maximal monotone. (See Weyer [ 26] for related results). Re­

writing (5.5) as 

(5.7) 

and invoking Lelllllla 2.3, we find that p converges, as E + 0, strongly in 
E 

(L
2
)n to the projection of g onto !'f(A). It does not seem easy to characterize 

V(A) directly from (5.6). Therefore we use duality theory once more, but 

now for the reduced problem. 

The dual formulation of RVP is given by 
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* RVP Inf 
pE(L2)n 

* * * w
0
(Tp)+G(p ) . 

By (3.5) and Lemma 4.4 the solution of RVP* is the projection of g onto the 

closed convex set 

(5 .8) Q {p E (L2)n I (h(+00 ) - div p, h(+00 )l nl - C) E c* 

and (div p - h(-00 ), C - h(-oo) IQl)E C*} 

Denoting the (unique) solution of RVP* by p
0

, we have the extremality rela­

tions 

(5. 9) 

(5. 1 O) 

The second one, Po = g + grad u
0

, is identical to the extremality relation 

pE = g + grad uE. Hence the fact tha t uE converges strongly in X to u0 , im­

plies that p converges s trongly in (L 2)n to p
0

. So we find that p converges 
£ . E 

to a limit which is at the same time the projection of g onto V(A) and onto 

Q. Since g is an arbitrary element of (L2)n, necessarily V(A) = Q. Thus we have 

shown that (5.8) gives an explicit characterization of V(A). 

The extremality relation (5.9) is easy to work with only in the case 

that his bounded (see Lemmas 4.5 and 4.7). It then follows that RBVP is 

equivalent to (5.9) - (5.10). Likewise one can, by elimination of u0 , derive 

* a subdif ferential equation for p0 similar to BVP . 

If h(-oo ) > - oo and h(+oo ) = +oo we deduce from Lemma 4.7 that u
0 

is the 

solution of the following variant of VI: 

{ 
Find U E -C such that 

(i) <(-flu+ h(-00)- f, h(-00 )l nl-C), v>x s o, Vv E C, 

(ii) <(-flu+ h(-oo) - f, h(-oo ) lnl-C), u>x 0. 
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6. THE REDUCED PROBLEM AS A FREE BOUNDARY PROBLEM 

In this section we assume that f € L
00

• We shall deal with the regularity 

of u0 (and u£), with the free boundary value problem satisfied by u
0 

and 

with sharp convergence results 

shall write c1•a to denote the 

usual Sobolev space. We recall 

versus the occurrence of boundary layers. We 
- 1, a (- 2 p Holder space C n ) and W ' to denote the 

tha t w2·P is imbedded into c1·a if p(l-a ) ~ n. 

THEOREM 6.1. If h is bounded, u £ converges to u 0 weakly in w2 •P f or each 

p ~ 1 and s t r ongly in c1•a for each a E [ 0,1). 

PROOF. 

II Liu II :<;; max{-h(-oo ) ,h(+oo ) } + II fll L • 
£ Loo oo 

D 

We can now interpret RBVP as a free boundary problem. The domain n con­

sists of three subdomains: 

n+ {x € n l uo(x) > 0} where - llu0 
+ h(+oo) f a.e. 

n {x € n l uo(x ) < O} where - llu0 
+ h (-oo ) f a.e. 

no {x € n l uo(x) 0} which has to be a subset of 

{x € n I h(-00 ) :<;; f(x ) ~ h (+oo) }. 

These subdomains are unknown, possibly empty and such that 

h(+oo)l n+I + h(-00 )l n_I + f f C. 

no 

From the proof of Theorem 4.3 we know that u0 = 0 if h(±00 ) 

that case we cannot have convergence in w2
•P unless ff = C. 

±oo. So in 

Next , we concentrate on the most interesting case in which h is bounded 

from one and only one side. In the remaining part of this section we assume 

that h(-oo ) > - 00 and h(+oo) = +00 • We emphasize that all theorems below have a 

counterpart in the case h(-oo) = and h(+oo) < +oo , 



THEOREM 6.2. \l E w2·P for each p :::: I. 
£ 
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PROOF. We shall show that Au is bounded by finding an upper bound for u • 
--- I . £ £ 

Let t E H
0 

be the solution of -At+ h(-oo) = f. Then, in fact, since At is 
I a I 

bounded, we have t E c ' . Define ~ E Ho by ~ = u£ - u£ I an - t. Then 

u 
h( £ ) - h(-oo) ~ 0 

£ 

and hence, by the weak maximum principle, ~ $ 

by the bounded function u£ Ian + t. 0 

O. So u 
£ 

is bounded from above 

THEOREM 6.3. If C $ ff, u£ converges to u0 weakly in w2•P for each p ~ I and 

strongly in c1•a for each a E 10,1). 

u 
PROOF. We show that h( ___£)and hence Au is bounded. Choose o > 0 and define 

£ £ 

u (x) 
n {x E n ihC _£ __ ) > II fll + o}. 

£ £ Loo 

u£(x) 
The points of an£ either belong to an or are such that h ( --£-)=II fll Loo+ o. 
If ln£1 f 0 and an£ n an= 0, we find that simultaneously Au£> 0 inn£ and 

u£ assumes, with respect to n£, its maximum in an interior point. Since this 

is impossible we conclude that either In I = 0 or an n an f 0 and u assumes 
u_ I. - £ £ £ 

its maximum at an with h( ~) > llfllL +c. 
£ 00 

Suppose lnEI f O. Let Q£ be a domain with boundary an u rand 

strictly contained in n . We define u to be the solution of Au = o, u(x) 
£ £ 

u£(x), x E an£. Then u£ attains its maximum on 

Hopf maximum principle [24, Thm 7, p. 65] that 

A(;:;' - u ) = o - h(u£) + f $ 0 and therefore u 
£ £ £ £ 

au 
£ 

an 

au 
£ 

an I > 0. 
an 

This leads to the contradiction 

c - Au 
£ = I 

an 

au 
__ £ > 0. 
an 

an and it follows from the 
d~ 

u£ I~ > 0. Also we have 
an on 

- u£ ~ 0 and, finally, 

0 

that 
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U£ 

The proof above shows that, if h( ~ ) blows up somewhere, it does so 

at the boundary. If u0 1an < 0 this can not happen, so we also have 

THEOREM 6.4. If u0 1an < O then uc converges to u
0 

weakly in w2 •P, p ~ I, and 

strongly in C)'a, a E [ 0,J). 

THEOREM 6.5. uo E w
2

·P for each p ? I. 

PROOF. If u0 1an < 0 we can apply Theorem 6.4. If u
0

1rin = 0, then u
0 

is com­

pletely characterized by the restriction of RVP to H6. The result then fol­

lows, for instance, from Appendix I. 0 

THEOREM 6.6. u0 is completely charact erized by 

( - llu0 
+ h(-oo) - f ,, 0 a.e. 

I uo 
,, 0 a.e. 

uo(- lluo+ h(-00
) - f) 0 a.e. l f ( ou0+f) - c ,, 0 

u0 1an <fCllu0+f) - C) o. 

PROOF. Because of Theorem 6.5 we can rewrite the variant of VI given at the 

end of section 5 in the form 

J(llu0 - h(-00)+ f) v + (c-J(llu0 + f ))v lan ~ 0, Vv E c, 

J<llu0- h(-00)+ f)u0 + (C - J<llu0 + f))u0 1an o, 

and from this formulation the result easily follows. D 

If ff ~ C then Theorem 6.3 implies that actually f (llu0+f) 

phasize that ff < C does not preclude the possibility that uol an 

c. We em-

< 0 and 

J (llu0 +f) = c. However, if J (llu0+f) < C we cannot have weak convergence in w2,p. 

Next, we present some conditions on the data h(-00), f and C under which this 

happens. 



THEOREM 6.7. Any of t he three assumptions 

(i) f(x) S h(-oo ) a.e. 

(ii) f(x) ~ h(-00) a.e. and ff < C 

(iii) J f < c f or all ~ c n 
,..; 

n 

implies that J (llu
0 

+ f) < c. 

PROOF. (i) Let v E H~ be the solution of fiv = h(-oo) - f. Then v S O and 

fCfiv+ f) = h(-00 ) JO I < C. By Theorem 6.6 u
0 

= v. 

(ii) Again by Theorem 6.6, u
0 

= 0. 

(iii) 

Jcfiu0 + f) J h(-oo) + 

n 

where n = {xl u0 (x) < O}. D 

f < c 
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In the proof of Theorem 6.3 it was already shown that if u£ displays a 

layer of rapid change somewhere, it certainly does so near to the boundary. 

Next we prove that it can do so only near to the boundary. The estimates 

below have been indicated to us by H. BREZIS. 

THEOREM ~.8. Asswne h i s c1
• Then u£ converges t o u0 weakl y in w2 •P(0) f or 

any open set 0 wi t h 0 c n and any p ~ 1. 

PROOF. 

~· Since h(y) > h(-00 ) we have 

J lhC ~£)I s J h( ~£) - 2h(- 00)l nl C - 2h(-00 ) IOI. 

Step 2. Since u£ is bounded uniformly in £ in H1, it follows from the Sobolev 

imbedding theorem (see, for instance, ADAMS [ I, p. 97 ] ) that u£ is bounded 

"f 1 · · L (n ) h re r = 
2n if n > 2 and r ~ I if n s 2. uni orm y in £ in r , w e n-2 

u 
Step 3. (Proof by recursion). We suppose that h( __£) is bounded uniformly 

£ 

in£ in Lq(U1) for some q ~ I and U1 such that u-; c 0 . Let ~ be a C
00

-function 
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with compact support in U
1

• We m~ltiply the differential equation by 

jh( :£ ) I t-2 
h( u££ ) I 1; It and we integrate. Thus we obtain 

J 
UE t-2 UE t J UE t J U t 1 

-nu jh(-)j h(--· )11;1 + lh(-)1;1 s lf1;I lh(..-£)1;1-. 
£ £ £ £ £ 

I CL 

Integrating the first term by parts and using the inequality .ab $ a + 
CL 

+ i bS with a,b > 0, CL,S > 1 and~+ i = I, for the term at the right hand 

side we deduce 

t 
u . grad I r; I • 

£ 

We observe that the first term at the left hand side is nonnegative (so we 

delete this term). Now let y(x) = lh(x)lt-2 h(x) and r(x) = f~ y(T)dT. Then 

r(x) s xy(x) for all x and hence 

-Jy( ue: )grad u . lgrad 1;lt 
£ . £ 

So finally 

(6. I) + K2 J 
LJ I 

We now distinguish different cases: 

lst case q =I. If n > 2, we choose t =I+ ~~2 in (6.1) and apply Holder's 

· 1 · · h · :2n d 2n 1 · h 1 f 
inequa ity wit conjugate exponents n-2 an n+2 ;. a so using t e resu ts o 

Steps 1 and 2 we deduce that JI h ( ue: ) I; It is bounded uniformly in £. If n $ 2, 
r-1 £ •• • • • 

we choose t = I+-- for some r > I and apply Holder's inequality with con­
r 

jugate exponents r and _E__l to obtain a similar result. So we know in both 
r-

cases that h( u£ ) is bounded uniformly in Lt(U2) for some t > 1 and any 
c 2 t 

open set LJ2 with172 c U
1

• Consequently u£ is bounded uniformly in W' (U2) 

(cf. AG!10N [2]). 
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. n 
2nd case q > 2' It follows from the Sobolev imbedding theorem that u£ is 

bounded uniformly in£ in L
00 

(U 1). Choosing t = q+I in (6.1), we deduce that 
u q+I 

h( -f) is bounded uniformly in£ in L (ll2). The result of the theorem fol-

lows then from a bootstrap argument. 

the Sobolev imbedding theorem u is bounded uniformly in 
I 2 I I £ I . 2 

- (or -* = - - a for any a E (0,-) if q = -). Let q** 

n 
3rd case q s 2' By 

I 
L *(U 1) with -* q n q q q n 

exponent of q* and choose t = I + ~* . Applying Holder's 
q u 

q q 
be the conjugate 

inequality (with exponents q* and q**) to (6.1) we deduce that h( ~) is 
£ 

bounded uniformly in Lt(U2). Now a bootstrap argument either yields the 

result or leads to the 2nd case. D 

7. THE ONE DIMENSIONAL CASE 

Again we assume that h(-oo) > and h(+oo) = +oo, The results of section 

S imply that p0 is the projection of g onto the set 

~ = { P E L
2 

I (p • - h < - 00 ) , c - h < - 00 ) In I) E c*} . 

A simple calculation shows that, with n = (-1,+I), 

{p J p' ~ h(-00 ) and p(I) - p(-1) SC}. 

We found in section 6 that p
0 

E ~ n H1 if f E L
00

• So we can find p
0 

by 

minimizing the L2-distance to g subject to two constraints: an inequality for 

the derivative and a bound for the total variation. This is more or less a 

combinatorial problem which is rather easy to solve for some given smooth g, 

but whose general solution is cumbersome. We refer to [16, section 4] for a 

more detailed discussion of the synnnetric case, noting that the result pres­

ented there covers the general case after some minor modifications. Finally, 

we remark that, once p0 is found, u
0 

can be calculated from the extremality 

relations. 
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APPENDIX t. THE HOMOGENEOUS DIRICHLET PROBLEM 

In this appendix we present some results about the problem 

- llu + h(~) 3 f, 
e: 

where by assumption h is the subdifferential of a convex, l.s.c. fun c tion 

H : lR ->- [ 0, co ), with H(O) = 0 and H(y) < +co for all y E lR. Here f E H-I is 

given and u E Hb is sought. We use some of the notation defined in the pre­

ceding pages and omit all proofs s ince these are similar to (and in fact 

easier than) those already given. In contravention of prior definitions we 

now have: 
HI n 

T 
0 ..... (L2) ' Tu -grad u 

* (L2)n -+ 
-I 

T : H ' 

w HI ->- [ Q, co] , 
0 

W(u) 
{ f H(u) 

+co 

if H(u) E L
1 

otherwise. 

where 

The problem can be rewritten as 

av (u) 3 o 
e: 

Ve: (u) G(-Tu) + e: W(~). 
e: 

It admits a unique solution ue: which converges as e: + 0 strongly in Hb to u0 , 

the unique solution of 

Inf G(-Tu) + w0 (u). 
uEHI 

0 

If h is bounded u0 satisfies 

and if, for instance, h(-co) > - co and h(+oo) 

tional inequality: find u ~ 0 such that 

+co then u
0 

solves the varia-



<-t.u+ h(-oo)- f, v-u> ~ 0, Vv :5 O. 

The dual formulation is obtained by the transformations 

and reads 

p 

u € 

f 

g - Tu 

-I * e:h (T p) 

* T g 

-I * e: T(h (T p)) + p 3 g 

or, equivalently, 

(e:A + I)p 3 g 

where A (L
2

)n + (L
2

)n is defined by 
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V { ( ni * . I * (A) = p € L2 ) T p E LI and there exists u € H
0 

such that T p E h(u)}. 

As e: + 0, pe: converges to the projection of g onto 

where 

of HI 
0 

~ n I * v(A) = {p E (L
2

) h(-oo) :5 T p :5 h(+oo)}, 

the inequalities are defined by the positive cone in Hb and the duality 

and H-I. 

If f € L
00

, ue: 

in c1•a for each a 

converges to u0 weakly in w2 •P for each p ~ I and strongly 

€ [O,I). This follows most easily from the observation 

that, by the maximum principle, ue: equals the solution of the "truncated" 

problem 
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where 

l 
II fll if h(y) ~ II fD L°' Loo 

h(y) h(y) if -II £11 s h(y) s llf D 
L°' L°' 

l -II fl!L if h(y) s -llfll. 
0) Leo 

For sharper estimates under additional assumptions we refer to [71, [8], [5] 

and [25]. 

APPENDIX 2. THE PHYSICAL BACKGROUND OF THE PROBLEM 

Consider a bounded domain n in :R
2 or JR

3 and a charge distribution 

inside n with two components: 

(i) a fixed ionic charge density eni 

(ii) a mobile electronic charge density -ene such that 

(A. I) f n = N • e e 

Here e is the unit charge, ni and ne are number densities and Ne is a number. 

Ne and ni are given, but ne is unknown. 

Let the region outside n be a conductor. Then we have the condition 

(A. 2) the potential ~ is constant outside n. 

Physically this condition is realized by the formation of a surface charge 

density which, however, will be of no further concern. 

The equation for the potential ~ in n can be deduced from two physical 

laws: 

(A. 3) Poisson's equation, 

and 



(A.4) n 
e 

e~ 

kBT 
K e Boltzmann's formula. 
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Here K is a normalization constant, T is the temperature of the system and 

kB is Boltzmann's constant. 

Substituting (A.4) into (A.3) and (A.I) we obtain the problem 

e~ 

-n~ + 4neK 
kBT 

4neni e 

e~ 

K f e 
~T 

N e 

~Ian is constant (but unknown) 

which, up to a renaming of the constants and variables, is the special case 

of BVP in which h(y) = ey- I. 

Alternatively, one can argue that ne should be such that the free energy 

F of the system be minimized under the constraint (A.I). The free energy is 

defined by 

F U - TS 

where U is the electrostatic energy given by 

T is the temperature and S the entropy given by 

So if Ei denotes the electric field created by the ions and Ee the electric 

field created by the electrons, it comes to solve the minimization problem 
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subject to the constraint 

N • 
e 

Clearly this problem corresponds to VP*. 

The main results of this paper concern the limiting behaviour of the 

potential ~ and the electrical field E due to the electrons, as the temper­
e 

ature T tends to zero. For instance, we find that at an no boundary layer 

occurs if the total charge density J n. of the ions exceeds N . In the limit 
i e 

T + 0 there may be regions where electrons are absent. If such a region n 

is strictly contained in n it necessarily must be such that f n ni = 0. For 

such a region which extends up to an there is a more complicated condition. 

If ni ~ 0 and J ni < Ne' necessarily a boundary layer arises: the electrons 

are repelled against the conductor. 
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SAMENVATTING 

Het in dit proefschrift bestudeerde probleem vindt zijn oorsprong in 

de fysica van de geioniseerde gassen. Verscheidene aspecten van dit probleem 

worden bestudeerd in een vijftal artikelen die ieder als een hoofdstuk in 

dit proefschrift zijn opgenomen. Hieraan vooraf gaat een inleiding waarin de 

onderlinge samenhang wordt besproken. 

Deze artikelen zijn: 

1. Rigorous results on a time liependent inhomogeneous Coulomb gas problem, 

Phys. Lett. 84A (1981) 424-426, met H.J. Hilhorst en E. Marode. 

2. A singular boundary value problem arising in a pre-breakdown gas dis­

charge, SIAM J. Appl. Math. 39 (1980) 48-66, met o. Diekmann en 

L. A. Peletier. 

3. A nonlinear evolution problem arising in the physics of ionized gases, 

SIAM J. Math. Anal. 22. (1982). 

4. How many jwrrps? Variational characterization of the limit solution of a 

singular perturbation problem, in Geometrical Approaches to Differential 

Equations, R.Martini .ed., Lecture Notes in Mathematics 810, Springer 1980, 

met O. Diekmann (in een gemodificeerde versie). 

5. Variational analysis of a perturbed free boundary problem, voor publi­

catie aangeboden, met 0. Diekmann. 

In de inleiding laten we zien hoe de diverse in dit proef schrift be­

studeerde problemen uit een fysisch model kunnen worden afgeleid. Cylin­

drische symmetrie in de experimentele situatie leidt tot de bestudering van 

een niet-lineaire parabolische differentiaalvergelijking in een tijd- en 

een ruimte-dimensie. Deze vergelijking is ontaard in de oorsprong. Met de 

stationaire oplossing correspondeert een gewone niet-lineaire differentiaal­

vergelijking. Zonder de aanname van cylindrische symmetrie kan het statio­

naire probleem geformuleerd worden als een partiele dif ferentiaalvergelij­

king met een monotone niet-lineariteit. 

In Hoofdstuk 1 worden de resultaten van de latere hoofdstukken 2 - 4 

in fysische termen samengevat. We bediscussieren in het bijzonder het 

ontsnappen van electronen naar het oneindige boven een kritieke temperatuur, 

en de grenslaag in de electronendichtheid bij lage temperatuur. 
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In Hoofdstuk 2 bestuderen we het tweepunts niet-lineaire randwaarde-­

probleem Dey" + (g(x) - y)y' = 0, y (O) = 0, y(R) = k, waarin de functie g 

voldoende glad, strikt stijgend, en strikt concaaf is. We tonen aan dat dit 

probleem een unieke oplossing y heeft die naar een limiet y convergeert als 

R naar oneindig gaat. Er blijkt eveneens dat voor £ + 0 y naar de limietfunc­

tie min(g(x),k) convergeert. De belangrijkste wiskundige methoden bij de 

behandeling van dit probleem zijn maximumprincipe-argumenten en de construc­

tie van boven- en onderoplossingen. 

In Hoofdstuk 3 beschouwen we het niet-lineaire evolutieprobleem 

u = £XU + (g(x) - u)u , u(O, t-) 
t xx x O; u(x,O) = lJ! (x), waarin de beginfunctie ljJ 

een gladde niet-dalende functie is. We tonen aan dat dit probleem een unieke 

klassieke oplossing heeft die naar y convergeert als t naar oneindig gaat. 

We analyseren vervolgens de convergentiesnelheid. Als g voldoende snel naar 

oneindig gaat blijkt y exponentieel stabiel te zijn; in het meer algemene 

geval dat £ < g(oo)- k bewijzen we dat u algebraisch snel naar zijn statio­

naire toestand convergeert. 

In Hoofdstuk 4 gebruiken we de theorie van de maximale monotone opera­

toren om het limietgedrag voor £ f 0 te beschrijven van de oplossing van het 

niet-lineaire tweepunts randwaardeprobleem £y "+ (g-y)y' 0, y(O) = 0, 

y(I) = I, waarin g een gegeven functie is. We geven een karakterisering van 

de limiet en presenteren enkele concrete voorbeelden. 

In Hoofdstuk 5 bestuderen we een niet-lineair randwaardeprobleem met 

de partiele differentiaalvergelijking -~u+ h(~) = f waarin de niet-lineaire 
£ 

functie h strikt stijgend is. Met gebruik van convexe analyse bewijzen we 

dat dit probleem een unieke oplossing u£heeft en tonen aan dat voor £+ 0 

u£ convergeert naar een limiet u0 die de oplossing is van een vrij rand­

waardeprobleem. Het mogelijke voorkomen van een grenslaag aan de rand van 

het domein wordt onderzocht. 
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De schrijfster van dit proefschrift werd op 25 novemher 1952 geboren te 

Saint~Maur-des-Fosses in Frankrijk. Zij behaalde in 1969 het einddiploma van 

het Lycee Paul Valery te Parijs. Vervol geP s vatte zij de wiskunde-studie op 
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schrijfster als wetenschappelijk medewerkster verbonden aan het Mathematisch 

Centrum te Amsterdam. 
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I 

Laat H een reele Hilbertruimte zijn met inwendig produkt (.,.). Laten 

A, B en Bn maximale monotone operatoren zijn zodanig dat Bn naar B conver­

geert in de zin van de resolvente. Zij verder B , de Yosida-approximatie 
n,~ 

van Bn. Vcronderstel dat (Au,Bn,>.u) ~ 0 is voor alle 11 € D(A), alle >. > 0 

en n > O. Dan convergeer t A+ Bn naar A+ B in de zin van de resolvente. 

II 

Brauner & Nicolaenko benaderen doer variationele ongelijkheden gekarak­

teriseerde vrije-randwaardeproblemen door middel van homografe functies en 

leiden enige foutenschattingen af. Men kan soortgelijke schattingen verkrij­

gen via benaderingen door middel van monotoon stijgende continue functies 

die nul zijn in de oorsprong x = 0 en snel genoeg naar ± I convergeren voor 

x ~ ± ~. 

C.M. Brauner & B. Nicolaenko, te verschijnen in Advances in Mathematics . 

III 

Zij P. een begrensd open deel van :nln en laten f ~ LP(n), ~ € w2 •P(n) 

met p > n gegeven functies zijn zodanig dat 6~ = 0 en ~ > 0. Laat h : R ~ ]l 

een willekeurige Lipschitz-continue strikt monotoon stijgende begrensde func­

tie zijn zodanig dat h(O) • 0. Als 

f h(-m)~ dx < C < f h(+m)~ dx, 

n n 

dan heef t het probleem 

l ; 6u + h(u) f in n 

h(u)~ dx c 

= e~ op an u 

wBarin 8 een onbekende constante is, een unieke oplossing u € w2 •P(n). 

Deze stelling is ge inspireerd door het werk van Cipolatti. 

R. Cipolatti, te verschijnen in C.R. Acad. Sc. Paris. 



Beschouw 

F(S ) = 
rl 

I r (kaf 
k= I 

IV 

waar in a ,S > 0 zi jn. De vo lgende sche rpe sc:hat t ing.::;i gelc!cn : 

als a ~ 1/2 en 

! i 

als a S l . 

v 

Het bepalen van het electrisch veld in <le TOKAMAK leidt nli t uurl ijker ­

wij ze tot een probleem van optimale controle. 

D. Hi lhorst, Thes e de 3eme Cycle, Orsay 1977. 

J.L. Lions , Controle Optimal des Systemes GouverneD par de s Equations 

aux Derivees PartieZles, Dunod 1968. 

VI 

Zij P(m,n) een waarschijnlijkheidsverdel ing op 2l x Z: r;egeven door 

11/3 2 2 'L 
P(m,n) =A exp(- -

3
- {m + n + (m-n) l ) 

waarin A de normerings factor is. Dan geldt voor het gemiddcld e van (m-n) 2 

t .o .v. deze verdeling 



VII 

De wet van Wa r burg voor electri sche gasontladingen tusscn ecn puntel ec­

t rode 0 en een v lakke e lectrode V stelt dat de st roomdichtheid in een punt 

P juist boven V evenredig is me t cos 5e, waarin e de hoek is tussen OP en de 

normaal uit 0 op V. 

L 
" I \ 
I \ 

I ' 

L : _ _:\/ 
: 8 \ 
, ' P 

~v -

I \ 

De door de ze wet gei:mpliceerde cylindrische synunet rie wordt experimen­

tee l sl echts verkregen na mi ddcling over een groot aantal asynunetris che ont­

l adingen. Geen van de tot op heden ged ane berekeningen verklaart deze wet . 

E. \Ja rburg, \Ji ed . Ann. ~ ( 1899) 69. 

B.L. Henson , J. Appl. Phys . 52 ( 1981) 392 1. 

VIII 

De mogelijkhe id op te bellen naar t e lefooncellen biedt voordelcn. 

IX 

Ui:: zend i ng van f iims in nun oor spr onkcl ijke taal door de Franse tele­

vi s ie zou de kenni s van vrcemde tal en van de kijkers zeer ten goede komen. 


