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Preface and apology. 

This is an expanded version of the ta.Ik: with this title which I ga.ve 
at the occasion of the F. Severi centennial. conference at IND.AM in 
Rome, April 1979. 
· By its vecy nature algebraic geometcy ought to be applicable vir­
tuaJly everywhere, but the applied side of the subject has not been 
much in evidence in the last decennia. it seems, until a few years ago 
when two new areas ·of applicability: arose: one of these is of course 
more or less described by the key words: Korteweg-de Vries equations, 
solitons, finite ga.p operators, Yang-Mills fields, instantons, and a selec­
tion of references is [ABS, .A.HDM, DM 1, DM 2, DMN, BLS, GD, 
Kri, MT, Ye); the other one concerns the uses of algebraic-geometric 
ideas (espeeia.lly) and results (to a lesser extent) in control a.n.d 
system theocy, which is my subject today. 

The word algebraic geometry in the title must be understood in 
a fairly wide sense. For one thing some of the applications below 
rest 011 the underlying ring theory or commutative algebra rather 
then on algebraic geometry itself; for another many of the results 
have their topological analogues a.nd use differential topology rather , 
tha.n algebraic geometry. It is true though that for most of the results 
below the original inspiration caine from algebraic geometry, even if 
the final, and for the moment most important version (over the reals) 
bears few or no traces of that fact. 

The word partial in the title also reflects that I shall deal only 

(•) I risult&ti oonaegui.ti in queato l&voro sono st&ti espoati nell& oonferenze. 
tenut& il 13 &prile 19'19. 
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with (families of) linear systems, and that I shall not touch upon 
various algebraic, geometric and t.opologica.l ideas which already play, 
or a.re very likely t.o play an important role in especially nonlinear 
system theory like Lie algebras of vector-fields, connections, foliations 
a.nd (analytic) stratifications. A selection of references dealing also 
with such aspects of system and control theory is [Bro 1, Bro 2, Bro 3, 
Bru 1, Her 4, Her 5, Ell, HH, Hir1 HKr, RM 61 Kre, Lo, LoW, JS, 
MB, MMO, MW, BJ, So 4, Su 1, Su 2, Wi]. 

Finally let me mention the recent survey paper [BFJ, the paper 
[Ha.z 3J, the recent collection [MH], e.nd the reasonably soon to be 
expected proceedings of the NATO-AMS .Advanced .Study Inst. and 
Summer Bem. on algebraic a.nd geometric methods in linea.r system 
theory (Harvard Univ.1 June 1979), aa good sources for similar ma­
terial, discussed in a variety of wa.ys a.nd styles, for those whose 
appetite was awakened by the present paper, a.nd for those who could 
not get through it, but still feel they cannot a.fford to neglect the 
subject entirely. 

1. Introtluction. 

The basic object under consideration in this lecture is a linear 
dynamical system .E. This is a set of linear differential or ditlerence 
equations 

(1.1) I lli(t) = li'z(C) + U.(C) 1 

y(I) = Ha:(f) , 
(continuous time) 

Ol(t + 1) = ]'a;(f) + Gu(t) I 

J(f) = Ha:(t) , 
(discrete time) 

where the J!, G and H are time independent matrices with coetlloients 
in some appropriate fteld k, and where 111(t) e k• = state space, u(t) e 
e r = input space or control space, and r(O e k• = output space. 
We speak of a system of dimension n with m inputs and t'-outputs. 

Oooasiona.Ily one adds a direct feedthrough term to r(t), so that 
then r(t) = Ha:(f) + Jti(f) in (1.1) instea.d of r(t) = H111(t). For the 
mathematical problems discussed below the presence or absence ·of 
the term Jti(C) makes little difference. Thus a. system (whether dis­
crete or continuous time) is specified by giving three matrices J!, G, H, 
and possibly a fourth one J, of dimensions n x n, n x m, p x n and 
pXtn.. 

One comm.on interpretation of the set of equations (1.1) is in terms 
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of some device whieh aooepta input funetions u(I} = ("1.(t), ••• , v.(t>) 
and produces output functions y(t) = (y1 (t), ••. , y.,{t)). 

~t=~ t=r•<•I (1.2) z(t) 

u,,.(t)· y.,(t) 

Assuming that we start the device a.t time zero in state m(O) = 0 
the corresponding input/output map f z of .E is 

' (1.3) /z: u(t) 1-+y(t)=JHexp(F(t--r)}<h(-r)d-r (continuous time) 
0 

' {1.4) /z: v(t) 1-+y{t) = 1;.A.,ti(t-i) 1 .A.1 = H.F1- 1G 1 i = 11 21 ••• 

f-1 
(discrete time) 

In both cases /z is completely determined by the matrices .A.., some­
times ee.lled the Markov pa.ra.meters of the system. 

Ta.king the Lapla.ce tranaform in the continuous time case, and 
the •-tra.naform in the discrete time case, one finds the input/output 
relations 

(1.5) y(1) = T(1)i{1) , T(1) = H(1I -P)-1G 

where i'(•) is called the lr4ABfer function {matrim). 
Two systems I= (P, G, H), .E' = (P', G', H') over k e.re said to 

be isomorphic if there is an invertible matrix B e GL,.(k) such that 
I'= J:S = (BPB-1, BG, HB-1). Thi& notion of isomorphism corresponds 
to a. base change l1J' = & in state space. It also fits in well with the 
input/output point of view in that the input/output maps of .E and .EB 
are the same for aJ1 Se GL,.(k). The converse is not always true but 
holds generically, cf. section 3 below. 

In principle thus, a linea.r dynamical ayat.em seems a. very simple 
object indeed (if taken one a.t a time), of which it is ha.rd to believe 
that any sophiatioated ma.thematics will be needed to deal with it. 
To a large extent this appea.rs to be true. The fun Btarts when instea.d 
of considering single systems (l.i) one considers families of them; 

. that is one considers e.g. real continuous time systems w:here now 
~the matrices J!, G, a.nd H are aJlowed to depend continuously or 

. polynomially on some extra parameters a= (e11 1 ••• ,a.). 
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It is when studying fa.milies of systems, and when trying to extend 
to fa.mill.ea various useful known single system constructions and results, 
that we shall employ fairly sophisticated algebraic geometric ideas and 
results like fine moduli spaces, vector bundles, the Quillen-Suslin the­
orem, the quadratic Serre problem, Stein spaces, intersection numbers 

and 1-st Ohern numbers. 
One way to look at this study of families is to regard it as a sys­

tem.a.tie investigation to see which of the standard constructions in 
control a.nd system theory are continuous in the system para.meters. 
Viewed in this way the study of fa.milies (rather than single systems) 
is obviously relevant in an uncertain world full of (small) measure­

ment errors . 
.A1J it happens there a.re-in this author's opinion-many more 

compelling reasons for studying families rather than single systems. 
Section 2 below is devoted to this. Section 4 discusses moduli (and 
some of their uses) and section 5-11 treat of various standard system 
theoretic notions like feedback, realiza.tions, model matching, pole 
assignment, completely reachable subsystems, ... . In each ease I shall 
try to describe briefly the system/control theoretic idea, the single 
system solution or construction (in so far this has not already been 
done in the basic system theory section 3) and then discuss the 
family-wise versions of these (if ava.ila.ble). 

Thus our central object is a family of linear dynamical systems .E, 
that is a system valued function, which we shall regard from different 
viewpoints proceeding a.long a contour a.round it. By the time we 
are :finished, adapting a method of Henri Petard [Pe] in big game 
hunting, we shall presumably know all about the residue in the middle. 

2. Assorted reasons for studying families rather than single systems. 

2.1. l!amitiea of aystema (definition). Intuitively a. ia.mily of sys­
tems is a set of equations (1.1) where the matrices J!, G, H depend 
in some way on a set of parameters a. For various reasons this defi­
nition is not quite general enough, notably if one wants t-0 discuss 
a.nd nse universal families of systems (and this is not the only reason 
for considering somewhat more general families) . .A. better definition 
(in the topological ca.se) is: 

.A. f amity of real or complex syslMM E ooer a topological apace V 
consists of an n-dimensional real or complex vector bundle E over v, 
a. vector bundle endomorphism 1!: E --+ E and two vector bundle 
homomorphisms G: VXk'" --+E, H: E-+ Vxk• where k = R or C. 
Taking n independent sections of E in a 8Il1aJl neighbourhood V' of 
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" e V and writing out the matrices of Ji', G, H with respect to the 
obvious bases in {t1'} x k"', {1i'} x k .. a.nd the basis of E("') defined by 
the n sections for all t1' e V', we see that locally l: is given by a con­
tinuous :map into L..,., .. (k), the space of a.II triples of matrices over k 
of sizes n x n, n x m a.nd p X n. So loea.Ily .E is just like the intuitive 
notion of a family, but globally it need not be. The family }; is dif­
ferentiable (reap. analytic) if aJl the ingredients which go into its defi­
nition, i.e. V, E, F, G, H are differentiable (resp. analytic). 

Similarly an algebraic geometric family of systems .E over a. 
scheme V consists of an algebraic vector bundle E -+ V a.nd mor­
phisms of algebraic vector bundles 

.. Ji': E--+ E' G: VxA"'--+ E' H: E -)- VxA•' 

where A' is affine i-space. Locally this corresponds to a morphism 
of schemes V -+L ...... where L ....... !:::! A•1+•••h11 in the obvious way. 
For every point of V with residue field k(t1) there is an associated 
system over k(t1), viz. J!("): E® k(11) -+ E@ k(v), G(11): k{")"' -+ E® 
® k(v), H(v): E® k(v)--+ k(11)". 

Two fa.m.ilies l: = (E; P, G, H) and .E' = (FJ'; 1!', G', H') a.re said 
to be isomorphic if there is an isomorphism of vector bundles <p: E--+ E' 
such that <pl! = J!' <p, rp(1 = G', H' <p =H. 

2.2. Sys~ 011er rin.gs. The clliference discrete-time equations (1.1) 
also make perfect sense if the ma.trices .1!, G, H are assumed to have 
their coefficients in a commutative ring R and a:(t) e ~·, y(t) e .RP, 
u(t) e R'"'. In fa.et the linear machine · 

(2.2.1) a:(t + 1) = .Fa:(t) + Gu(t) , y(t) = Hw(t) 

still makes perfect sense in the more general setting that we have 
three .R-modules: U =input module, X =state module, _Y =output 
module, and three R-module homomorphisms G: U ~ X, Ji': X-+ X, 
H: X-+Y. 

Note that the input/output opera.tor of the linear machine, cf. (l.~), 
is a convolution opera.tor so that the theory of linear discrete time 
systems also has things to say about e.g. convolutional codes. There 
are more reasons for studying systems over rings, some of which will 
be touched on below; cf. also [So 1], (Kam 2] • 

.Ailsum.ing that the input module U and the output module Y are 
free and that the state module X is projective there is ~obvious 
way of associating a family of systems over Spee (R) in the sense of 
2.1 above to the data U, X, Y, 1!1 G, H. Indeed let E be the vector 
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bundle associated to the projeetive module X and let P, G, B be the 
bundle morphisms defined by F, G, H. Then (E; JI, G, 9) is an alg6-
braic geometric family in the sense of 2.1 above. 

For each prime ideal p of B let k(p) be the quotient field of BJ~. 
Then the system over the point p defined by this family is simply 
given by the triple of matrices .F(p) = F® k(p), G(p) = G@ k(p), 
H(p) = H@k(p). 

2.3. Delay-differential systems. Consider a. real delay-differential 
system, e.g. 

(2.3.l) I i 1(t) = a;1(t- ai) + 2a;,,(t) + a;,(t- a.) + v(t} , 

i 1(t) = 11)1(t} + 211),(t- a.) + u(t -as) , 

y(t) = 20:1(t- a.) + a;,,(t) ' 

where a. and a1 a.re two incommensurable positive real numbers. 
Introducing the dela.y operators u1cx(t) = cx(t- Gi), 111cx(t) = a:(t - a.) 
we can rewrite (2.3.1) formally a.a 

(2.3.2) z(t) = _Fll)(t) + Gv(t) I y(t) = Ha;(t) 

with the ma.trices F, (} a.nd H given by 

(2.3.3) F=(:1 2 +er,), 
20'1 G=G.)' H =(2111 1) 

and in turn this triple of matrices can be viewed as a. triple of matrices 
with coefficients in the ring R[a1 , cr1) that is a system over the ring 
R[0'11 0'1]1 or, equivalently, as a. fa.mily of systems parametrized. by 
the para.meters a = (a11 a1). Thus the infinite ilimensional system 
(2.3.1) gets turned into a fa.mily of finite ilimensiona.l systems. That 
this is not a completely form.a.I exercise is shown by a. nice pa.per of 
Ka.men [Kam 1] in which he relates the spootral theory of (2.3.1) to 
the (commutative) algebra which goes into the study_ of (2.3.2). 

One thing which is suggested by this point of view is that two 
delay-systems 1:, l:' like (2.3.1) be considered isomorphic if there is 
a.n. invertible matrix 8 e GlR(R[a11 u1J) which takes 1: into E'; i.e. 
they a.re isomorphic if one can be obtained from the other by means 
of a.n. invertible transformation a:' = Ba: where 8 may involve dela.ys. 
This turns out to be precisely the right notion of isomorphism in 
connection with degeneracy phenomena. for delay-differential equa­
tions, cf. [Kap]. Similarly the system-over-rings-as-family-of-systems ' 
point of view also seems to suggest useful notions of e.g. complete 
reaeha.bility, cf. below in seetion 10. 

""' ·~ 
i 
t; 
!i·· .... 
ljt 
lil 
"f; 

:t! 
-.~ 

~.w·:l l.-
-~~-

i 
~~~ 
¥. 
'~-

1i. .. 
~ 
.}; 
$. 
;};· 

:t ..... 
. j·. 
~~·-

IJ 
·f ... 
.£ 
·~: 
_:,~,-

:!f. 
. ... '": 
~::~ 

-Hll ,._ 
;~~ 
,~~~ 

I r·{ Ft.':fi·~- -~ 
::~"- ~ 
:}..:;._::~ ~ . 

.---~:I~ 

A partial survey of the uses of algebraic geometry etc. 251 

2.4. (8ingidar) pert'ltrbation., deformatihn, approllJimati<>n.. These 
reasons for studying families depending on a small para.meters rather 
than only the objeets themselves are almost as old a.s ma.thematics 
itself. C-ertainly (singular) perturbations are a fa.mi.lia.r topic in the 
theory of boundary values of differential equations. .And in the control 
world O'Ma.lley, [OMa], for instance discusses a singularly perturbed 
regulator problem which consists of the following data. 

(2.4.1) 

i 1 = A.11(e)X1 + Au(e)z, + B.(e)u, 

ei, = Au(E)ll), + A.11(8)311 + B1(e)v , 

J(fi) = 111)1(1, e)n(t1)x1(l, e) + 
1 

ai1(0, e) = ai:(e) , 

11)1(0, e) = z:(e) , 

+ J ('11)1(T, e)Q(e)x1(T, s) + 'u(T, e)R(e)tt(T, e)) di­
o 

where the upper • denotes transposes. 
Here the ~trix R(s) is positive definite, the matrices Q(e) a.nd 

n(e) a.re positive eemidefinite, and it is desired to find the control 
which drives the initial state (m~(s), ai;(e)) to (O, 0) in time 1 a.nd 
which minimizes the cost J(e). All matrices may depend on time as 
well. For fixed small e there ie a unique optima.I solution. Here one 
is interested however in the asymptotic solution as e -+ O, which is, 
still quoting [OMa] a problem of considerable practical interest, in 
particular, in view of an example of Hadlock et al. [HJX] where the 
asymptotic results a.re far superior to the physica.Jly unacceptable 
results obtained by setting s = 0 directly in. (2.4.1). 

Another interesting perturbation type problem aris,es may be when 
we have a. system 

(2.4.2) i = FfJJ + G1 u + Gtw , 11=HfJJ 

where w is some undesirable noise input, a.nd where F, (}11 G1 , H 
depend on a. sma.11 parameter s. It is desired to try to remove the 
influence of the noise input w by means of state feedback 

W(t) 'lr I 

y(t) 

u(tl----t 

' 
L 
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That is one tries to find a matrix L such that in the new system with 
state feedbaek loop L, which is given by the equations 

(2.4.3) i= (F+GL)11J + G.u+ G,w, '!/=H111, 

the disturbances do not show up any more in the output y; Suppose 
we ean solve this for s = O. Can we then find a disturbance· decoupler 
L(s) by perturbation methods, i.e. as a power series in t which con­
verges (uniformly) for e smaJl enough and of which the va.rious terms 
ca.n be calculated by successive approxima.tion t 

2.5. There a.re still more reasons for being interested ill families 
rather then single systems. E.g. 2 - a and n - d systems which we 
shall meet briefly in section 6.3 below; parameter uncertainty, where 
one tries to perform certain constructions so as to attain certain 
desirable properties for systems some of whose para.meters a.re uncer­
tain or for systems which have parameters which ma.y va.ey some­
w~t; cf. also 7 below; identllica.tion problems; and, not least, time 
varying systems which can on occasion be fruitfully viewed as triples 
of matrices depending on a. para.meter t, cf. also 11.2 below. 

3. A little basie system theory. 

In this section we describe briefly as background ma.teriaJ a.nd for 
later use a. few of the more elementary concepts and results pertaining 
to a. single system over a fte).d k. 

8.1. Complete reaaAability and complete obs61'11ability. Let k be a 
field and E = (1', G, H) a linear dynamical system over k. The triple 
(1', G, H) can be int.erpreted either a.a a continuous time system 
(given by differential equations) or as a. discrete time system (given 
by dillerence equations), cf. (1.1). Given I one defines the reaoAabi­
lity matN 

(3.1.1) R(.E) = R(li', G) = ( G ; PG : ... : li'•G) 

as the nx (n + l)m matrix consisting of the n. + 1 blocks G, PG, .•• 
.. ., 1!•<1. Dually one defines the oba6f'11ability ~ 

(8.1.2) Q(E) -9(1', HJ -(i) 
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as the (n + l)p X n matrix consisting of the_ n + 1 blocks H, HP, ... 
... ,HP•. 

The system E is said to be complmlg reachab~, abbreviated er, 
if R(E) ha.a its maxima.I ra.nk n and the system is sa.id to be com­
pletely obsmiabu, a.bbrevia.ted co, if Q(.E) has its ma.ximaJ. rank n. 

The8e notions have the following interpretation in terms of the 
sets of equations (1.1). The syst.em is er if for every 111 e k•, there is 
a.n input function u(i) such tha.t starting in 11J(O) = 0 a.t time zero the 
solution of the first equation using this control u(t) pa.sses through 111. 

The system is co if for every two states 1e, te' and input function ti(t), 
the two output functions y(t), y'(i) resulting from starting in 111, a;' 
a.t time zero and using this input function are equal if and only if 
tll=llJ'. 

Finally one associates to I its Hankel matrix Je(.E) which is defined 
a.a the infinite block Hankel ma.trix 

(3.1.3) (

'.41 

Je(E) = A, 
A, 

A1 

Aa 
A, 

Aa 
.A, 
A. '") ... 

... 

built from the p x m blocks .A,= Hl!1- 1<J, i = 1, 2, ... Note that 
Je(.E) depends only on the isomorphism class of E because 

Je(.E') =Jf.(SPB-1, BG, s-1H) =Je(.P, G, H)=Je(.E)). 

We note that 

Je(.E) = (!) (G ; F'G : F'1 G •.. ) 
H.F• 

so that rank Je(.E) <• for a. system of dimension • a.nd rank Je(.E) = n 
for a system E of dimension n i1l' E is both er and co (using the Cayley 
Hamilton theorem). 

3.2 . .R6alimtioft. theory. Let I: e L..,..,.(k) be a system over k. Then 
as we ha.ve seen, cf. (1.3), (1.4.), E determines an input/output ma.p f :c 
which is completely determined by the infinite sequen~ of matrices 

~ 

(3.2.1) A(E) = (A1(.E>, .A.(.E), ... )I A,(.E) = HP1- 1G I i = 1, 2, .... 



!M Michie! Har.ewinkel 

Inversely let there be given a.n input/output map f x, i.e. a. sequence 
of 'P x m matrices 

(3.2.2) A= (A11 A., A11 ... ) • 

We say that }; realizes A if A(£)= A . .An obvious necessary condi­
tion for A to be rea.liza.ble by a finit.e dimensional system I: is that 
the rank of the Hankel matrix of A 

c 
A, A, 

Je(A) = Aa Aa A, 

As A, A, 

... ) ... 

be finite. (In view of the remarks made ju.at above in 3.1). It turns 
out that this condition is also sufficient. Moreover if A is rea.liza.ble 
then it is realiza.ble by means of a system which is both er and co 
and any two realizations of A which a.re both er and co a.re isomorphic. 

Note that the condition A,=HF1- 1G, i=l, 2, 3, ... is completely 
equivalent to (power series development a.round 1 = oo) 

... 
(3.2.3) 'I,.A,r'=H(sl-F)-tG. 

1-1 

ThUB we also sa.y that I:= (F, G, H) rea.lizes the (strictly proper) 
rational matrix function T(a) if 

(3.2.4.) T(s) = H(1I-F)-1<J. 

(A ra.tiona.1 function p(s)/q(s), 0 ~ q(s), p(1) E k[s], is called proper if 
degree q(•) ;,;;.degree p(s) and stricay proper if degree q(•) > degree p(s). 
A ma.trix of ra.tiona.1 functions is proper (reap. strictly proper) if ea.eh 
of its elements is proper (resp. strictly proper).) 

It is of course a quite well known and old result that the power 
00 

series ~a, r' is a. rational function if a.nd only if its a.ssociat.ed Hankel 
,_1 

matrix has finite rank. 
The rank of the Hankel matrix of A is called the .Mac.Millan degree 

of A. If T(1) is a. strictly proper matrix valued rational function than 
the Ma.cMilla.n degree of T(1) is that of the sequence A determined by 
(development a.round 11 = oo) 

co 

(3.2.5) T(s) = I, .A,,-;. 
1-1 
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By the above the Mac.Milla.n degree of T(11) is the dimension of 
a.ny co a.nd er system which realizes T(a). 

3.3. Invariants and isomorphisms. As has already been noted above 
in 3.2 two systems I:, I:' E L..,..,.(k) which are both er and co a.re 
isomorphic ifI they have the same input/output functions, i.e. if and 
only if Px(s) = Tx.(s) or equivalently if and only if .A,(£) = ..4. 1(£'), 
i = 1, 2, 3, .... 

.An invariant (for GL,.(k) acting on L,.,.,P(k)) is a function a: 
L ...... (k) -+ k such that a(J:) = a(E8) for a.11 Se GL.(k), £ E L,.,,.,.,(k) • 
The entries of the matrices .A,(E) a.re obviously inva.ria.nts (as func­
tions of £). And under suitable continuity restrictions they a.re the 
only invariants. Thus if k = R or C the only continuous invariants 
are the entries of the Alli (a.nd continuous functions in these) and 
if k is aJgebra.ica.lly closed the only Zariski continuous invariants 
L ....... (k) -+ k a.re again the entries of the A,(J:) (and morphisms in 
these entries), which•a.re of course morphisms L,,.,,.,11 -+A.1• 

3.4. Fudbu.ck. Given a system £ = (F, G, H) the.introduction of 
a state feedbQ.ck loop L changes the system to I:(L) = (F + GL, G, H). 
In terms of block diagrams this is often depicted as follows 

y(t) 

Quite often, in design problems e.g., one has obtained a system }; 
of which some characteristics a.re not yet as desired, a.nd for which 
one still has the option of introducing (extra) feedback loops. Ma.the­
ma.tica.lly the problem thus is to what extent the transformation 
:E ,_. I:(L) ca.n change the characteristics (invariants) of I. 

One a.lao considers on occasion output f udback for which the block 
diagram is 

u(t) 

.. 
which cha.ngee I:= (F, <J, H) to (F + <JLH, <J, H). .And more gen­
erally one considers dynamk output f eeilback, where the output y(#) 
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is processed through another linea.r system E' and then fed ha.ck 
int-0 E. The block dia.gram is of course 

u(t) 

r-----.--------1 
I I 

E 
I 
I 
I 

l~,.1 . I 
I I 
L------------_j 

y(t) 

If the transfers function of Eis T(a) and that of E' is T'(a), then the 
transfer function of the tota.1 system is 

(3.4.1) 
T(B) 

~ .. 
1 - T(a) T'(s). 

4. Fine moduli spaces, univenal families ana canonical forms. 

4.1. The quotient acheme M~. Let k be any field, then GL,.(k) 
acts on L:!,.,.,(k) the set of all er linear dynamical systems E=(F', G, H) 
of dimension n with m inputs and p outputs. Let M:,.,.(k) be the set 
of orbits. We note that the stabilizer subgroup of each E eL: .• ,.(k) 
is trivial (beea.nse R(E8) = SR(E) and R(E) has full rank), which 
(morally) goes some way towards suggesting the following theorem. 

4.1.1. THEOREll: There exists a scheme M!,,..11 over Z such that 
for ea.oh field k the k-ra.tional points of M: .•. 11 a.re precisely the orbits 
of GL.(k) acting on L:,.,9 (k). There is a.n open subscheme M:;.:, 
corresponding to the orbits of er and co systems. 

Loeally M!,.,, is isomorphic to affine space ,(•..+PR and the ·way 
these pieces are glued together is very reminiscent of Grassmann 
varieties. For details cf. [Raz 2] for the topological version, [Ha.z 3) 
a.nd also [BH) for the case of varieties over a field, and [Raz 6) for 
the fact that M!,...., is defined and is classifying over Z. 

4.2. Unfoeraal familiea. There are a number of universal families 
of systems. Let us start with a topological one 

4.2.1. THEOl!.ElC: There exists a. family »'= (E"; J!V, G•, H•) of 
real er systems over the smooth differentiable ma.nifold M"'.....,,(R) 
such that the following universality property holds. For each con-
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tinuous family E of real er systems over a topological space V there 
is a unique continuous map <pz such that E is isomorphic to the 
pullback 

rp1L"' = (<p1E"; ip1F", ip1G", ip1H") . 

There a.re corresponding statements for differentiable and real ana­
lytic families over differentiable and real a.na.lytic varieties. ( .M;f,...(R) 
is real a.na.lytic). There is also a.n a.na.Iogous theorem for complex 
systems. 

On the a.Igebra.ic-geometric side of things we have 

4.2.2. TREoREM: There exists an algebraic fa.mily D of er systems 
over the scheme M!,,,,, such that for every algebraic family E of er 
systems over a scheme V there is a. unique morphism of schemes 
rp.r: V-+ M:,..,., such that E is isomorphic over V to the pullbaek 
family qi1D. 

Here a family E = (E; F', G, H) over a scheme V is said to be er 
if for every 11 e V the system over 11, i.e. the system (E® k(11); F'® 
® 7'(11), G® 7'(11), H ® 7'(11)) over the residue field k(11), is er. 

4.3. The Kr<>tl6Cker nice selection. Most will agree that the Jordan 
canonical form is a useful gadget when dealing with matricee. What 
it does is select one particular element out of each orbit of GL.(C) 
acting on M.(C), the space of all nxn matrices, by similarity, i.e. 
as (8, .A) 1-+ EJAS-1• Similarly it would be nice to have a eanoniea.l 
form for GL,,(k) acting on L.,.,.,,.(k), or at lea.at Lw(k). For one 
thing they can be useful when trying to identify a system from its 
input/output data., because the input/output data only specify a.n 
orbit, (not the system itself, so that there are a number of redundant 
parameters to get rid off before trying to estimate the remaining ones, 
cf. also [GW]). One particular ca.noniea.1 form proceeds via what is 
called the Kronecker nice selection, which we now describe. It will 
also be useful in 10.3 below when studying feedback. 

Let E = (P, G, H) be a er system over a. field k. Consider an array 
of nx (n + l)m dots. For each (i, j), i = O, ... , n; j = 1, ... , m, in this 
array put a cross at this spot if a.nd only if the column vector :H'g1 
where g1 is the ;-th column of G, is linearly independent of the vectors 
F'•g., with (a, b) < (i, ;) where the order is the lexicographic one 
(i.e. (a, b) < (i, ;) <:>a < i or (a= i and b < ;)). This yields a pat­
tern of n crosses (because rank .R(E) is n). For example the result 
for n = 61 m = 4. might be 

(4.3.1) x .. 
xxx 
XX· 

.. 
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which means e.g. tha.t g1 = 0 a.nd tha.t Fg1 is linearly dependant on 
fu fu 911 g,. 

Note that the pattern above ha.a the property tha.t whenever a. X 
a.ppea.ra in a. row tha.n all positions in this row left of this X a.re also 
occupied by x 's. This is no accident (and it is this property that the 
word nice in the title of this subsection refers to). It follows tha.t the 
pattern obtained is uniquely described by the m-numbers x(.E) = 
= (#1(.E), ••• , i,.(.E)) of x 's in ea.eh row. This sequence of m numbers 
#(.E), or more p:recisely the corresponding patt.ern of crosses, is what 
I call the Kronecker nice selection. 

Note that X{L"') = x(.E) for all B eGL,.(k} so that these numbers 
a.re discrete invariants. 

4:.4:. Ccmon.ical formr. The Kronecker selection x(.E) defined above 
now can be used to define a canonical form on L:,._.(k). We label 
the columns of ..R(.E) = .R(l!, <J) = (<J ; FG ; ..• : l!•G) by the spots in 
the array of 4: 8 above, i.o. by the pairs (i, j), i = 01 ••• , n; j = 1, .•• 
... , m. For each subset « of this set of pa.ire let R(.E). be the matrix 
obtained from R(P, G) by removing all columns whose index is not 
in «. Note that for all B E GL,.(k), 

(4.4.1) (R(.EB) ). = B(B(.E).) • 

It follows that each orbit of GL,.(k) in L:,...(k) contains precisely 
one element E such that ..R(E)ii(J.')= I,.. This defines a canonical form 

(4:.4:.2) o,.: .L:,?.:(k) -.L:;:'.(Jc) , .E 1-+ .E8, where 8 = (..R(.E);i.J:))-1 • 

This is but one example of a la.rge number of ca.nonica.l forms in use 
in system and control theory, and one ma.y ask whether this construe· 
tion is continuous. The Jordan ca.nonica.l form for matrices e.g. is 
discontinuous which severely limits its usefulness for instance in numer­
ica.l ma.tt.ers, [GWi]. Simila.rly it would be nice to ha.ve a continuous 
canonica.l form for syst.ems for identiflca.tion and numerica.l purposes. 
However, 

4:.4:.S. Tlmo:&EK: There exists a continuous canonical form c: 
L:;:"',.(R) -+ L:;:"',.(R) if and only if 1' = 1 or m = 1. 

There ia a aimila.r statement concerning canonical forms which are 
morphisms on the algebraic varieties L!~(Jc), Jc a.n algebraica.lly clo&ed 
fteld. For det.ails and more theorems like this, ef. [Raz 2, Ha.z 8]. 
The reason behind this theorem is the following. .As is easily seen, 
a continuous canonica.l form exists on all of .L:;:,.(R) if and only if 
the univeraa.l bundle 1!l- :restricted to L:'::.(R) is trivial. It tum.a 
out that this is the ca.se if and only if m = 1 or p = 1. 
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4:.5. Poimwiae-iocai iaomorp1liam problema. It is an immediate con­
sequence of the .fine moduli space theorems 4.2.1, 4:.2.2 that if two 
families .E and E' of er systems over V a.re pointwise isomorphic then 
tha.y a.re isomorphic as fa.milies over V. A similar statement holds 
for families which are co everywhere; in fa.et the whole body of 
definitions and statements ha.s a co (i.e. output) counterpart. 

In genera.I, however, such a statement is definitely false just a.a 
in the case of matrices depending holomorphically on a parameter 
with respect to simila.rity, [Wa]. In a.na.logy with the positive results 
one ha.a in tha.t case. 

4.5.1. THEOREM: Let .E, E' be two families of dynamical systems 
over V. Suppose that E(11) and .E'M a.re isomorphic for all 11 E V. 
S-qppose moreover that the stabilizer subgroup of E(tJ) has constant 
dimension as a. function of" in some neighbourhood of t10 e V. Then 
there exists an open neighbourhood U of "• such that .E and .E' a.re 
isomorphic as families over U. 

The theorem holds both for continuous rea.l fa.milies over a topo­
logica.l space and for algebraic families over schemes, so in pa.rticula.r 
for systems over rings. Cf. [HP] for details of the proofs and various 
exa.mples. 

5. RWizatioa with parameters ancl Yarialions. 

5.1. PoimtOi&e r°"Z~ion theory. As was remarked in section 3 a. 
strictly proper ra.tiona.l matrix function .T(s) with coefficients in a. 
field J:, or, equivalently, a sequence of matrices A= (.Au .A., ... )with 
finite rank Ha.nkel matrix ca.n be realized by mea.ns of a. :finite dimen­
sional system, i.e. we can find a .E = (P, G, H) over Jc such tha.t 

(IS.1.1) T(1) = H(1I-P)-1G, .A,= HF1-1G , i = 1, 2, •.• 

a.nd it is even possible to find a. realization which is co a.nd er. A more 
or less st.a.nda.rd wa.y of proving the first statement is a.a follows. The 
hypothesis that the rank of the Hankel matrix 

3e _ (.A1 .A.1 .A.a • ··) 
- .A1 .A1 .A, ... . . . . . . . . . 

a 
is finite means tha.t there is a.n rand that there a.re matrices Tu ... , T,. 
such that the (r + 1)-th column of Je is equal to .T,.(1-st column) + 
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+ T,_1(2-nd column) + ... T1(r-th column), which means that 

(5.1.2) Ar+i = T,A, + T,_1.A.1+1 + ... + T1Ar+l-l' i = 1, 2, .... 

Now let 

0 .... 0 

I . . . 
(5.1.3) I o . 

.. ) 
. =F, . . (~~G, (Au ... , A,) =H . 

0 T1 

,o · ·· 0 I 

Then .A,=HFHG for all i= 1, 2, ... beea.use (.A,, ... , Ai+r-1).F= 
= (A 1+11 ••• ,A,+,) by (5.1.2). Thus the system E defined by (5.1.3) 
rea.lizes A. One then proceeds to find the canonical er subsystem l.:'Z 
of the system just constructed, cf. 11.1 below, a.nd then constructs 
the canonical co quotient system of the l.:'Z just constructed, to find 
a er and co system which (a.Iso) rea.lizes E, cf. a.Iso 6.2. 

5.2. Realization with parametera ([By 41). It is not at all clear, 
however, that the realization construction --0f 5.1 above is continuous 
in the parameters of .t (or in the parameters of T(s)). Also one 
nsnally prefers a realization of minimal dimension, i.e. a co and er 
rea.liza.tion, and it is also not clear that the construction which a.sso. 
ciates to a system E its er a.nd co subquotient with the same input/ 
output map is continuous. This question is in fa.et the topic of sec­
tion 11 below, cf. also 6.2. 

Let ..t(a) be a family of sequences of matrices depending on a para­
meter with uniformly bounded MacMilla.n degree, or, equivalently, let 

(5.2.1) 
00 

T0 (1) = ,! .A,(a)s-' 
1-1 

be a. family of rational strictly proper transfer functions (with the 
ea.me boundedness property). Then an obvious necessary condition for 
the existence of a family I'(a) in the sense of 2.1, which is co and er 
everywhere, such that E(a) realizes ..t(a) (or, equivalently T.(s)) for 
aJl a is that the MacMillan degree of A{a) (cf. 3.2 above) be constant 
as a function of a. This is also sufficient. 

5.2.2. THEoB.EM: Let A(a) be an algebraic (reap. continuous) fa­
mily of sequences of matrices of constant MacMillan degree. Then 
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there exists an algebraic (resp. continuona) family of systems E(a) 
realizing A( a). 

Indeed, one shows without too much difficulty (using the Zariski 
main theorem as in [By 4]1 or by constructing local inverses [Raz 3]) 
that E 1-+ A(E) induces an isomorphism of .M:!., with the space of 
all sequences of MacMillan degree n. Thus the family .A:(a) defines 
a morphism into .M:';:,. and the pullback of the universal family by 
mea.ns of this morphism is the desired family. 

This does not mean that we can a.lways find a family of co a.nd er 
matriw triples {F{a), G(a}, H(a)) realizing ~(a). Indeed this will be 
possible if and only ii the pullback of the underlying bundle E- of 
the universe.I family of systems by means of the morphism defined 
by the family ..t(a) is trivia.I. Yet precisely such a family of matrix 
triples is what is desired on occasion; in particular when A(a) is a 
family of matrix sequences coming from a sequence .A:= (A.11 A., ... ) 
of matrices with coefficients in a ring R. 

5.2.3. CoROLLARY: Let R be a ring such that all projective mod­
ules of ra.nk n are free. Let A= (.A.11 .A.11 ... ) be a. sequence of matrices 
with coefficients in R, such that the Ma.cMilla.n degree of A(p) = 
= (.A.1(p), .A.1(p), ... ) over the quotient field k('p) of R/'p is equal to n 
for aJl prime idea.le~· Then there exists a triple of matrices (P, G, H) 
over R, i.e. a system over R, which rea.lizes .t (i.e. such that A,= 
=HJi'HG, i = 1, 2, ... ) a.nd which is such that {F(p), GO>), H(p)) is co 
and er for all p. (I.e. we have a split rea.liza.tion in the terminology 
of [So 3].) 

By the Quillen-Suslin theorem the condition on R is in particular 
fulfilled for rings of polynomials over a field, which is e.g. the case 
of interest when discussing realization by means of dela.y-d.Uierential 
systems. 

5.3: Realization by means of delay-differential systems. Let E(u) = 
= (P(u), G(u), H(u)} be a dela.y-d.Uierential system with r incommen­
surable delays. Here u = ( a1 , ... , u,) and u, stands for the delay 
opera.tor u,z(t) = z(t- a1), so tha.t we have written E(u) a.s a system 
over the ring of polynomials k[ u11 ••• , er,]. The transfer function of 
E(u) is 

P(s) = H(exp (-41 8), ... , exp (-a.a>)· 

·(aI -P(exp (-aia), ... , ex:p (-a,s)))-1 G(exp (-a1 s), .. ., exp (-a,a)) 

$ 

which can be seen as a. rational function in a whose coefficients a.re 
polynomials over kin ex:p (-41r), ... , exp(-a,s). 
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Now inversely suppose that we have a. transfer function T(s) which 
can be writt.en as a. ra.tiona.I function in B with coefficients which a.re 
polynomials in the exponential functions exp (-cii s), ... , exp (-a, a), 
and we ask whether it can be realized by means of a dela.y-dllJerential 
system £(a). Now if the a, a.re incommensurable then the functions s, 
exp (-ciia), ... ,exp (-a,.a) are algebra.ica.lly independent, and there 
is precisely one transfer function T'(a) = T'(a; a1 , ... a,) whose coef­
ficients a.re polynomials in the a11 ••• , a, such that 

T(B) = T'(a; exp (-ciis), ... ,exp (-a,a)). 

Thus the problem is mathematically identical with the one just dis­
cussed above in 5.2, and by Corollary 5.2.3 a.nd the Quillen-Suslin 
theorem we get a. positive answer in the case that the Ma.cMill.an 
degree of T' (a; O'u ... , a,) is constant for all complex values of the 
para.meters 0'1 1 ••• , a., 

5.4. Network synthuis. An ft-port is an electronic gadget with ft 
pairs of terminals (over which voltages and currents can be meas­
ured). An n-port which is constructed on a finite graph oonsi.8ting 
only of lumped resistors, inductors, capacita.tors, ideal transformers 
and gyrators can be described by an ftXft scattering matrix S(p) 
which essentially, after a norma.liza.tion, relat.es the voltages and the 
currents a.cross the ft ports. The matrix B(p) is rationa.l and it is 
symmetric if no gyrators are present. When discussing the inverse 
problem of how to realize an B(p) by mea.ns of a. network (i.e. the 
network synthesis problem, which has been solved) one hits the fol­
lowing symmetric version of the system realization problem discmsed 
above. 

Given a symmetric, rational, proper ftXft matrix W(a) (the matrix 
W(s) is related to the scattering matrix B(p) by a simple fractional 
substitution), find an internally symmetric realization, where the last 
phrase means that we want to find a triple (F, G, H) of matrices of 
sizes rxr, rXft, fl.Xr such that 

(5.4.1) W(1) = H(1I-J!)-1<1, I.,,.F = 1FI.,,., I.,,G = 'H 

where the upper • denotes transposes, a.nd where I.,., p + q = r, is 
the standard symmetric form of signature p-q (conaisting of p +l's 
and q -l's on the diagonal a.nd zero's elsewhere). Note tha.t r and 
p - q are given by W(a) a.s the MacMillan degree of W(a) a.nd the 
signature of the Hankel matrix of W(a). 

In [YT] Youla and Tissi show that internally symmetric realiza­
tions of minima.1 degree always exist (op. cit. Lemma 8) and that any 
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two of them a.re transformed into one another by an element of 
O(p, g) c GL,.(R). 

The situation is now entirely a.na.logous to the one for linear dyiiam­
ica.l syst.em (rea.liza.tion) theory discussed above, and one can ask 
about fine moduli spaces, etc. In particular one ea.n a.sk about the 
existence of continuous symmetric canonical forms. It turns out tha.t 
these exist only in the ease where they have long been known to 
exist, (BD]. (The Foster and Ca.uer canonical forms for RL and RO 
networks) . .Again, the problem is ruled by a certa.in universal bundle, 
which, a.ga.in, is nontrivia.1 as soon as it has a decent chance to be so. 
(There seems to be a. kind of Murphy's la.w also in this highly theo­
retical branch of electrical engineering.) 

Another question which it is now na.tura.1 to ask is whether there 
exist polynomial families of int.ernally symmetric realizations for poly­
nomial fa.milies of symmetric matrices W(s). Especia.lly in connection 
with delay networks, i.e. networks with transmission lines, [An, Ko, 
RMY, Yo]. Here instead of the old Serre problem, one hits the 
quadratic analogue which asks whether any quadratic space over 
k[O'., .. ., a,] is induced from one over k, [Ba.]. Here the general answer 
is negative ([Pa], k = R, r = 2), but the answer is yes if r = 1 
([Har]), if k is algebra.ieally closed ([Ra]), a.nd if the quadratic space 
is not definite (fOjJ). 

6. Realization over rings (.2). 

Let .,t =(Au ..4.11 ... ) be a sequence of pxm matrices over a ring R. 
Suppose we want to realize .,t over R, i.e. we want to find matrices 
(F, G, H) with coefficients in R such that ..4. 1= HFHG, i = 11 21 •••• 

One way to tacltle this was discussed above and consists of treating .,t 
as a fa.mily over Spee (R) and using the fine moduli space of co and er 
systems and the Quillen-Blll!lin theorem ([Bus, QuJ). The hypotheses 
to make this work, however, a.re rather strong: viz. the MacMillan 
degree of A(p) must be constant as a function of p, and R must be 
projective free in the appropriate dimensions. 

Another way to get rea.Iizations of .,t goes a.s follows. Assume 
for simplicity that R is an integral domain; if R is not a.n integral 
domain but is reduced, then these idea.a generalize rathe.r easily. Let K 
be the quotient field of R. Then A is realizable over K if and only 
if the rank of the Hankel matrix of .A;, viewed a.s a matrix over K, 
is finite. Let d(.A;) denote this number. Thus we a.re left with the 
problem: which integral domains a.re such that if a sequence of ma­
trices over R is realizable over K, then it is also realizabl~ over R 
(possibly using higher dimensional matrices). 
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This method is not particularly thrifty in terms of the dimension 

of the realization obtained, but has the advantage of requiring far 

weaker hypotheses, as we shall see. 

6.1. The Fafhu property . .An integral domain R is sa.id to be J!at-Ou 

if for every rational function p(s)/q(1), where p(s) and q(a) a.re poly­

nomiaJ.s with coefficients in the quotient field K of R, such that Us 

expa.nsion p(s)/q(a) = ! a,r' has all its coefficients in R, there exist 

polynomials p'(s), q'(s) over R such that q'(s) has leading coeftlcient 

equal to 1 a.nd such tha.t p'(s)/q'(s) = ! a,r'. 
Fa.ton proved in 1906 that the ring of integers Z ha.s this prop­

erty, whence the na.me. The Fa.ton property is actu.aJ.ly equivalent 

to the realization property: if A over B is realizable over K then it 

is realizable over R. 
For the one input/one output case this is immediate because firstly 

the polynomial pa.rt of T(s) = ! a,r' causes no difficulties at a.11, 

showing tha.t the realization property for the one input/one output 

case implies the Fa.tou property. Secondly, a. power series I a1r 1 is 

· the expa.nsion of a rational function p'(11)/q1(11) with the leading coef­

ficient of q'(s) equal to one ifI °''+• = t.a, + ... ti.a•+•-i for all i = 1, 2, ... , 
(where the t1 are the coefficients of q'(a)}, and then the realization 

procedure 5.1 above gives the desired realization. In the more input/ 

more output case one simply observes tha.t T(a) consists of rational 

functions as entries. Realizing each of these we find in the case of 

three inputs a.nd two outputs the realizations (li'11t G11 , H 11)1 i = 11 2; 

j = 1, 2, 3, of .2 a,(i, j) a-•, where a.(i, j) is the (i, j)-th coefficient of A, 

and T(s) = I.A,r•. Now put all these together in the following way 

Fu 0 0 0 0 0 Gu 0 0 

0 Fu 0 0 0 0 0 G .. 0 

0 0 F11 0 0 0 0 0 Gu 
I!= I ' G= 

0 0 0 Fu 0 0 Gu 0 0 

0 0 0 0 Fu 0 0 a •• 0 

0 0 0 0 0 Fas 0 0 Gas 

H=(~n Hu Hia 0 0 ;J. 
0 0 Hu Hu 

Then A, = HFr-iG for aJ1 r, a.nd of course this trick works in general. 

6.1.1. THEoREM ([BWK]): Every noetheria.n integral domain is 

Fa.ton. 
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PRooF ([So 1]): Let .,t; be a. sequence of p xm matrices over R 
which is rea.liza.ble over K. The first step now consists of the fol­

lowing elegant realization procedure by means of a. not necessarily 

free state module ([Rou, Fl 11 Fl·2]). Write down the Hankel ma­

trix Je of A, a.nd let X be the R module generated by the columns 

of Je. Now define G':R--+X by G'(Gi 1 ... ,a,,.) =a1b1 + ... +a.,b,,., 
where the b, are the columns of Je; define F': X -+X by J!'(b1} = 
= b1+mi a.nd let H'(b1} be the column vector consisting of the first p 

entries of b1• (Note that F' is well defined because by the structure 

of the Hankel matrix any linear rela.tion o,.b" + ... + o,b1, = 0 implies 

0tb1,+• + ... + o,b«+• = 0.) 
The second step consists in showing that the module X is finitely 

generated. Let flu ... , fl,. be ,. columns of Je which form a basis for 

X ®.ll K over K. Then every column of Je can be written a.s a sum 

_L d-1 d,t1,, where d1 ER and where d ER is the determinant of a full 

rank n.xn. subma.trix of the matrix formed by the t11• Let X' be the 

R module generated by the vectors d-1 v, 1 i = 1, ... , n. Then X is a 

submodule of the finitely generated module X' and so is finitely gen­

erated because R is noetheria.n. 
Finally let Rn -+ X (different n in general) be any surjeetive mod­

ule homomorphism. Then because R• is free there a.re homomorphisms 

P, G, H such that the following diagram is commutative, 

F y;Rn Rn~ -

~ i ! ~ -
~x F' xfi 

and then HF1- 1G = H' F'1- 1G1 =A,, i = 1, 2, ... , proving the theorem. 

Not a.11 integral domains a.re Fa.tou, cf. [Cha., CCh]. .A closely re­

lated property caJled strong Fa.tou is also releve.nt for system theoretic 

considerations ([SR 2]), a.nd it in turn implies that the ring in ques­

tion is almost projective free. (For such rings it snfflces to add one 

copy of R to a. projective module to make if free.) 

6.2. Minimal reaUzationa, ([EilJ). Let P: X-+ X, (}: R- ~ X, 

H: X -+ R» be a. (discrete time) system over a. ring R whose state 

module is not neeessa.rily free. Define Q.: R-[z]-+X by ta' 1-+J!'Ge 

and define n: x -+ RP[e] by Ha; = I HF•a;e". Then the a.pt>ropria.te 

(and obvious) notions of er and co for systems over rings a.re: the 

system is (ring) er if Q. is surjective, and the system is (ring) co if H 
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is injective. (For the family over Spee (R) associated to the syst.em 
the property • ring er •. is equivalent to the requirement that every 
member of the family be er; but the property tha.t every member 
of the family be co is stronger than the property c ring co •·) The 
system is said to be minimal if it is both er e.n.d co. 

Now let X• c X be the image of G. Then 6(.R-) c X• a.nd 
J'(X•) c X•, and the induced er system (.i•; F, G, H) has the same 
input/output behaviour as the original system (X; F, 6, H). More or 
less dua.lly let 0 be the kemel of ii. and let X"" be the R-module X"" = 
= X/O. Now 1'(0) c a and H(O) = O so that we ha.ve an induced 
system (X""; F, G, H}, which is eo and which ha.s the same input/ 
output behaviour as the original system. 

Performing both constructions we find a co and er system ( (X"')00 ; 

1', G, H) with the same input/output behaviour as the original system; 
i.e. we ftnd a. mjnjma.J system. .All minimal systems realizing a. given ,,{ 
a.re isomorphic (so tha.t in particular it does not matter which of the 
two constrnetiona is carried out first). 

Of course the minima.I realization of a. given ~ need not have a. 
free, or even piojective, state module, however, if the family .E(~) 
ha.a conata.nt Mac.Millan degree than the rea.lization obtained by the 
methods of section 6 above is minima.I and the realization obtained 
by the conatrnetiona described above has a projective state space 
module. 

6.3. 2 - tl anti ta - tl a,lfeml. Consider a linea.r discrete time 
system with direct feed-through term 

(6.3.1) ai(t + 1) = ..Fai(t) + Gv(t) , y(I) = Hai(t) + Jv(t) • 

The associated input/output operator is a convolution operator, viz. 

I 
(6.3.2) y(t) = I .A,u(t- i) 1 A.= J , .A,= HJ'l-16 , i = 1, 21 .... ,_. -

Now there is an obvious more dimensiona.J {north-east causa.J) gen­
eralization of such a convolution operator, .M. 

(6.3.3) 
• lo 

y(A, k) =I };.A,1'9'(1'-i, k-j)' 
c-o 1-0 

1', k = o, 1, 2, .•.• 

A (Givone-Boesaer) realization of such an operator is a • 2-tl system• 

l 117i(A + 11 k) = 1'11111i(1'1 k) + ..Fu~(A1 k) + 6 1v(1'1 k) , 

(6.3.4') a:.(A, k + 1) = F 11111i(A, k) + Fu~(i, k) + G1v(l, k) , 

y(A, II) = H 1 a7i(A1 1:) + H 1 1111(A, 1:) + Ju(l, 1:) , 
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which yields an input/output operator of the form (6.3.3) with the A 1,1 

determined by the power series development of the 2 - d. tra.nafer 
function !1.'(1u la) 

(6.3.5) I .A,,, si' a-;!= T(Bu 81) , 

"' 
(6.3.6) P(111 11) = (H1 H1) (('11•• O )-(F'u J!\1))-1 (61) + J 

0 11I. F'11 ..Fu 61 

where I, is the rxr unit matrix a.nd where Bi and n1 are the dimen­
sions of the state space vectors z1 and z •. There are obvious gen­
eraliza,tiona to n - a systems. The question now arises whether every 
proper (cf. e.g. [Eisl] for a definition) 2 -tl transfer function can 
indeed be realized by a set of •processing equations • like (6.3.4). 

One way to approach this is to trea.t one of the 11, as a parameter 
which then gives us a realization problem over a ring (or a. rea.Jiza.tion 
problem with parameters). 

More precisely let R, be the ring of all proper rational funetiona 
in 111 • Now consider P(au 11) as a proper rationa.J function in 11 with 
coeftlcients in B,. This transfer function ca.n be realized over B., 
giving us a. quadruple of matrices (F(B1)1 G(•1>)1 H(•1l1 J(11)). Each 
of these matrices is proper as a function of 11 and hence can be 
realized by a. quadruple of matrices with coefficients in whatever field 
we happen to work over. Suppose that 

(..F,, G,, H,, J,) realizes 1'(.r1), (Fa, Ga, Ha, Ja) realizes G(11) 1 

(.F., G., H., J.) reaJizea H(11), (FJ, GJ, HJ, JJ) realizes J(11) • 

Then, as is easily checked, a. realization in the sense of (6.3.4') is 
defined by 

J, H, H,, 0 0 J11 
- -
G, ..F, 0 0 0 0 

F = (F'u F 11) = ( o 0 Fa 0 0 , (} = (::) = G11 1 r 
F'11 Fn o. 0 F. 0 0 0 

0 0 0 0 (}J 

H=(H1 H1) = (JB I 0 0 H. HJ)' J=JJ. 

This is the procedure followed in [Eis 1]; a somewhat pi:tferent ap­
proach with essentially the same fl.rst step and also baaed on realiza­
tion over rings is used in [Bo 2]. 
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7. Output feedback, blending and Stein spaces. 

7 .1. Dynamic output feedback. Consider a scalar (for simplicity) 
transfer function T(s) = p(s)/q(s). Then the introduction of a dy­
namic output feedback loop with transfer function L(a) = a(a)/b(a) 
results, as was mentioned in 3.4 above, in a new system with transfer 
function. 

(7.1.1) 
T(s) p(s)b(s) 

1-T(s)L(s) b(s)q(s)- a(s)p(s) • 

The system described by T(s) = p(s)/q(s), where p(s) and q(s) a.re 
without common factors, is sta.ble if q(a) has aJ1 its roots in the left 
half plane. 

Now suppose that the system P(a) depends on some only appro:ri­
ma.tedly known parameters c varying in some compact set O; i.e. we 
have a certain amount of parameter uncertainty . .And suppose that 
we want to stabilize T 0 (s) = p.(s)/q.(s) by means of a dynainic output 
feedback loop L(s) for all c simultaneously. Then our problem is to 
find polynomials a(s) and b(s) such that aJ1 the roots of 

(7.1.2) b(s)q,(s)- a(s)p.(s) 

are in the left ha.lfplane for all C E 0. 

7.2. Tle blendiftg problem. Consider the single input/single output 
control system represented by 

p(s) a(s) 

q(a) b(s) 

where the transfer polynomials p(s) a.nd q(s) are given, but there is 
some uncertainty about their para.meters, and where it is de13ired to 
find polynomials a(s) and b(s) such that the total system has only 
left halfplane zero's, a property which is sometimes called minimum 
phase. Thus it is desired to find a(s) and b(s) such that 

(7.2.1) a(s)p,(s) + b(a) q.(s) 
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has only left halfplane zero's. This haa been called the blending 
problem and mathematically it is the same problem as the dynamic 
output stabilization problem of 7 .1 above. 

If it is required that b(a) is minimum phase also one speaks about 
the strong blending problem. For the dynamic output feedback 
stabilization variant this corresponds to the requirement that the 
feedback loop system L(s) be itself stable. 

The (strong) blending problem can not a.lwa.ys be solved. For 
instance if there a.re points d, e in the right half plane such that 
p.(d) = p,(e) = O for all c and such that q,(d) cicles around zero as 
c varies,- while q0 (e) is a fixed constant, then the blending problem 
has no solution ([Ta]). 

7.3. Ooruuction with Stein spaces. Let Ebe the right halfpla.ne: 
then we want to find polynomials a(a), b(s) such that a(s)p0(a)+ 

+ b(s) q0(s) ¥= 0 for aJ1 s E JiJ and c E 0. Let T,(a) = p.(s)/q.(a) and 
L(s) = a(a){b(a). Then we wa.n.t to find a rational L(s) such that 
T 0(s)*-L(s) for all ceO and BEE. For a fixed c let 

z. ={(a, T.(B))jseE}cEx.P1(C), 

z; ={(a, T 0(s))/sEE, T 0(B)* oo}cExC, 

and let Z= LJZ,, Z'= LJZ~, Y=ExP1(C)"-.Z, Y'=EX~Z'. We 
• • 

have the na.tural mappings Y -+ E, Y' -+ E, induced by (s, w) ,..... a 
Solving the blending problem now consists of finding a meromorphic 
section of Y -+ E and a. holomorphic section of Y'-+ E gives a solu­
tion of the strong blending problem. Now it turns out that (op. cit.) 
Y' is a Stein space, which helps in obtaining some positive results 
for the blending problems, [Ta]. 

I should add that in the case that the uncertainty in T.(a) is of 
the form T 0(a) = cT(a), where T(s) is a. fixed rational function, so 
that the undertainty is just a ga.in footor, Ta.nnenba.um in op. cit. 
gives a complete solution using very different methods (complex inter­
polation). 

8. Matrix polynomials. 

In this section I briefly discuss a few variations on the theme 
matrix polynomials. It will be clear, I hope, that the V'llrious • mor­
ceaux • mentioned below are intimatedly related, though the overall 
picture does not seem, as yet, to be completely clear. 
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8.1. Prmtaitw'r rmarb OOAceming matria: polynotaiGZB. Let k be 
a field. We denote with J:•X•[•] (reap. k•X•(•)) the module of a.11 
pxm matrices with entries in k[•] (reap. k(a}) and with J:-[1] (resp. 
r(a)) the module of column m-vectors of polynomia.ls (reap. ra.tiona.l 
functions) in 1 over k. Matrix multiplica.tion makes J:•Xll(1] a. ring. 
An element U(1) of this ring is ca.lled vnimodtdar if it is invertible 
in this ring; i.e. if det ( U(s)) e 1'*. An element D(•) in k"x•[s] is 
ca.lled nonsingular if det (D(a)) ~ O. 

A first most useful fa.et a.bout the ring J:•X"[•] is tha.t it is a. left 
and right principa.l idea.I ring. Thus in pa.rticula.r any two elements 
.A., B ha.ve a. greatest right common divisor D (that is, there a.re 
<J, 0' such that .A= <JD, B = O'D, a.nd if D' is any other common 
right divisor of .A. and B then D is a. left multiple of D', i.e. of the form 
D = J!JD' for some E in J:•X•(a]). This greatest common right divisor 
is simply a.ny generator of the left idea.I generated by .A. a.nd B, and 
is of course determined up to a. left unimodular factor. Similarly 
there a.re left greatest common divisors. As a.n i.mmedia.te consequence 
one ha.a: 

8.1.1. Plu>POBITION: Let 0 ~ T(a) e k"X"'(•) be a. matrix of rational 
functions. Then there a.re N(11) e k•X•[a] a.nd a. nonsingula.r D(a) E 

e k•X•[a] such that T(11) = N(a}D(11)-1 and such that there a.re .A(11) E 

e 1:-x•[1], B(•) E k•x"'[•] with ..4.(11)N(11) + B(1)D(1) = I •• These N(•) 
and D(a) a.re unique up to a common right unimodnla.r factor. 

Oile interesting fa.et in this connection is that if T(a) is a strictly 
proper ra.tiona.l matrix function a.nd T(a) = N(a)D(1)-1 is the fa.cto.ri­
zation of 8.1.1 above, then the MMMillan degree of T(a) is the degree 
of det (D(a>). 

8.2. TM duevrlH.inoB d6COVpling problem. Suppose we have a. con­
trol system with an extra. noise input; i.e. we ha.ve a set of equa­
tions 

(8.2.1) i=FID+ <k+ G'to I 11=Ht1J 

(or the discrete time version of this). One now tries to find a sta.te 
apace feedback matrix L (cf. also the picture in 2.4 above), such 
tha.t for the system with this feedback loop 

(8.2.2) i = (.F+<J-L)11J+Gv+ G'w, 11 =Hm 

the output no longer depends on the noise w. In terms pf matrix 
formulas this means that one tries to find a matrix L such that 
H(F + GL)'<J-' = 0 for a.11 i. · 
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8.3. TM taodal matching problem. The model matching problem is 
defined as follows: given transfer function matrices T(s), T'(11), find 
a strictly proper Q(11) such that T'(1)Q(a) = T(a). 

I.e. by first processing our inputs by mea.us of Q(11) a.nd then by 
T'(1) we ma.tch exact;J.y the input/output behaviour defined by T(a). 

This problem (.MMP) a.nd the disturbance decoupling problem 
(DDP) have been shown to be equiva.lent in [EH], in the sense that 
ea.eh DDP gives rise to an .MMP a.nd vice versa a.nd that the one is 
solvable iff the other is. 

8.4. lJ' mod G inmriant IVbapacea, [Wo 1]. Let (JJ', G, H) be a 
system of dimension n over a field k. A subspace V c k" is ca.lled an 
F mod G invariant subspace if 

(8.4.1) J!VcV +<G> 

where (<J-) = Gk- is the subspace of J:• spanned by the columns of G. 
These subspaces a.re naturally ca.lled A mod B invariant subspaces by 
those who write their equations i = AID + Bv, 11 = 0111 rather tha.n 
i = .FID + Gv, 1J =HID; a less notation dependant name is sorely 
needed. 

8.4.2. PBQPOBITION, ([Wo 1]): A given DDP ha.a a solution iff 
there is an E' mod G invariant subspace V such that (G') c V c Ker H. 

This rests on the observation that V is an .F mod G invariant 
subspace iff there is a. matrix L such that (Ji'+ <JL) V c V. 

Obviously the sum of two .F mod G invariant subspaces is an 
F mod G invariant subspace. Thus there is a. largest E' mod (} in­
variant subspace contained in a.ny subspace. 

There a.re still a number of (largely) open problems concerning 
E' mod <1 invariant subspaces. For instance a description of all of 
them (of a given dimension r) as, say, a subset of the Gra.asn:ian.n 
variety G,,.(k). Also open is the problem of finding a good miniiiiaJ 
F mod G invariant subspace which contains a given apace. (There 
need not be a sma.llest one as the intersection of two .F mod G inva­
riant subspaces need not be Ji' mod <1 invariant.) 

Geometrica.lly Ji' mod G invariant subspaces V of k• are those sub­
BpaceB with the property tha.t once one is in it one ca.n stay in it by 
a. judicious choice of controla. This gives a natural notion of an 
almost Ji' mod G invarla.nt subspace (as a subspace for ~hich once 
one is in it one ca.n stay a.rbitni.rily close to it), a.nd this notion then 
solves an approximate DDP ([Wi 2]). 
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8.5. Jlatria; polynomial factorization. Consider a matrix polynomial 

(8.5.1) D(a) = .A.,.a• + ... + .A.11 +A. 

where the .A, a.re m X m matrices. Two such matrix polynomials a.re 
said to be equivalent if there exist polynomial uni.modular matrices 
U(a), V(a) such that D(a) = U(a)B(a) V(1). 

A lmeamcmma. of D(1) is a.n (m + l) x (m + l) matrix L such 
that 11-+1-L a.nd D(1)$I1 are equivalent. If .A, is invertible such 
a. linea.risa.tion aJwa.ys exists. One particular one is obtained a.a fol­
lows. Let A;=.A;-1.A,, i= 01 1, ... , r-11 a.nd substitute T,_1 =-A.~ 
in the 1i' matrix of (5.1.3) above to obtain a matrix li'(D). Then this 
matrix J'(D) is a linea.riza.tion of dimension rm. Of course equivalent 
matrix polynomia.ls ha.ve the sa.me sets of linea.riza.tions, but here it 
is a.Iso true that all linea.riza.tions of D(•) of dimension rm a.re similar 
([GLR 1]). Gohberg a.o. ([GLR 1-5, GMB, GKV, GKL]) make this 
notion of linea.riza.tion a cornerstone of their (spectra.I) a.naJ.ysis of 
opera.tor polynomials a.nd in their study of factors and multiples of 
such polynomiaJ.s. E.g. by theorem 8 of [GLR l] there is a. nice cor­
respondence between monic factors of D(•) (still assuming ...4., to be 
invertible) and certain P(D) inva.riant subspaces. 

It is not true however, tha.t every matrix polynomia.l is linea.riza.ble 
in this sense. For insta.nce if A is nilpotent then a contradiction is 
obtailied by ta.king determinants on both Bides of the equation 

(I.+ 8.A.)$11= U(1)(1I.,...1-L)V(1). 

{But it is true that one can always find L, M such that (D(1)E!H1) 
is equivalent to L-1M, cf. [GKLJ.) 

Now this lineariza.tion described above (by a block companion 
matrix) is a special case of wha.t has been called the Fuhrma.nn model 
of a ma.trio polynomial ([Fn l]), which is wha.t we describe next. 

For ea-Oh rational function f(•)e k(a) let nf(•) be its strictly proper 
part; i.e. if /(a)= p(a)/§.(•)1 p(s), §.(•) e k[a], write p(•) = n(•)§.(•) + r(a) 
with degree r(a) < degree §.(•) a.nd define n/(•) = r(•)/q(a). We use the 
sp.me notation for the a.naJ.ogous map k•(•) -+ k•(a). Now let .ii(s) 
be a nonsingula.r :ma.trix polynomial (with mxm matrices as ooeftl­
eients) and define 

(8.5.2) 1'D: k"'(a]-+ k"'(B] I 1'Df = .l>n(_D-~f) 

(If n(f) is the integral part of .D-1f, then nD/ =f-Dn(f), showing 
that nD/ is indeed polynomial a.gain.) This map is a projection with 
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kernel Dk•[a]. Its image V(D) is a. vectorspa.ce of dimension degree 
det (D(a)). Now define 

(8.5.3) li'(D): V(D)-+ V(D) 1 f 1-+nD(sf) 

which gives V(D) a k[a] module structure for which V(D) !:::! k"'[a]/ 
/Dk•[a]. (Of course, abstractly (V(D), ..F(D>) is simply this quotient 
module.) 

8.5.4. PBoPOSITION ([Ful, Theorem 8.8]): Let D(s), D'(•) be mxm 
matrix polynomials. Then J'(D) a.nd J'(D') a.re similar if a.nd only 
if D(a) and D'(a) are equivalent. 

Thus it is not unreasonable to expect that the invariant subspaces 
of P(D) and the polynomial factora of D(a) correspond. This does 
indeed turn out to be the case ([Ant, EH]). The Fuhrmann model 
of D(a) is also closely related to realization theory. In fact if D(a)-1 

is proper (and by cha.nging, if necessary, D(a) by a unimodula.r factor 
this can always be assured) then P(D) is the F matrix of a minima) 
dimension.a.I realization (1', G, H, J) of D(1)-1• This fa.et, together with 
the remark that the Ji' mod(] invariant subspaces a.re the (11' + <JL) 
inva.riant subspaces for some L, lies at the basis of a correspondence 
between factors of D(a) and 1i' mod G invariant subspa.cea ([EH, FWJ). 

9. 'The feeclbaek group and its invariame. 

9.1. The feed.back group and IA6 Kr<JMO'ker intlicea. In this and the 
following subsection we consider control systems t = J'flJ + <Ju rather 
than input/output systems :i = Pte + flu, 1 = Hte, and we consider 
a larger group of transformations than just state space isomorp~ 
viz. the soca.lled feedback group, which is generated by « base oha.nge 
in state spacu, base change in input space a.nd utate space feed­
back •· More precisely let L-. .. (k) be the set of all pairs of matrices 
over k of dllllensions ,. X n and n X m, and let L:,.(k) be the su,bset 
of all completely rea.cha.ble pairs. Then the feedback group acting 
on these spaces, is generated by the ~formations 

(9.1.1) (li', G) H (B-1 PB, BG), Be GL•(k) (state space base change) , 

(9.1.2) (F, G) 1-+ (F, GP-1), TeGL.(k) (input space base eha.nge), 

(9.1.3) (P, G) H (Ji'+ (}L, {}) ' Le r• (state space feed~) . 

~his group is readily seen to be a linear algebraic group, viz. the 
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closed subgroup of GL .. +• of e.J.l ma.trices of the form 

(~ ~) 
aoting as follows 

((8 o); (Ji':MG~) 1-t (BFB-1 + 8GP-1LB-11 BGP-1) • 

L .J p :;:::-.;::· 

Let i(F, G) be the Kronecker nice selection defined in 4.3 above 
(which was independa.nt of the matrix H). Now let #(1!', G) = 
= (Hi(Jr, G), .•• , x.(1i', G)) be the set of numbers i(1i', G) arranged ac­
cording to mapitude with the largest one first. So in the example 
of 4.8 above we have ~ = 8, "9 = 2, "9 = 1, "• = 0. 

We claim that the x,(J', G) are invari&nt under the feedback group. 
This can be seen as follows. Let d, be the dimension of the subspace 
of A:• generated by the colUDlllll of the matrices G, N, ... , J!1-1G, 
i = 1, 2, ... , •· Then the d, a.re clearly invariant under the tra.nsfor­
ma.tions (9.1.1)-(9.1.3). But the d, determine the "' aB follows. Let 
e, = d, - d,_11 i = 2, ... , •, ~ = d,,. Then # 1 is the number of e, 
which are :;;;.11 "9 is the number of e1 whieh are >2, ... , "-is the 
number of e, which are >•· (.An inversely the"' determine the e, 
by a.na.logoua rulea and hence the d,.) Thus the "' a.re indeed inva­
ria.nta. 

9.2. T1&e bJook ootn.Pftioft ocusonicai form. In this subaootion we 
l\how ·that e.J.l the elements in O(i), which is the set of all (1i', G) such 
that i(l', G) = i, can be brought into a. certain special form by 
tra.nsformations which vary continuously with the pa.rameters of (Ji', G) 
{as ~ong as (1', G) varies within a fixed O(i)), a result which we shall 
also need in section 10 below. We shall assume that i 1 + ... +i.= • 1 

which is equivalent to O(i) c L:,., and which is necess8.ry for the 
a.rgumenta below. The «proof t is by a, hopefully, Sllfticiently com­
pliea~ example. For even more details cf. [Raz 31 Ka 1 ]. In fact 
below there are already more detaila than is normally approp.ria.~ 
for a survey type paper, for which I apologize. We Bhall need, how­
ever, the fact that this construction is continuous in section 10 below 
to give a new pl'OOf of a theorem of Oluis Byrnes. In view of the 
plethora of ClODStructions in the field which -are discontinuous it seemed 
worthwhile to make it absolutely clear that this one ia continuous 
for a change. 

For the aufticiently complicated example we shall take m = 4, 
• = 6 and#= (21 3, O, 1), so that the corresponding pattern of dote 

'i 

-~ 

:I 
~..--

'-".!.;-?-: 

1;--

i' 1: 
l 
I 

I 
-,,I? 
!.-; . 
. ~ 
r :.: 
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and crosses looks like 

(9.2.1) 

xx· 
x-x x 

x .. 

By the definition of the patter~ i we have for each i = 11 21 3, { a· 
relation 

(9.2.2) Ji''ic,g,+ _!a~:Pg1 = O 

where the sum on the left runs over all (k, j) e i such tha.t (i,, i.)> 
> (k, i) in the le:rlcqgra.phic order on J...,., cf. 4.3 above. (J,.,. is 
the set of a.ll pairs (i.1 ;), i.= 01 1, ... , •; ; = 1, ... , m.) 

A first preliminary step is now to find an m X m matrix T(Jl', G) 
which is upper diagonal (with ones on the diagonal) such that if 
we write down the corresponding relations for the pa.ir (Jl', G') = 
= (1', GT(Jl', G)) then (9.2.2) ha.Ba~= 0 for all k;;>i,. In our example 
the relevant four rela.tions are 

(9.2.3) 

l!4g1 + (a~11i'U1 + a~111l'gs) + (af1g1 + 11f1ls + af,g,) = 0 

1!4g'I. + ca:21'211) + (~1.F11 + ah1l'1s> + 
. + <4191 + 4zg. + 4cg,) = 0 

la+ (a:1u1 + 4191) = o , 
li'g, + (t1l11l'l1 + ci!z1'g1) + (ci!1U1 + ci!1g1 + ci:.g,) = 0 . 

Note that for example the third relation does not involve g, by the 
deftnition of i. In this case P(li', G) is the matrix 

(9.2.4) 2'(J', (/) -(: 

0 
1 
0 

0 

'41 
4'11 
1 

0 

cil1) ' 
Git • 
0 

1 

Note that we a.re only us~g those G~ for which k = i,, note that 
T(J', G) comes out to be upper diagonal because in (9.2.2) G~ = 0 
if (k, j);>(#,, t.), and :6.naJly note that a transformation (F, G) i-. 

1-+ (J', GT) does not change i provided P is upper diagonal (even 
though in general a baBe change transformation in input space does 
change the Kroneeker selection i even it if leaves the "Kronecker 
indices ~ unoha.nged). Now let G' = GP(F, G), then an easy cheek 
shows that in the relations for the pair ·(F, G') corresponding to 
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(9.2.2) we have a~1: = 0 if k = ;e,, so that 

(9.2.5) r9~+ I,a~trg,=o 

where now the sum runs over a.II (j, k) E. ., fvr which k < ;e,, We now 
define a. new be.sis (b1 , ••• , b.) of k• such tha.t with respect to this basis 
F a.nd (}' look like 

0 1 0 0 0 0 0 0 0 0 

* * * * * * 1 0 0 0 

0 0 0 1 ·o 0 0 0 0 0 
(9.2.6) F"= I , G"= 

0 0 0 0 1 0 0 0 0 0 

* * * * * * 0 1 0 0 

* * * * * * 0 0 0 1 

To this end we use the relations (9.2.5) whbh written out in our 
example result from the formula.s (9.2.S) by repla,cing g, with g~, and 
a~ with a~ for k < H1, and by setting a~1 = a~2 = al1 = al1 = O. Now 
define 

b1 = Fg; + a~ig~ + aag~ , 
bi= g~, 

b8 = F1g~ + ~Fg~ + a;~g; + aJg~, 
b,= Fg~ + ~ig~, 
b.=g~' 
ba= g~. 

Note that the three groups of basis vectors b11 b1 ; b" b., b,; b. (cor­
responding to the three nonzero ~, ;e., i,) a.re obtained. by • dividing 
as best as one can• the left hand sides of the first; second; fourth 
equation of (9.2.3) by F, 1!11 ; F, F 1, J!ll; F. 

Now let L be the 4X6 matrix whose first row is the second row 
of F', whose second row is the fifth row of p•, whose third row is 
zero, and whose fourth row is equal to the sixth row of F'. Then 
(F' -G• L, (}') looks like (9.2.6) with all the •'s replaced by zero's. 

Finally let 8 be the permutation matrix consisting of the collllllD8 
e., e,, e1 , ei, e,, e, where the e, a.re the standard basis vectors in k', 
and let T be the 4 X 4 permutation matrix formed by the standard 

:l'l 

} 
·.{' 

\i-•· -
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basis vectors of k' in the order 1, 2, 4, 3. Then 

0 1 0 0 0 0 

0 0 1 0 0 0 

0 0 0 0 0 0 
fJF•s-1 =I ---

0 O·O 0 1 0 

0 0 0 0 0 0 

.o 0 0 0 0 0 
(9.2.7) I ·o 0 0 0 

0 0 0 0 
I 

SG"T = f 1 
0 0 0 

0 0 0 0 

0 1 0 0 

0 0 1 0 

which ma.trices depend only on the Kronecker indices "u "u "u "•. 
9.2.8. CoROLLARY ([Bru 2, WM, Ros, Kal]). The Kronecker in­

dices "• are the only invariants of the feedback group acting on L: .•. 
For results concerning the feedback group acting on L:..... ef. 

e.g. [WD]. The form (9.2.7) has been called Brnnovsky canonical 
form. 

9.2.9. RE!Ul!.K: Note that on 0(#), the set of all pairs {P, G-) 
such that i(F, G-) = i the construction is clearly continuous. On O("). 
the orbit of the feedback group la.belled by "' the construction ia in 
fa.et not continuous in general. 

9.2.10. RExA&x: The quotient map L:,,. -+{1'} is continuous if 
the set of Kronecker indices {") is given the topology belonging to the 
pa.rtia.l order (">"') <::>- ("1 <"1 a.nd "i + Ht<"1 + ~ a.nd •.. and "1 + 
+ ... + "·<"~ + ... + "~), and this is then in fact the quotient topo­
logy. This is the same order of partitions of n as turns up in the 
study of degeneration of vectorbtUJ.dles over algebraic varieties ([Sh, 
Theorem 3]}, which fact is explained by what comes next in subsec­
tion 9.3; it is a.lao the same order which turns up in the theory of the 
representations of the symmetric groups ([Sn, LViJ), au. .. accident•, 
which still needs explaining (1) a.n.d it is also the degeneration order 

( 1) This hae m&anwhile been done: Hazewinkel and Martin, Jan 1980, to appear. 
(Footnote added Ma.rob 1980). 
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among the orbit.a whose closure contains zero for BL. acting on its 
Lie algebra. by the ad.joint action, ([Ger, HesJ). Cf. [Bry] for yet more 
occurences of this pa.rtial order in va.rious part.a of mathematics. 

9.3. Tle .Mcsrlin-Hermann tJeetorbuflflle of a .,siem. Now let J; = 
= (F, <J, H) e L:;:,,(C) be a er and co input/output system, and let 
T.r(B) be its tra.nsfer function, and write 

(9.3.1) T.r(•) = N(1)D{1)-1 

with N(s) and D(•) right coprime matrices of respective dimensions 
f'Xm and mxm, D(a) noneingula.r; cf. 8.1 above. 

Let G-. .. +• be the complex Grassmann va.riety of complex m-planes 
in complex m + p space. Deftne 

(9.3.2) 

by the formula 

(9.3.3) 

fz: J>l(C)-o •• _,, 

{ 
q>z(B) = {(N(a)v, D(•)v)lveC}, 

q>z(oo) = {(O, v)lveC}. 

This defines a. continuous, and in Wit a holomorphic, morphism. 

9.3.4 .. PJl.oP081TION, ([HH31): The MBeMma11 degree of 1'~1), i.e. 
the degree of det D(e), i.e. the dimension of X, ia equa.l to the inter­
sootion num~ of cpz(.P1(C)) with the hyperplane at infiDity in <J.,_,,. 

Let IiJ' ....,..o.,_, be .the ca.noniea.1 m-dim.eDaionaJ. b~e over the 
Graaamann variety 'Whose fibre over a: iB the m-pla.ne -represented 
by 111, and let IiJ over G.,_, be the dua.l bundle to E'. Define .JiJ(X) 
over P1{Z) aa the pullba.ck of B by means of cpz. Now by [Gro] every 
holomorphio m-dimensional bundle B over the Riemann sphere .P1(C) 
splits as a sum of line bundles and iB olassifted {up to isomorphism) 
by ta integers K{E)""' (K1(JiJ), ••• , K,,.(B)), K1(B)> .. .>K.(J1), where 
the K,(E) a.re the degrees of the line bundies in q~estion; i.e. up ~ 
isomorphism a holomorphio bundle on P1(C) is a direct sum E9 6(1'1). 

9.3.6. T:ooBEll, ([HM 3]): 1'(X) = K(JiJ(X)). 

9.4. Tle Kroft«l'Mr ~ pn&oU of • OOtdrol "'"""· .A. penoU o1 
ma.trice& over a fteld l is a. polynomial matrix of degree 1 

(9.4.1) K(a) =A +BB. 

z 
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Two such pencils K, K' are said to be equivalent if there exist invel'tible 
matrices Perx•, Qek•X• such that K'=PKQ. Kronecker ([Kro]) 
classified such pencils, cf. also [Ga, Her 1). Now let I= (P, 0) be a 
control system and associat.e to it the nx (m + n.) pencil 

(9.4.2) Kz(a) = (G:aI-P). 

Let I'= (J!', G') be a second control system. Partitioning Q as indi­
cated below and QOnsidering the equation 

(9.4.3) . (G' ; 1I - P') = P(G; al -P) (Qu Q11) 

Qu Qu 

it readily follows that Q11 = o, Q11 = P-1 so that (J' = PG<Ju 1 P' = 
= PPP-1-PGQ111 so that the pencils Kz(a) and Kz.(8) are equi­
valent i« the control systems E a.nd I' are feedback equivalep.t1 i.e. 
equivalent under the feedback group. 

Most of the invariants of Kroneekel' for the olassiftca.tion of matrix 
pencils a.re zero for pencils of the form (9.4.2). The remaining ones 
are certain nonnegative integers which are precisely the numbers 
#i(E), •• ; , H.(X) ([Ka.I]), whence the names c Kronecker indices • for 
x(X) and t Kronecker selection• for ~(X). 

10. Pole plaeement and eoeffieient aaaip•Wlity. 

10.1. Coe/fitMnt 01Bignaln1iey OM' a fUU.. Let B be a ring and let 
X = (Ji', G, H) be a. system over B. Let %(];) ... x(P) = det (•I. - P) 
(the eharacteriBtie polynomial of X). The system is said to be_ 608/· 
fitMtd GlrigMble if for all Iii, •.. , a,. e B there is a state .1eedba.ck 
matrix L such that 

x<P + <JL) = 1•+ esi•-1 + ... + cs •• 

A slightly weaker property is pole "'~ which meana that 
for all bu ... , b. e B there is an L such that 

:x(.F + GL) = (1-61) ••• (1-6.). 

Because !.l'z(a) = H(1I-.F)-1Q these properties (and their weaker 
variants of which stabilizability, of. 7.1 above, is one) say things about 
how the poles of the transfer function can be shftted. Over a :fteld 
things are quite clear. 
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10.1.1. P:&oPOsITioN, ([Wo 21): Let k be a. field, then a. system 
over k is pole ·assignable iii it is coefficient assignable iii if it is er. 

This follows fairly immediately from the Brunovsky canonical form 
discussed above in 9.2. 

There a.re of course entirely straightforward definitions of pole 

assignability a.nd coefficient a.ssignability for families of systems, which 
fit with the ones for systems over rings when a. system over a. ring is 

viewed as a fa.:mily. 

10.2. Po~ placement ooer a ring. Over a. ring R things are not so 
simple, and in fa.et largely unsettled. Two ea.sy facts a.re 

10.2.1. LEM:M:A.: If m = 1 then coefficient assigna.bility is equi­
valent to er (meaning that R(li', G) defines a surjeetive map R•-+R•, 

r=m(n+l)). 

10.2.2. LEMMA. If I over R is pole assignable then I is er. 
In general it is not known whether er implies pole assign.ability 

but over a ring with only finitely many muimal ideals it is still true 
that er implies coefficient a.ssigna.bility ([Bo 1]), which takes ea.re of 
the case of linear sequential circuits (where R is finite). For R = k[a], 

polynomials in OM variable over a. field, Steve Morse ([Mo]) ha.s shown 
tba.t er implies pole assignability, a :result which then (cf. section 2 

above) also says things a.bout the stabilization of delay-differential 
systems with only one delay opera.tor. Morse's result holds more 
genera.lly over principal idea.I doma.ins. There is also a simple example 
that shows that over k[a] er need not imply coefficient a.ssigna.­
bility, [BS]. 

.A.pa.rt from a. result for polynomial fa.milies (and more genera.lly 
for systems over rings which a.re projective free) which we describe 
below, this is a.bout all tha.t is known. Let me remark though that 
when m = 1 a.nd I iB not er, Wyman in [W.y] describes the extent 
~ which the system fails to be coefficient a.seigna.ble in terms of a. 
certain Ext group. 

10.3. Ooefficient as•ignaln1ity for polgncmuu familiu. In this sub­
section I give a new proof of the following theorem of Chris Byrnes. 

10.3.1. THEO:REll, (By 4): Let I(11) be a polynomia.l family of 
systems over a field k parametrized by a11 ••• , a, (or, equiva.lently) 
let L'(a) be a er system over k[1111 ... , a,] (Quillen-Suslin theorem). 
Suppose that the sets of Kronecker indices of 1:(11) a.re constant as 
functions of a for all values of a e k', where k is the algebraic closure 
of k. Then .E{a) is coefficient assignable. 
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PRooF: Let I= (Ji', G, H) e.nd let d,(a) for all a Ek' be the 
dimension of the subspace of k• spanned by the columns of the ma­

trices G(a), li'(a)G(a), •.. , F(a)1- 1G(a). Then, cf. 9.1 a.hove, the hypoth­
esis that the "M) = ",(L'(a)) a.re constant implies that the d,(a) a.re 

also constant. For i = 1 this means that E 1 ={(a, (G(a)))}, where 
(M) is the subspace spanned by the columns of the matrix M, is 
a. vector subb-undle of the trivia.I n. dimensional bundle over affine r 

space. By the Quillen-Suslin theorem this means that there is an 
invertible matrix T1 with coefficients in k[a] such that the first d1 

columns of G(a) T1 a.re linearly independent for all a. Becal18e ds(a) 

is B.lso constant E1 ={(a, (G(a), .F(11)G(a)))} is a.lso a vectorbundle e.nd 
applying the Quillen-Suslin theorem again we have that the quotient 
bundle E 1/E1 is free. This one is generated :fibre-wise by the first d1 

columns of P(a) G(a) mod (G(a)), which mea.ns that there is a ma­

trix T, with coefficients in k[a] of the form 

(
T' 

T,= OS ~) 
where T; is a d1 X di matrix, such that the :first ds - d1 columns of 
F(<1)<1(a)T1T 1 generate the :fibre at 11 of E 1/E1 , and because T 11 so 
to speak, only acts on the first di columns it is still true that the 
first d1 columns of G(a) generate the fibres of E 1 • In terms of the 
Kronecker selection this means that after two base changes in input 
space we have arranged things in such a way that the first two columns 
of the Kronecker seleetion "(E(a)) for all a Ek• look like 

x r t ~-di 
d l x 

l x • 
x • 
• • 

• • 

Continuing in this way (the next matrix, T,, is of the form 

Ta= 0' ~) (
T' 

., 

with T~ a. ( ds- d1 ) X ( ds- d1) matrix we see that by a polynomial 
ba.se change T in input space we can see to it that the Kronecker 
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selection of (F(a), G(a)T) is constant. But then, by means of the con­
struction which we so ela.boratedly described in 9.2 above we can 
bring L'(a) in the Brunovsky canonical form (9.2. 7) by means of poly­
nomial base changes and polynomia.l feedback. A further polynomia.l 
feedback operation then puts precisely those polynomials in the •-spots 
in (9.2.6) which we need, proving the theorem. 

The original proof of this theorem ([By 41) relies instead of on 
the Quillen-Buslin theorem on results of Hanna ([Ha.n.J) on decomposi­
tions of vector bundles which a.re applied to the family of Martin.­
Hermann bundles (cf. 9.3 above) which is defined by the family L'(a). 
Of course the proof given above works over any ring over which a.ll 
finitely generated projective bundles a.re free; the same proof also 
gives, of course, results for continuous (differentiable) families over 
homotopically trivial spaces (manifolds). 

By the interpretation of dela.y-differentia.l systems as polynomial 
families of systems Theorem 10.3.1 tells us things about the stabiliza.­
tion of dela.y systems (which are in principle infinite dimensional gad.­
gets, showing the power of the family interpretation). For these 
systems the proof of the theorem has the following corolla.ry. 

10.3.2. ()oROLLAB.Y: If E(a) is a delay-dilierential system such that 
the conditions of the theorem hold for the associated polynomial 
family of systems; then the system E(a) is up to feedback equivalent 
to a system involving no delays. 

10.4. Pole plaoemtmt for delay aymma. Let L'(a) be a. dela.y-dif­
ferential system. Assume, which is reasonable and even customary 
in many cases, tha.t a.ll the functions m(t), u('), y(t) a.re zero for ' far 
enough in the past. Then it makes perfect sense to talk a.bout base 
changes and feedback by means of matrices which are power series 
over the real numbers in the dela.y operators a11 ... , a .. Now this 
ring of power series is loca.l a.nd hence certainly projective free so 
tha.t the proof of Theorem 10.3.1 gives coefficient assigna.bility and 
sta.bilimtion results for delay systems for which the two Kronecker 
indices "v(E) and "(E0 ) are equal. Here "4(.E) is the set of Kro­
necker indices of .E(a) considered a.a a. system over the quotient field 
R(au ... , a,) and "(.E0 ) is the set of Kronecker indices of the residual 
system over R obtained from .E(a) by setting a.ll the a, equal to 0. 

11. The (canonical) completely reachable subsystem. 

11.1. ,Ear for q1tems OfJer field&. Let E = (F', G, H) be a. system 
o"(e:r a. field k. Let X"' be the image of B(F, G): k•-+ k•, r = m~ 
'(n + 1). Then obviously li'(Xor) c X"', G(k"') c xor, so that there is 
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an induced subsystem 1;cr = (Xcr; F', G', H') which is caJled the ca­
nonical er subsystem of E. In terms of matrices this means that there 
ill an Be GL.(k) such that L'8 has the form 

(11.1.1) .E• = ( (~} (~11 Fu), (H1 
F'u 

H1)) 

with (F111 G11 H 1)= J;«, the canonical or subsystem. The words Ka.I­
man « decomposition • are also used in this context. There is a dual 
construction relating to co and combining these two constructions 

, • decomposes • the system into four parts. 
In this section we examine whether this construction can be globa.­

lized, i.e. we ask whether this construction is continuous, and we ask 
whether something similar can be done for time varying linear dy­
na.micaJ systems. 

11.2 • .E"' for timt 'Oarying B'!fBtems. Now let E = (P, G, H) be a 
time varying system, i.e. the coefficients of the matrices F, G, H are 
a.lowed to vary, sa.y continuously, with time. For time varying systems 
the controlability matrix R(E) = R(F, G) must be redefined as follows 

(11.2.1) R(F', G) = (G(O) ; G(l); ... ; G(1l)) 

where 

(11.2.2) G(O) =G; G(i) = li'G(i-1)-G(i-1) 

where the • denotes differentiation with respect to time, as usual. 
Note that this gives back the old R(P, G) if P, G do not depend on 
time. The system is ea.id to be c:r if this matrix R(.E) has full rank. 
These seem to be the appropriate notions for time varying systems; 
ef. e.g. [We, Ha.z 5) for some supporting results for this cla.im. 

A time variable base change ID1 = SID changes .E to E8 with 

(11.2.3) L'8 = (SF'B-1 + SB-1 , SG, HS-1 ) • 

Note that R(E) hence transforms as 

(11.2.4) R(l:8 ) = SR(.E) . 

11.2.5. TBEoRIDl: Let Ebe a. time varying system with contin­
uollilly va.rying pa.ra.m.eters. Suppose that l'.8Jlk R(.E) is oonstant as a 
function of I. Then there exists a. continuous time va.eymg matrix B, 
invertible for all t, such tha.t E8 ha.a the form (11.1.1) with (F'10 

<11, Hi) er. 
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PRooF: Consider the submodule of the trivia.I (n + l)m dimen­
sional bundle over the real line generated by the rows of R(E). This 
is a veetorbundle because of the rank assumption. This bundle is 
trivial. It follows that there exist r sections of the bundle, where 
r = rank R(L'), which a.re linearly independa.nt everywhere. The con­
tinuous sections of the bundle are of the form 2: a,(t)z,(t), where 
z1(t), ... , z.(t) a.re the rows of R(E) and the a,(t} a.re Continuous func­
tions of t. Let b1(t), ... , b,(t) be the r everywhere linearly indepen­
da.nt sections and let bi(t) = 2: au(z) z1(t), j = 1, ... , r; i = 1, ... , n. 

Let E' be the r dimensional subbundle of the trivia.I bundle E of 
dimension n over the real line generated by the r row "Vectors a1(t) = 
= {a11(t}, ... , a1.(t)). :Because the quotient bundle E/E' is trivia.I we 
can complete the r vectors a1(t), ..• , a,(t) to a set of "vectors a1(t), ... 
... , a 9 (t) such that the determinant of the matrix formed by these 
vectors is nonzero for a.II t. Let B1(t) be the matrix formed by these 
vectors, then 8 1R(I:) has the property that for a.II t its flrst r rows 
a.re linearly independent and that it is of :rank r for all t. It follows 
that there are unique continuons functions 0~ 1(t), k = r + 11 ... , n; 
i = 1, ... , r such that z~(t) = L ck1(t) z;(t), where z;(t) is the j-th row 
of B1R(l:). Now let 

( 
I, 

B,(t) = _ O(t) I~_,) . 
where C(t) is the (n-r)xr ma.trix with entries ou(t). 

Then S(t) = S1(t)S1(t) is the desired transformation matrix (a.s fol­
lows from the tra.nsformation formula (11.2.4)). 

Virtually the same arguments give a smoothly varying S(t} if the 
coefficients of l: vary smoothly in time, a.nd give a. polynomial 8(1) 
if the coe:ffieients of E are polynomials in t (where in the latter case 
we need the constancy of the rank also for all complex values of t 
and use that projective modules over a. principal ideal ring a.re free). 

11.3. ~ for famiUu. For families of systems these techniques 
give 

11.3.1. THEOREM: Let l: be a continuous family parametrized. by 
a. contractable topological space (resp. a dilferentia.ble family para­
metrized by a contractible manifold; reap. a polynomial family). Sup­
pose that the rank of R(l:) is constant as a fiin.ction of the para.meters. 
Then there exists a continuous (resp. differentiable; reap. polyno.mia.l) 
family of invertible matrices S such that 1::8 has the form (11.1.1) 
with (.1!'11 , G11 Hi) a. family of er systems. 
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The proof is virtua.lly the same as the o.ne given above of theorem 
11.2.5; in the polynomial case one of course relies on the Quillen· 
Suslin theorem again to conclude that the appropriate bundles a.re 
trivial. Note also that, inversely, the existence of an B a.a in the 
theorem implies that the ra.nk of R(E) is constant. 

For delay-differential systems this gives a « Kalma.n decomposi· 
tion • provided the releva.nt, obviously necessary, rank condition is 
met. There is also again a power series version of this result (as in 
10.4) which requires a fa.r weaker hypothesis. 

Another way of proving Theorem 11.3.1 for systems over cert.a.in 
rings rests on the following lemma which is also a basic tool in the 
study of isomorphisms of families in [HP) and which implies a gen­
eralization of the ma.in lemma of [OS] concerning, the solva.bility of 
sets of linear equations over rings . 

11.3.2. LEMMA: Let R be a. reduced ring (i.e. there a.re no nil­
potents -=/:. 0) and let A be a matri:r. over R. Suppose tha.t the rank 
of A(V) over the quotient field of R/'fl is constant as a function of 'fl 
for a.II prime ideals lJ. Then Im (.A) and Coker (.A) a.re projective 
modules. 

Now let 1:: over R be such that ra.nkR(L'('fl)) is constant and let 
R be projective free (i.e. all finitely generated projective modules 
over R are free). Then Im R(E) c Rn is projective and hence free. 
Ta.king a basis of Im .R(E) and extending it to a. basis of all of .R•, 
which can be done because .R•/Im R(l:) = Coker R{E) is projective 
and hence free, now gives the desired matrix S. 

There is a. complete set of dual theorems concerning co. 

Teat.a pervenuto il 7 86ttembre 1979. 

Bozze lioenziate il 20 maggio 1980. 
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