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# Formula simplification in relation to program verification 

 byL. Ammeraal

## ABSTRACT

Predicate transformers associated with assignment statements and conditional statements are straightforward and can easily be mechanized. Except for some simple cases, it is a non-trivial task to simplify the resulting predicates automatically. It appears that formula simplification is the heart of automatic aids for program verification. This paper shows how predicate transformations and formula simplifications can be expressed in ALGOL 68, a high-level programming language which has appropriate facilities for data structuring.
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## 1. GENERALIZED RATIONAL SIMPLIFICATION

In this paper, rational expressions are arithmetical expressions composed of integer constants, variables, parentheses and the arithmetical operators +, -, *, /, grouped together in the usual way. Thus

$$
(y+x * 2+3 * y+0 * x) * 1 *(y-(y-1))
$$

is a rational expression and in this special case it is most likely that a simplification to the equivalent expression

$$
2 * x+4 * y
$$

is desired. The study of efficient algorithms to simplify rational expressions is an interesting field of research [1], [2], [3]. It is, however, not our only subject. Along with rational expressions, there are relational expressions which we would immediately simplify by hand before presenting them. For example

$$
(-x) * x+3 * x>-2 * x * x+5
$$

is preferably simplified to

$$
x * x+3 * x-5>0
$$

We therefore add the relational operators $>,<, \geq, \leq,=, \neq$ to our language, and represent them by $>,<,>=,<=,=, \#$, respectively. We also introduce the logical operators "and" and "or", which we represent by \& and !, and the logical constants 't' (true) and 'f' (false). We can now replace obvious tantologies such as $0=0$ and $5>0$ by 't' and obvious contradictions such as $1=0$ and $5<0$ by ' $f$ '.

The following simplifications are easily performed:

$$
\begin{array}{ll}
\phi \& \text { ' } t \text { ' } & \text { is simplified to } \quad \phi, \\
\phi:{ }^{\prime} t \text { ' } & \text { is simplified to }
\end{array}
$$

$$
\begin{array}{ll}
\phi \& & \text { ' } f \text { ' is simplified to } \quad \text { ' } f \text { ', and } \\
\phi \text { ' ' } f \text { ' is simplified to } \quad \phi .
\end{array}
$$

We now introduce a less conventional extension of our language. If $\sigma$ is a sequence of program statements (which we shall define syntactically in the next section) and $\phi$ is a boolean expression, we regard

$$
\sigma \$ \phi
$$

as a new logical formula. In Dijkstra's terminology [4], it is the weakest precondition that corresponds with $\sigma$ and $\phi$, or:

$$
\sigma \$ \phi \stackrel{\text { def }}{=} \operatorname{wp}(\sigma, \phi) .
$$

In the backward direction, predicate $\phi$ is transformed by statement $\sigma$ to $\sigma \$ \phi$. We may also define $\sigma \$ \phi$ as a necessary and sufficient condition imposed on all program variables before the execution of $\sigma$, to ensure that condition $\phi$ is satisfied after this execution. An example is*

$$
\begin{equation*}
x:=x+1 \$ x>5 \tag{1}
\end{equation*}
$$

We have extended our formal language in such a way that (1) is a formula in this language, which happens to be equivalent to

$$
\begin{equation*}
x>4 \tag{2}
\end{equation*}
$$

We obtain (2) from $x+1>5$, which is found by substituting $x+1$ for x in $\mathrm{x}>5$. This substitution is usually referred to as Hoare's axiom for the assignment statement [5]. Thus notations as $S_{f}^{X} Q \mid$ (used by Church [6]), $S_{f}^{X}(Q)$ (used by Floyd [7]), $Q_{x}[f]$ (used by Schoenfield [8]), and $Q[f / x]$ (used by Apt \& De Bakker [9]) are written as

$$
\begin{equation*}
\mathrm{x}:=\mathrm{f} ; \mathrm{Q} \tag{3}
\end{equation*}
$$

in our formal language.

It will now be clear that the notion of "rational simplification" can be generalized in such a way that it includes "predicate transformation" and "substitution" as special cases.
2. DESCRIPTION OF THE LANGUAGE FORM

Simplifications like those outlined in the previous section are actually performed by an automatic simplifier. This simplifier is an ALGOL 68 program which we shall discuss in more detail. First, however, the set of all formulas that are candidates for simplification needs to be defined. We denote this set by FORM. Thus FORM is the language of all input strings that are processed succesfully by our simplification program. The following is a context-free grammer for FORM in BNF; < formula > is the start symbol of this grammar:

```
< formula > ::= < boolean formula > | < arithmetic expression >
< boolean formula > ::= < boolean expression > |
        < statement sequence > $ < boolean expression >
< statement sequence > ::= < statement > |
    < statement sequence >; < statement >
< statement > ::= < assignment statement > |
    < conditional statement >
< assignment statement > ::= < variable > := < arithmetic expression >
< conditional statement > ::= < boolean expression > - < alternation >
< alternation > ::= (< statement sequence > @ < statement sequence >)
< boolean expression > ::= < conjunction > |
    < boolean expression > ! < conjunction >
< conjunction > ::= < boolean primary > |
    < conjunction > & < boolean primary >
< boolean primary > ::= < 't' > |
        < 'f' > |
```

```
        < arithmetic expression > < relation symbol >
    < arithmetic expression > |
(< boolean formula >)
< relation symbol > ::== = | # | > | <= | >= | < 
< arithmetic expression > ::= < term >
                                < arithmetic expression > < adding symbol >
                                < term >
< adding symbol > ::= + | -
< term > ::= < factor > |
    < term > < multiplying symbol > < factor >
< multiplying symbol > ::= * | /
< factor > ::= < variable > |
    < constant > |
    (< arithmetic expression >)
```



This syntax is such that a unique binary tree is associated with every sentence of the language. The unconventional syntax chosen for conditional statements is a consequence of this idea. Consider, for example, the formula

$$
\mathrm{a}<\mathrm{b} \cdot(\mathrm{x}:=\mathrm{a} ; \mathrm{y}:=\mathrm{b} @ \mathrm{x}:=\mathrm{b} ; \mathrm{y}:=\mathrm{a}) ; \mathrm{y}:=\mathrm{y}-\mathrm{x} \$ \mathrm{y}+1>0
$$

(In more conventional terms, this formula denotes the weakest precondition that corresponds to the statement sequence if $a<b$ then $x:=a ; y:=b$ else $\mathrm{x}:=\mathrm{b} ; \mathrm{y}:=\mathrm{a}$ fi; $\mathrm{y}:=\mathrm{y}-\mathrm{x}$ and the postcondition $\mathrm{y}+1>0$ ).

According to our syntax, the following binary tree is associated with this formula:


It will be clear from this example that parentheses do not occur explicitly in the tree; they may, however, influence the structure of the tree. In general, each leaf of the tree can be a variable, a constant, or a truth value ('t' or 'f'). The other nodes of the tree are operators. The following table lists all operators of FORM, in increasing order of precedence:

| priority | operator |
| :--- | :--- |
| 1 | $@$ |
| 2 | $; \$$ |
| 3 | $\cdot$ |
| 4 | $:=$ |
| 5 | $:$ |
| 6 | $\&$ |
| 7 | $=\#<><=>=$ |
| 8 | +- |
| 9 | $* /$ |

The choice of the operator representations was based on the availability of a conventional character set. Therefore $\#$ was taken instead of $\neq$, and ! rather than $\mid$ or $v$. Notice that all operators in our language are dyadic and infix, i.e. they occur in the context:
left operand, operator, right operand.

This means that 0 must not be omitted in $0-x$, just like 1 must not be omitted in $1 / x$.

Another consequence of having only dyadic operators is the absence of a special operator for negation. We do not need it; for example, in FORM we express the negation of

$$
(a<b \& c \# d): e=f
$$

by

$$
(a>=b!c=d) \& e \# f
$$

It goes without saying that a formula such as $a+b+c$ is an abbeviated notation for $(a+b)+c$, and thus has the following associated binary tree


It might look strange that a formula in FORM may be of either arithmetic or boolean type. This somewhat liberal point of view was adopted for practical reasons. Our simplifier has to simplify both types of formulas anyhow, and we felt it convenient if not only boolean but also arithmetic formulas are accepted as input strings.

## 3. FORMULAS, BINARY TREES AND ALGOL 68

Algorithms are best expressed in high-level programming languages. We have chosen ALGOL 68, and, among the numerous facilities of this language, some concepts that we need will now be explained. Let us begin with a very simple example. With the formula $9-2$ we associate the binary tree:


We could write the following mode declaration for this simple type of formulae:

$$
\underline{\text { mode }} \underline{\text { simpform }}=\text { struct (int left, char } c \text {, int right). }
$$

After the variable declaration
simpform f ; ,
it would make sense to write the assignment statement

$$
f:=(9, "-", 2) .
$$

We now wish to implement formulas whose operands are in turn (non-atomic) formulas. An example is 9-2-4, which corresponds to the tree


Obviously, our first attempt is too restrictive, since the mode simpform allows only integers as operands. We want operands to be either integers or non-atomic formulas. Since all non-atomic formulas in FORM have the structure

```
operand 1, operator, operand 2,
```

we shall call them triples. We shall see that all atomic formulas in FORM can be represented by integers. Thus a formula is either an (atomic) integer or a (non-atomic) triple. In this terminology a triple has the structure
formula, operator, formula.

In ALGOL 68 we define the modes formula and triple by the mode declarations:

```
mode formula = union (int, ref triple);
mode triple = struct (formula left, char c, formula right);
```

If we now declare

```
formula f,g,h;
```

we can assign 3 to $f, 3+4$ to $g$, and $8-2-3$ to $h$ by

```
f := 3; g:= heap triple := (3,"+",4);
h := heap triple :=
    (heap triple := (8,"-",2),
    "_",
    3);
```

Up to now we have used integer constants and no variables in the examples. Our language is such that these integer constants are non-negative. This offers the possibility to use negative integers to encode variables and truth values. In ALGOL 68 we have standard operators abs and repr which provides the desired one-to-one mapping, and its inverse, as follows:

| letter | integer |
| :---: | :---: |
| $\ell$ | $-\frac{\text { abs }}{i} \ell$ |
| repr-i |  |

Note that in FORM a variable consists of a single letter. As to the encoding of truth values, we declare

$$
\text { int true }=-1000, \text { false }=-1001
$$

Assuming that variable $f$ is declared as before, we can assign the formula $a<13 \& ~ ' t$ ' to $f$ by the assignment statement

$$
\begin{aligned}
\mathrm{f}:= & \frac{\text { heap }}{} \text { "\&", }_{\text {triple }}:=(- \text { abs "a", "<", 13), } \\
& \text { true) } ;
\end{aligned}
$$

Since a given formula $f$ can be either an integer or a (reference to a) triple, we need a mechanism to find this out. In ALGOL 68 this is done as follows:

```
case f
in \((\) int \(i)=\sigma_{1}\),
    (ref triple \(t\) ): \(\sigma_{2}\)
esac
```

If formula $f$ happens to be an integer $\sigma_{1}$ is elaborated, in which we can use $f$ through i. In the alternative case, $\sigma_{2}$ is elaborated, in which the current ref triple value of $f$ is accessed through $t$. We illustrate this mechanism by a procedure to print a formula. A special provision will be needed to insert parentheses in cases like

which, if no simplifications were performed, must be printed as (a-b) * (c+d) and $w-x-(y-z)$. Printing $a(s u b-)$ formula, we need information about the context to decide whether or not parentheses are to be inserted. Roughly speaking, they are to be inserted if a left(right) son operator binds looser (not tighter) than its father. The procedure "pr" below shows this more precisely. To avoid uninteresting complications, we ignore the fact that some operators (viz. : =, >= and $<=$ ) are composed of two characters. The standard procedure "whole" decomposes an integer in its decimal digits. The following procedure does the job of printing any formula $f$ if it is called as $p r(f, 1)$ :

```
proc pr = (formula f, int prio) void:
case f
```

in (int leaf):
if leaf $=$ true or leaf $=$ false

```
    then print (if leaf = true then " 't'" else " 'f'")
    elif leaf < 0
    then print (repr - leaf)
    else print (whole (leaf,0))
    fi,
    (ref triple t):
    (char c = c of t; int p = priority (c);
    if p < prio then print ("(") fi;
    pr (1eft of t,p);
    print (c);
    pr (right of t, p+1);
    if p < prio then print (")') fi
    )
esac;
```

Procedure "pr" shows how a tree representation of a formula is transformed to a string representation. We shall now deal with the inverse process, i.e. how to obtain the binary tree that is associated with a given formula. In other words, "pr" is for output, and the following procedures are for input. As before, we shall omit details that might distract our attention from essential points. We shall, in particular, not worry about diagnostic messages etc., but assume that only correct formulas, i.e. elements of FORM, are offered as input. (This attitude needs not necessarily be unrealistic, since one could imagine that the formulas have already passed some program for lexical and syntactic analyses, e.g. a compiler). As before, we employ procedure "priority", which yields the priority number for any operator, as given in the preceding section. To inspect the next character to be read, we have a one-character buffer, declared and initialized by:

```
char buf; read (buf);
```

and the boolean procedure

```
proc inp = (char x) bool:
if buf = x then read (buf); true else false fi.
```

The variable "buf" is inspected also by the following procedure "operator", which tests the next character for being an operator with a given priority number "prio"; if it is, it is passed by the output parameter "op":

```
proc operator = (int prio, ref char op) bool:
if priority(buf) = prio
then op:= buf; read(buf); true
else false
```

fi.

We shall process a complete formula of FORM, no matter how complex, or how simple, by the call
formproc (1).

Before dealing with this procedure "formproc", we introduce procedure "primary", which reads boolean primaries, variables, constants and expressions in parentheses; when "primary" is called, a correct formula must be present. The procedure yields a formula, just like a boolean procedure yields a boolean value. (Notice that "true" and "false" on the fourth and sixth line are not underlined: they are integer variables in ALGOL 68, but encoded truth values and hence formulas in FORM):

```
proc primary = formula:
if inp ("''")
then if inp ("t")
    then if ᄀinp ("'") then error fi; true
    elif inp ("f")
    then if ᄀ inp ("'m) then error fi; false
    else error
    fi
elif inp ("(')
then formula f := formproc (1);
    if ᄀ(")") then error fi;
    f
```

```
else char buf0 = buf;
    if buf \geq "a" ^ buf \leq "z"
    then read(buf); - abs buf0
    else int i:= 0, d;
        while d:= abs buf - abs "0"; d \geq 0 ^ d \leq 9
        do i:= 10 * i + d; read (buf)
        od;
            i
    fi
fi.
```

We shall now show the procedure "formproc" (It was called "formproc" rather than "formula" to avoid confusion with the mode formula that we have already). We could say that "formproc" does most of the work in reading and analyzing the input formula and in building the associated binary tree. The reader should not be misled by its compactness. It is in fact a generalization of the idea of having separate syntactic procedures for "expression", "term", "factor", etc., as is often used in recursive-descent parsing methods; so in spite of its compactness, it performs almost the whole task of syntactic analysis:

```
proc formproc \(=\) (int prio) formula:
if prio \(=10\)
then primary
else formula \(f:=\) formproc (prio+1);
    char op;
    while operator (prio,op)
    do \(f:=\) heap triple \(:=(f, o p\), formproc (prio+1))
    od;
    f
fi.
```

The reader will have noticed that the concept of recursion is often employed in these procedures. This is not surprising, since our parsing method is recursive by definition. Furthermore, we are manipulating binary
trees, which are most conveniently defined with the aid of recursion. For readers who are unfamiliar with either recursion, ALGOL 68, or manipulating trees, we proceed with showing three not too difficult procedures which are useful for our purposes.

The first of these is "identical". It determines whether or not two formulas $f$ and $g$, stored in binary trees as usual, are identical:

```
proc identical = (formula f,g) bool:
case f
in (int fleaf):
    case g
    in (int gleaf): fleaf = gleaf,
        (ref triple gt): false
    esac,
    (ref triple ft):
    case g
    in (int gleaf): false,
        (ref triple gt):
        if c of ft = c of gt
        then if identical (left of ft, left of gt)
                then identical (right of ft, right of gt)
                else false
                fi
            else false
            fi
        esac
esac.
```

In contrast to "identica1", whose only task is to construct an appropriate boolean value, the next procedure constructs a complete new tree, which is an exact copy of the one that is passed as a parameter. The newly generated tree does not share any nodes with the original one:

```
proc copytree = (formula f) formula:
case f
```

```
in (int leaf): 1eaf,
    (ref triple t): heap triple :=
    (copytree (left of t),
        c of t,
        copytree (right of t)
    )
esac.
```

The next procedure contains a call of "copytree". It copies a given formula $f$ but, in the meantime, it replaces (in the copy) all occurrences of a given variable $v$ by a given formula $g$. Here too, the new tree is completely distinct from the original one:

```
proc subst \(=\) (char \(v\), formula \(g, f\) ) formula:
case f
in (int leaf):
    if leaf \(=-\) abs \(v\) then copytree (g) else leaf fi,
    (ref triple t): heap triple :=
    (subst ( \(v, g, 1\) eft of \(t\) ),
        \(c\) of \(t\),
        subst ( \(v, g\), right of \(t\) )
        )
esac.
```


## 4. TIDYING UP FORMULAS

Formulas are usually written down in a more or less canonical form. A trivial example is the formula $a+b$ which most of us would prefer to $b+a$. In automatic simplification it makes sense to strive after obtaining canonical forms, for various reasons.

One of them is that identical subformulae are easier detected this way. Suppose for example that we are given the formula

$$
b * a * c+d-c * a * b
$$

Step-by-step simplification of this formula proceeds as follows:
Step 1 : Rearranging the factors of each term. This yields:

$$
a * b * c+d-a * b * c
$$

(In fact this is a rather big step which consists of several more elementary steps).

Step 2 : Rearranging the terms. This yields:

$$
a * b * c-a * b * c+d
$$

Step 3 : Canceling adjacent identical term with different signs. This yields:

$$
0+d
$$

Step 4 : Deleting zero terms. This yields
d.

Rearranging factors and terms as in steps 1 and 2 above is similar to sorting a sequence of numbers. For numbers we have a total ordering ("<"), so it is natural to define a total ordering for formulas as well. Let us call this ordering "less". A slight complication, to be mentioned later on, will be ignored at this moment.

We express the ordering "less" on FORM by the following ALGOL 68 procedure:

```
proc less = (formula \(f, g\) ) bool:
case f
in (int f):
    case g
    in (int g):
        if \(f<0 \wedge g<0\) then \(f>g\) else \(f<g\) fi,
        (ref triple g): false
        esac,
```


## (ref triple f): <br> case g

in (int g): true
(ref triple g):
(int pf = priority (c of f), pg = priority (c of g); if $\mathrm{pf} \neq \mathrm{pg}$ then $\mathrm{pf}>\mathrm{pg}$ elif less (right of f , right of g ) then true elif less (right of $g$, right of f) then false elif less (left of $f$, left of g) then true elif less (left of $g$, left of f) then false else cof f < c of g fi
esac
esac.

Important properties of "less" are:
(i) If less (f,g) and less (g,h), then less (f,h) (Transitivity).
(ii) If less (f,g) then not less ( $\mathrm{g}, \mathrm{f}$ ) (Asymmetry).
(iii) For all $f \in$ FORM: not less (f,f) (Irreflexivity).
(iv) For all f, g $\in$ FORM: either less (f,g),
or less ( $\mathrm{g}, \mathrm{f}$ ),
or identical (f,g) (less is a total ordering).
These properties are important because we are aiming at obtaining canonical forms. [For this purpose, it is essential that the ordering is total. Suppose for instance that the ordering "<" for numbers were not defined for some pair of numbers, e.g. for 5 and 7. Then sorting the sequence $10,5,7,3$ could yield 3, 5, 7, 10, or alternatively, 3, 7, 5, 10; in other words the sorted sequence would not be uniquely determined].

The complication mentioned previously has to do with a curious conventional distinction in ordering terms and ordering factors. Most of us probably prefer $\mathrm{x}+\mathrm{y}+2$ to $2+\mathrm{x}+\mathrm{y}$ as a canonical form, but at the same time we write 2 * $x$ * $y$ rather than $x$ * $y$ * 2. Thus in connection with "+" we appreciate the truth of "less (variable, constant)", whereas "less (constant,
variable)" ought to be true in a multiplicative context. We have solved this little problem by supplying the procedure "less" with a third parameter "prion" which tells which of both cases applies. We shall not dwell on this detail. We shall now present a procedure to rearrange terms on the basis of the procedure "less". To keep it readable we only deal with the commutative operators $*,+,=, \#, \&$ and $!$ in this version. (In our implementation we did not ignore the complication of non-commutative operators, but at this stage we prefer readability to completeness. We hope that the simplified versions of some procedures shown here are easily understood; it will then be not too difficult to complement them with details which are not taken into consderation here. Moreover, the source listing of the complete program is given in Appendix A).

To exchange two branches of a binary tree, we have the following procedare:

$$
\begin{aligned}
& \text { proc exchange }=(\underline{\text { ref }} \text { formula } f, g) \text { void: } \\
& \text { (formula } h:=f ; f:=g ; g:=h) \text {. }
\end{aligned}
$$

Now consider the formula $d+c+b+a$ whose binary tree is


We want to transform this tree into a similar tree corresponding to the formula $a+b+c+d$, by exchanging branches. There are two kinds of exchanges to be made. At the lowest level the left branch $d$ and the right branch c are to exchanged. We call it a commutative exchange, since it is justified by the commutative law. Another type of exchange is applied to, e.g., b and a. To justify this exchange we need not only the commutative law, but also the associative law. We therefore call it an associative exchange.

Reasoning inductively, we assume that we know how to rearrange the subtree for $d+c+b$, and we show how to rearrange the tree for $d+c+b+a$ :


We express this in ALGOL 68 by

```
proc rearrange = (ref formula f) void:
case f
in (ref triple t):
    (ref formula }\ell=1\textrm{eft}\mathrm{ of }t\mathrm{ ,
                        r = right of t;
    char op = c of t;
    if less (r,\ell)
    then exchange ( }\ell,r) # commutative exchange #
    else case \ell
        in (ref triple t left):
            (ref formula \ell left = left of t left,
                        r left = right of t left;
            char opleft = c of tleft;
            if opleft = op
            then rearrange (\ell) # induction assumption #;
            if less (r, rleft)
                then exchange (rleft,r)
```

```
    # associative exchange #;
    rearrange (l)
    # induction assumption #
                fi
                fi
                )
            {i
        )
    esac.
```

    We call a formula like \(a+b+c+d\) (and its associated binary tree)
    left-associative, because it is an abbreviated notation of $((a+b)+c)+d$. When a formula like $a+b+(c+d)$ is offered as input to our program it is initially stored in the binary tree


As we have seen, the parentheses enclosing $c+d$ are re-inserted when this tree is offered to the procedure pr (given in section 3) for output. However, what we actually want is to transform the tree above to its leftassociative equivalent:


Restricting ourselves to commutative operators, we can perform this transformation by the following procedure:

```
proc leftassoc \(=(\underline{\text { ref }}\) formula f) void:
case f
in (ref triple \(t\) ):
    (leftassoc (left of \(t\) ); leftassoc (right of \(t\) );
    case right of \(t\)
    in (ref triple fright):
            if \(c\) of right \(=c\) of \(t\)
            then right of \(t:=1\) eft of right;
                left of right \(:=t\);
                \(\mathrm{f}:=\) right; leftassoc(f)
            fir
        esac
    )
sac.
```

Here again, we can verify the correctness of this procedure by inductimon on the complexity of the tree. We shall net give a formal proof, but rather explain how it works by means of an example. Suppose that $a+(b+(c+d))$ is to be transformed to its leftassociative equivalent $a+b+c+d . B y$ the call "leftassoc (right of $t$ )" on the fourth line of the procedure, the tree

is (by our induction assumption) transformed to


Nodes (i) and (ii) correspond with "c of $t$ " and "c of right", respectively. The assignment statement "right of $t:=1$ eft of right" transforms this tree to:

 top of this tree by "left of tright $:=t$ ", yielding


The statement "f := tright" reflects the fact that a new node (ii) now becomes the root of the tree, instead of the old one (i). The new tree corresponds to the formula $a+(b+c)+d$ which is less complex (with respect to left-associativity) than the original one. Therefore, by induction, the only step to complete the job is to apply "leftassoc" recursively to this tree.

## 5. SIMPLIFICATION AND PREDICATE TRANSFORMATION

Transforming $b+a$ to $a+b$ and other things that we did in the previous section might be considered too trivial to be called "simplification". We shall now mention some more substantial simplifications, and, to be concrete, mention a number of procedures of which our program is composed. It should be emphasized, however, that knowledge of these procedures is by no means needed for using our program. We are discussing techniques and we sometimes talk about procedures and about a program to stress that these techniques have been implemented and are not just loose ideas. The implementation is such that a formula of FORM followed by the closing symbol " $\$ " are the only input data. The user does not have to specify special options or other control information depending on the nature of the input formula.

Let us start with some rather obvious simplications which have to do with occurrences of zeroes and ones. The following reductions are performed by the procedure "zerone":

$$
\begin{aligned}
& 0+f \rightarrow f \\
& f \pm 0 \rightarrow f \\
& 1 * f \rightarrow f \\
& \mathrm{f} * \mathrm{l} \rightarrow \mathrm{f} \\
& 0 * f \rightarrow 0 \\
& f * 0 \rightarrow 0 \\
& \mathrm{f} / \mathrm{l} \rightarrow \mathrm{f} \\
& 0 / f \rightarrow 0 \\
& \mathrm{f} / 0 \rightarrow \text { ? }
\end{aligned}
$$

The last two of these lines deserve an explanation. One could argue that the information $\mathrm{f} \neq 0$ is lost by reducing $0 / \mathrm{f}$ to 0 . Some might consider the possibility of defining $0 / f$ equal to 1 if $f$ happens to vanish. We prefer the point of view that any denominator must not vanish, even if the numerator does. On the other hand, whenever $0 / \mathrm{f}$ has a meaning, it is of arithmetic type and, for our purpose, it would be most inconvenient if it had to be transformed to something like

$$
\text { " } 0 \text {, provided f f } 0 \text { " }
$$

which has arithmetic as well as boolean aspects. For the same reason, we shall simplify ( $\mathrm{x}-2$ ) / ( $\mathrm{x}-2$ ) to 1 . Brown [2] does the same, and, as a justification, observes that the transformation conforms to the rules of the field $Z(x)$ of rational expressions in $x$ over the domain $Z$, of integers. The transformation " $\mathrm{f} / 0 \rightarrow$ ?" is easier to explain. Whenever an explicit zero occurs as a denominator, the question mark "?" is introduced. It should simply be interpreted as an error code.

The procedure "distr" applies the distributive law with respect to multiplication and addition (or subtraction). Thus

$$
\begin{aligned}
& \mathrm{f} *(\mathrm{~g} \pm \mathrm{h}) \rightarrow \mathrm{f} * \mathrm{~g} \pm \mathrm{f} * \mathrm{~h} \\
& (\mathrm{f} \pm \mathrm{g}) * \mathrm{~h} \rightarrow \mathrm{f} * \mathrm{~h} \pm \mathrm{g} * \mathrm{~h} .
\end{aligned}
$$

It is well-known that it depends on the context whether multiplying out or factoring leads to simpler formulas. Finding this out is too difficult a job for our simplifier. Therefore we have chosen for multiplying out, so $(x-1)$ * $(x+1)+1$ is nicely reduced to $x * x$. However, care has been taken to postpone the call of "distr" until reductions like

$$
(x+2) *(x-2) /((x+2) *(x-3)) \rightarrow(x-2) /(x-3)
$$

have been performed. For reductions like this, the procedures "rearrange" and "leftassoc" are vital. These procedures transform

$$
(x+2) *(x-2) /((x+2) *(x-3))
$$

to

$$
(x+2) /(x+2) *(x-2) /(x-3) .
$$

(Recall that " $\star$ " and "/" have the same priority number). Thus identical factors become neighbours, which are easily tested for identity (if they occur on either side of "/") by the procedure "identical", introduced in section 3. These tests and canceling of numerators and denominators are incorporated in the actual version of the procedure "rearrange" as listed in appendix A. Special attention is required for a case like

$$
(x+2) *(x-2) /((x+3) *(2-x)) .
$$

Since variable terms precede constant terms and since we have no monadic formulas, $2-\mathrm{x}$ is first transformed to $0-\mathrm{x}+2$. (We consider this as a special notation for $-\mathrm{x}+2$ and accept 0 as the only constant term that can precede a variable term. There is no danger that $f+0-g$ will survive, because of our reduction $f+0 \rightarrow f$ ). Now $0-x+2$ is hardly an improvement of $2-\mathrm{x}$, and is far from being identical to $\mathrm{x}-2$. We therefore have a procedure called "negfac", which does away with "negative factors" like 0-x+2. In fact, the "nomadic minus", here written as "0-" is transported to an outer environment. For example

```
(0-x+3) * (0-y+z) / (0-p+1) / (0-q) * (0-r-1)
```

is transformed to

$$
0-((\mathrm{x}-3) *(\mathrm{y}-\mathrm{z}) /(\mathrm{p}-1) / \mathrm{q} *(\mathrm{r}+1)) .
$$

Thus factors are brought into a canonical form, after which they can effectively be tested for identity. Our sample formula

$$
(x+2) *(x-2) /((x+3) *(2-x))
$$

is indeed eventually reduced to

$$
0-(x+2) /(x+3)
$$

A substantial simplification is performed by the procedure "add". It reduces, e.g.

$$
3 * a *(b+c)-2 * a *(b+c)+8 * a *(b+c)
$$

to

$$
9 * a *(b+c) .
$$

Here too, the procedure "identical" appears to be most useful. A complication is involved in terms whose coefficient are 1, since " 1 *" is usually omitted, or even removed by our own procedure "zerone". For addition, 1 * $a *(b+c)+3 * a *(b+c)$ is simpler than $a *(b+c)+3 * a *(b+c)$. We therefore have a procedure called "factone" which writes " $1 *$ " in front of products which begin with variables. Later on, superfluous occurrences of " $1 *$ " are removed by "zerone".

We are now going to deal with simplifications which are more often found in papers on program verification than in publications on formula manipulation. For the assignment statement and the conditional statement, sym-
bolically written as

$$
x:=E
$$

if $B$ then $S$ else $T$ fi,
it is well-known that with a given postcondition $Q$ the corresponding weakest precondition can be expressed by

```
wp(x:=E,Q) = the result of substituting E for }x\mathrm{ in Q,
```

```
wp(if B then S else T fi, Q) = (B^wp(S,Q))\vee ( 
```

For the substitution result above, we can use our procedure "subst" listed at the end of section 3. As mentioned earlier, we write " $\&$ " for " $\wedge$ ", "!" for "V", and "B•(S@T)" for "if B then $S$ else $T$ fi".

We also observed (in section 2) that we need no monadic not ( 7 ) operator, because, e.g., $7(\mathrm{a}<\mathrm{b})$ can be expressed by $\mathrm{a}>=\mathrm{b}$. Symbolically we shall indicate such an elimination of " ${ }^{\prime \prime}$ " by writing $\bar{B}$ instead of 7 B. In a terminology introduced by Dijkstra [4], wp (S, Q) is the result of transforming predicate $Q$ by statement $S$. In [13] an explanation of predicate transformers is given in terms of elementary set theory. We have adopted the formula notation $S$ \$ $Q$ for $w(S, Q)$. All formulas of the type $S \$ Q$ can be "simplified" according to the rules given above, which are in our notation:

$$
\begin{aligned}
& x:=E \$ Q \quad \rightarrow \text { subst }(x, E, Q) \\
& B \cdot(S @ T) \$ Q \quad \rightarrow \quad B \&(S \$ Q)!\bar{B} \&(T \$ Q)
\end{aligned}
$$

By repeated application of these rules, all operators $\$$ disappear, although, in the beginning, their number may increase. In our program these rules are implemented in the procedure "wp". This procedure is called by the procedure "reduce". The relation between both procedures is as follows. Let "wp" perform the redaction $S_{n} \$ Q \rightarrow Q$ "; then "reduce" performs the reduction $S_{1} ; \ldots ; S_{n-1} ; S_{n} \$ Q \rightarrow S_{1} ; \ldots ; S_{n-1} \$ Q^{\prime}$ if $n>1$ and "reduce" simply calls "wp" if $\mathrm{n}=1$ 。
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```
APPENDIX A: THE SIMPLIFYING PROGRAM.
```

(\# SIMPLIFICATION OF FORMULAS, L. AMMERAAL, 1 JULY 1979 \#
IINTI TRUEE-1000, FALSEE=1001: ICHARÍ CC:
ON LINE ENDCSTAND IN,
(IREFI IFILEI F)IBOOL':
(NEWLINE (F): PRINT(NEWLINE): 'PRUEI)
) 1
IMODE' IFORMULA'玉iUNION(GIINTi,IREFi ITRIPLEI):
IMODE' ITRIPLE'EISTRUCT'(IFORMULA' LEFT, 'CHARI C,'FORMULA' RIGHT):
(PROC' INPE(ICHAR' X)'BOOL'i(BUF=XIREADP(BUF)!'TRUE'|'FALSE'):
ICHARI BUF:
IPROCI READPE(IREFI ICHARI CJIVOIDI;
( IWHILEI READ(C): PRINT(C): $C=$ M IDOI ISKIPI IODI):
IPROC' ME(IBOOL' BJIVOIDI; ('NOT' BIERROR)!
(PRROCi ERROREIVOIDI; (PRINT("ERROR"): STOP):
iPROCi DIGITz(iCHAR' C)ibOOLí C igei "O" iANDi C 'LE' "g":
IPROGi LETTER=(CHARI C)IBOOLi C IGE "A" IANDi C 'LEI "Z"!
IPROC' LESSE(IFORMULA ${ }^{\prime} X, Y$, IINTI PRIOJIBOOL':
( ICHARI CHX ${ }^{\text {ENODE }}(X)$, CHYENODE $(Y)$ :
18OOL' DXEDIGIT(CHX), DY DIGIT(CHY), LXELETTER(CHX), LYELETTER(CHY):
iBOOL OXEINOTISDX IORI LX), OYEINOT'(DY IORI LY), PQ=(PRIO=9),
LE CHX CCHY:
( OX IANDI OY
(IINTI PXPPRIORITY(CHX), PYEPRIORITY(CHY):
( PX INEI PY I PXDPY
$18 x$

6 Y
- 6 IREFi iTRIPLE BY)
G IREFI IFORMULAI IXE LEFT IOFI BX, IY = LEFT IOF' BY,
JX=RIGHT IOFi BX, JYERIGHT IOFI BY:
(LESS(JX,JY,PRIO) $f$ ITRUE! $\|$ LEESS(JY, JX,PRIO) \& IFALSEI
\|SESS(IX,IY,PRIO) I ITRUEI |' LESS(IY,IX,PRIO) |FALSEI
$j$
)
J
)
.)
|i OX \& INOT: PG 1: OY \& PQ |: DX=DY \& L | (PQ|DXIDY)
)
d:

```
IPROC' NODE=(IPORMULA' E)ICHARI;
(E
&(IINTIC)S
```



```
    (IREFI IPRIPLEI 8): C IOFI B
j
IPROCI EXGHANGEEE(IREFI ICHARI X,Y)IVOIDI;
(ICHARI ZEX, XIEYI YigZ)!
IPROC' EXCHANGEIE(IREFI 'FORMULAI X,Y)'VOID':
(IFORMULA' Z曷X; X;=Y; YIEZ)
IPROCI PRIMARYEIFORMULAI'
( INP("##) & IHEAPI ITRIPLEI:(O,"#N,PRIMARY)
(IINP("#") & PRIMARY
|iNNP(MIn) & (INP("⿴囗)/M(INP(min)) ITRUE
                            ;M(INP("F")),M(INP("IM))IFALSE
&INP("(M)
| IFORMULAI J;:%ORMPROC(I): M(INP(*)")): I
- ICHARI CEBUF:
    (C 'GEI MAN 'ANDI C 'LEI MZ" | READP(BUF): 'ABS'C
    IIINTI IIEO. DI IBOOLI ABSENT&FITRUEI;
        IWHILEI DSEIABS' BUFEIABSI MON: D IGEI O IANDI D 'LEI Q
        IDOI I:星1ONI+D; REAOP(BUF): ABSENT;|IFALSEI
        1001:
        (ABSENT & PRINT("LETTER OR DIGIT EXPEXTEDN): STOPJ, I
    J
)
IPROCI OPERATORE ('INT' PRIO,IREFI ICHARI OPI'BOOL':
(PRIORITY(BUF)BPRIO
(DP:暑BUF: READP(BUF):
    (BUFE###
```



```
        READP(BUF)
    II
    ITRUEI
| IFALSEI
j)
```

```
IPROCi PRIORITYE('CHARI C)IINTI;
(C:"##!!
!c巨"!" d2
|6EN" 12
1!\mp@code{#,"!3}
|CE":"14
|\mp@code{C"!"15}
|CEM&"16
```



```
    iORi CE"!" # iLEI # iORI C="J" # igei # 19
|C口"+" IORI C="*" |8
|ICE"*" iORi C="/n|?
$0
)!
IPROC' FORMPROCE('INTI PRIOJIFORMULAI;
GPRIOEIOJPRIMARY
|IFORMULAI EI=FORMPROC(PRIO+1J: 'GHARI OP;
    (WHILE: OPERATOR(PRIO,OP)
    IDOi EIBIHEAPI ITRIPLE'IO(E,OP,FORMPROC(PRIO+1))
    iOD',
    E
J
(PROC' LEFTASSOCE(IREFI IFORMULAI E)'BOOL';
('BOOL' MODIFIFIFALSE'; IFORMULA' (E)
| (IREFi iTRIPLEI B):
    (iCHARI C=C IOFI B, IINTI PmPRIORITY(C),
        \RIGHT IOFI B
        | (IREFi iTRIPLE' BR);
                ('GHAR' CR = C IOF' BR; 'INT' PR=PRIORITY(CR):
                    (PREP
                                | RIGHT IOF: B j= \FORMULA'(LEFT 'OF' BR)|
                                LEFT IOFI BR i= IREFI ITRIPLE'(B),
                                E:=BR;
                                (C:#"*"!C COFi BR ; = (CR="+"!"#"!"+")
```



```
                                \jmath!
                                MODIFi='TRUEi
                                )
            )
        |
        MODIF
    j
| ifALSEi
j)
```

```
IPROCI CONSPE(IPORMULAI EJIBOOL':
```

(iformulai (E)

- (intilifi l lei o.
( IREFi PRRIPLEI B)
CONST(LEFT IOFI B) IANDI
(C IOFI B "\&" IORI C IOFi 8 g "El) 'AND'
CONSPCRIGHT IOFI B2
ग

```
IPROC' LEFTEGIREFI IFORMULAI EJIREFI IFORMULAI'
(IFORMULA'(E)|(IREFI IPRIPLEI BJILEFT IOFI B IEERROR: E)s
```

IPROCI RIGHTE(IREFI IFORMULAI EJIREF: IFORMULAi;
(IFORMULAI (EJIGREFI ITRIPLEI B)IRIGHT IOFI B | ERROR: E):
IPROCI REARRANGE (IREFI IPORMULAI E)IBOOL':
(1800L' MODIFIEIFALSEI
IWHILEI LEFTASSOC(E) idol MODIFimitRUE iOD:
( ipormulaice)
- (iREFI iPRIPLEI Bs:
C IREFI ICHARI C C IOFI BI IINTI PCEPRIORITYCCJ:
IREFI IFORMULAI L LEFT IOFI B, R E RIGHT IOFI B,
MOOIFIEREARRANGE(L) DRI REARRANGE(R):
( ICHARI CLENODE(L): LESS(R.LAPC) IANDI PC>4 IANDI PCSIO IANDI
PRIORITY(CL) INEI PC IANDI PC INE: 7 IANDI



- EXCHANGEI(L,R)
J!
MODIFigiprue:
) 1
$(6$
- GIREFI IPRIPLEI BLJi
(IREFI IFORMULA' LBL ELEFT IOFi BL, RBL ERIGHT IOF' BL:
IREFI ICHARI CBL E C IDFI B6:
PRIORITY(C IOFI BL) = PC
( (IDENTICAL(RBL,R) IAND' CBL INEI E IAND' (PCE8 IORI PCZ9)
! EisLBL: MODIFI曾iTRUE!
- $\operatorname{LEESS}(R, R B L, P C)$ IAND' PCDA IANDI PCSIO
- EXCHANGEC(CBL,C):EXCHANGEI(RBL,R):MODIF:EITRUEI
)
)
21
( INOTI MODIF IANDI PC=7
- CeHARI NODLIENODE(L):
- inoti conster)



```
            | (FORMULAI RIGHTLERIGHT(L), CONST(RIGHTL)
                        | NEGATIVE(NODL), RIEIHEAPI ITRIPLEIIG(R,NODL,RIGHTL)I
                LIELEFT(L): MODIFIEITRUEI
                IICHSIGN(L)
                | RIEIHEAPI IFRIPLEI;E(O,"|",R)I
                        (C5"&"|CIE"*"|ICE")"|Cis"&"): MODIFIEITRUEI
                j
                    )
            I
            (INOTI MODIF IANDI (CENIN IORI CE"EN)
            (CCCIENODE(R)! CCENTH IOR: CCEHFH
```



```
                MODIFIBITRUEI
            j
            )
            (INOTI MODIF IANDI PCET 'ANDI CONST(L) IANDI CONST(R)
            |CHARI CIMC, CIEM-O%
                IWHILEI REARRANGE(ES) ADD(E) IDOI ISKIPI IODI, MODIFIEITRUEII
                EIE( IFORMULAI (E)
                        | (INNT I):
                    l>0
                    | (CIE">" IOR' CIE"JN IORI CIE**"ITRUEIFALSES
                    |(CIE"㤟" IORI CIE"\" IORI CIE"J"ITRUEIFALSES
                        J
```



```
                    %
                1%
            (INOTI MODIF
            | (CG"on IORI CEM/G
                | (IDENTICAL(L,R)
```



```
                        j
                \
            1/
            `INOT MODIF IANDI CE|:"
            l/R
            | IINTI IRJi
                l
                    IINTI ILJI
                    (IL 'GEI O IANDI IR IGEI O I EINILGIR: MODIF:EITRUEI)
                j
                j
            |
        )
    |
    (MODIFIREARRANGE (EJ||FALSEI)
J
```

```
IPROCI PRBUPEICHARI CJIVOLDI;
```



```
    | PRINTS
                &BUFEMg", ", |""
                | BUF
                    j)
    d
    BuFigC
1/
IPROGI PRE(IPORMULAI E,IINTI PRIOJIVOIDI'
C E
& (IINTI V):
    & VETRUE iOR' VEFALSE
```



```
    & ( Vso
        | PRBUF(IREPRI-V)
        | ISTRINGI S#WHOLE (V,O):
            IFORI I ITOI IUPBI S IDOI PRBUF(SIII) IODI
        )
    do
    G IREFI ITRIPLE' BIIC ICHARI CE CIOFIB: IINTI P=PRIORITY(C):
                                    (PRPRIO|PRBUF("(N)):
                                    PRCLEFT IOFI B,PJI
                                    PRBUF(C): PR(RIGHT IOFI B, P+1):
                                    (P&PRIO!PRBUF(")"))
                                    )
j!
IPROGI IDENTICALE(IFORMULA' E.F)IBOOL':
& E
& (INTT' CE):
    (F
    (IINT1 CF): CEmCF
    | IFALSEI
    d
    (IREFi ITRIPLEI EE):
    6 F
    | (iREFi iTRIPLEI BFJi
        &C IOFIBE = C IOFI AF
        |( IDENTIGALCLEFT IOFI BE, LEFT IOFI BFJ
                | IDENTIGALCRIGHT IOFi BE, RgGHT IOFi bF)
                ifalsei
                d
            |ifalsei
        %
    | |false!
%
```

```
IPROC' ZERONEE(IREFI IFORMULAI EJIBOOL':
(IFORMULAI'(E)
|(IREFI ITRIPLEI BJI
```




```
        IPROCI ME(IFORMULAI I)IVOIDI'(E:=II MODIFI娄IYRUEII;
        & RIGHT IOFI B
        & S IINTI BRJI
```



```
                ((PLUS IORI MIN) IANDI ZERO IORI (TIM IORI DIV) IANDI ONE
                1.M(LEFT IOFI B)
                \ITIM IANOI ZERO & M(O)
                IOIV IANDI ZERO & M(-IABSIM?")
                j
            l
        J
        INOTI MODIF
        \ (LEFT IOFI B
            \ (INTI BLJi
                ( BOOL' ZERO BLEOO, ONE BLEI!
                G ZERO 'ANDI PLUS IORI ONE IANDI TIM
                &.M(RIGHY IOFI B)
                                IIZERO IANDI (TIM IORI DIV) & M(O)
                        j
                    l
            \partial
        2
        ( NOTI MODIF & MODIFIEZERONE(LEFT IOFI B)):
        INOTI MODIF & MODIFIEZERONE(RIGHTIOFI BS):
        MODIF
    l
|FALSEI
|
```

```
IPROCI NEGATIVEm(IREFI ICHARI CJIVOIDI; CI=(CEN&"|ME"|"&N):
```

IPROCI NEGATIVEm(IREFI ICHARI CJIVOIDI; CI=(CEN\&"|ME"|"\&N):
IPROCI CHSIGN=(IREFI IFORMULAI E)IBOOL'S
IPROCI CHSIGN=(IREFI IFORMULAI E)IBOOL'S
(IFORMULAICE)
(IFORMULAICE)
| (IREFI ITRIPLEI BJI
| (IREFI ITRIPLEI BJI
(IREFI ICHARI C C IOFI B.
(IREFI ICHARI C C IOFI B.
IREFI FORMULÁ L LEFT IOFI B, R 又 RIGHT IOFI B:

```
        IREFI FORMULÁ L LEFT IOFI B, R 又 RIGHT IOFI B:
```




```
    | CEM"# 'ANDI NODE(L)##ON | EIER| ITRUEI
```

    | CEM"# 'ANDI NODE(L)##ON | EIER| ITRUEI
        (CHSIGN(L)INEGATIVE(C): PRUEIIIFALSEI)
        (CHSIGN(L)INEGATIVE(C): PRUEIIIFALSEI)
        j
        j
    | |FALSEI
    | |FALSEI
    j
    j
    | ifAlsei
| ifAlsei
j

```
j
```

```
IPROC' CHSGNEGIREFI IPORMULAI E, XJIBOOLI;
G IREFI IFORMULAI IIEX, JIEE; ICHARICH! IJNPI N&-OI
    IWHILEI CH:#NODE(I): CHE#क" IORI CHE#E"
    iDOI jigI! N+i=1;
                I|(IFORMULA' (IJ|(IREFI ITRIPLE' 8JI LEFF IOF' BJ
    1001%
    (CHEmO" \AND' NODE(3)=M0"
```



```
            TOI N-1
            1001
                (ipormulai (I)
                G'REFI ITRIPLEI BJICNEGATIVE(C IOP( B): IIELEFY IOFI B)
                j
            i00is
            IREFI IFORMULAI(I)|#(IFORMULAI(I)|GIREFIITRIPLEI B)IRIGHT IOFI BJ:
            iprue!
        ifalsEi
    \partial
1%
IPROC' NEGFACEGIREFI IFORMULA' EJ'BOOL'i
G IBOOLI MODIF:EIFALSEI;
    (iFORMULA(FE)
    & C IREFI IPRIPLE\ BIB
        CICHARI C E C IOFI BI
                IREFI iFORMULAI L E LEFT IOF: B, R & RIGHT IOFI B;
```



```
            | MODIFi开(CHSGN(E,L)|iTRUE(JCHSGN(E,R))
            \partial
                ( INOTI MODIF
                | MODIFB=(NEGFAC(L)|\TRUE'JNEGFAC(R))
            j
        )
    j
    MODIF
)!
IPROC' COPYPREE=(IFORMULAI EJIFORMULA';
6 E
- G IINTI CJIC.
    (IREFi IPRIPLEI BJIHHEAPI TTRIPLEIIE
        (COPYTREE(LEFT IOFI B), C IOFIB, COPYTREE(RIGHT IOFI B))
\partial
IPROC' SUBSTE|'CHARI Y, IPORMULA' E, IFORMULA' FJPFORMULA':
# SUBSTITUTE E FOR V IN F:
(F
| (IINTi CJi(CEEIABSI Y b COPYPREE(E) (C).
    (IREFI ITRIPLEI B):IHEAPI ITRIPLEI:%
            (SUBST(V,E,GEFT IOFI B), C IOF' B, SUBST(V,E,RIGHT IOFI B))
\partial
```

```
IPROC' NEGATEE(IFORMULA' EJIFORMULA':
f E
```



```
    (iREFi ITRIPLE' BJi
    ( IREFI ICHARI C = C IOFI B.
        IREFi iFORMULAI L LEFT IOFi B, R E RIGHT IOFI B; C;:
        (GE"|" IORI C="名"
        |,G&#NEGATE(L); RimNEGATE(R): (C&"!" | "&" | "!")
        |!6%"&"1 "J"
        |G("## "!"
        |!日= "! ! "%"
        !!cemjn "Ms"
        | M(CB"集): "m"
        J E
    j
|
IPROC' WPISIFORMULAI S,QJIFORMULA':
6 S
| ( IREFI ITRIPLE' BJI
    C IREFI CHARI C E C IOFI B:
        IREFI IFORMULAI L LEFT IOFI B, R = RIGHT IOFI BS
        C ";"
    1 SUBST(NODE(L),ROQ)
    |IC "." # CONDITIONAL STATEMENT #
    | ( R
        | (IREFi ITRIPLE' BR):
            G IREFI IFORMULAI S LEFT IOFI BR, T = RIGHT IOFI BR,
                IHEAPI ITRIPLEI;=
                (IHEAPI IPRIPLE!g=(COPYTREE(L),"&",WP(S,Q)). "!",
                        MHEAPI IPRIPLE':=(NEGATE(COPYTREE(L)),"&",WP(T,Q))
                )
            J
        )
    | ERROR: ISKIPI
)!
IPROC' REDUCEE(IREFI IFORMULA' E)'BOOL';
G IFORMULAI (E)
& ( IREFI 'TRIPLE' B):
    (IREFi IFORMULA' L E LEFT IOFi B, R = RIGHT IOFI B,
        iCHARI C = C IOFI Bi
        C "$"
    | C
        (% IREFi ITRIPLEi BL):
            IREFI IFORMULA' LBL = LEFT IOFI BL, RBL = RIGHT IOFIBL,
                ICHARI CBL = C IOFI BL,
                    E;=(CBL = ";"
```

```
                | IHEAPI ITRIPLEI'=(LBL, "S",WP(RBL,R))
                    | WP(L,R)
                    J
                iTRUEi
            j
            |FALSE|
                )
            |PALSEI
    )
| IPALSEI
\partial
IPROC' DISTR鼻(IREFI IFORMULAI EJIVOIDI;
(IFORMULAI (E)
    IREFI ITRIPLEI BJ:
    IREFI IPORMULAI L LEFT IOFI B, R E RIGHT IOFI B:
        DISTR(LI: DISTR(R):
        |CNOFI B E|m*
        & ( (PORMULAI (R)
            | IREFI ITRIPLEI BRJ;
                ICHAR! CBR C IOFI BR,
```



```
                        | ESEIHEAPI ITRIPLEIS
                                GHEAPY IPRIPLEIGE(G,**,LEFT IOFI BR), CBR,
                                |HEAPI ITRIPLEI|E(COPYTREE(L),"*",RIGHT 'OFI BR) ):
                                DISTR(E), 'TRUEI
                        |FALSEI
                                j
                | ifALSEi
            | SKIPI
            | G IFORMULAI(L)
                | (REFI ITRIPLEI BLD:
                    CCHARI CBL : C IOFI BL:
                                    (CBLEM*" IORI CBLE###) 'ANDI NOOE(R) UNEI "/"
                            & EIGIHEAPI IPRIPLEI;
                                (IHEAPI ITRIPLEIGO(LEFT IOFI BL,"#N,R),CBL,
                                IHEAPI IPRIPLEIS(RIGHT IOFI BL, "EOPYTREE(R))),
                                    DISTR(E)
                        j
                1
            %
        %
    %
J
```

```
IPROCi CONSFACECIREFI IFORMULA' E;'BOOL';
( IFORMULAI!E)
& (IINTi iJi
    C I<O
```



```
    d!
    (IREFi (TRIPLEI B)&(C 'OFi B = "*"|CONSFAC(LEFY IOF' B)|IFALSEI)
|
IPROCI FACTONE(IFORMULAI E)IBOOL':
G IBOOLI MODIFIEIFALSEI;
    G E
    | (IREFI ITRIPLE' 日Ji
        GREFI IFORMULA' L E LEFT 'OFI B, R = RIGHT 'OF' BI
                ICHAR! C = C IOFi bs
```



```
                ; MODIFIE CONSFAC(L) IORI CONSFAC(R)
```



```
            j
    j
    MODIF
2%
IPROC' ALMOSTIDENT#(IFORMULAI E,F)IBOOL':
6
| (IINTI EI) i
    (FIG (INPI FI): EIPO IANDI FI>O & IFALSEI).
    (iREFi iPRIPLE'EBS:
    f F
    | (IREF' 'TRIPLEI FBJ:
        (C IOFI EB E C IOF'FB IANDI IDENTICAL(RIGHTIOFIEB,RIGHTIOFIFB)
        & ALMOSTIDENT(LEFT IOF' EB, LEFT IOFI FB)
        |FALSEi
        d
        ifalse!
    j
J
IPROCI SUME(IINT' SIGNE,SIGNF, 'FORMULAI E,F,IREFI'INTI PLMSIFORMULA';
( IHEAPI IFORMULAI S i= COPYTREE(E):
    IINPI FACPORESIGNE&LEFTLEAF(E)+SIGNF#LEFTLEAF(F):
    GHANGELEFT(S, IABSI FACTOR):
    PLM!E(FACTOR<0|=1|;FACTOR=0101d)|
    S
d!
IPROC' LEFTLEAF=(IFORMULAI EJIINT':
(E | (IINTI IJII, (IREF' IPRIPLE' B)ILEFTLEAF(LEFT IOF' B)):
IPROGI CHANGELEFTZGIREF! IFORMULA' E, IINTI C)IVOID':
('FORMULA'(E)I('INTIJIEimG,(IREFI IPRIPLEI B)ICHANGELEFT(LEFTIOFIB,C)),
```

```
IPROCI ADDE|IREFI IPORMULAI EIIBOOL'I
\ IBOOL' MOOIFGEIFALSEI IINTI PLM IFORMULAI EII
    ( IPORMULAI'(E)
    | (TREPi TPRIPLEI BJ;
        GIREFI IPORMULA L LEFP IOFI B, R \ RIGHT IOFI BI
                ICHARI C C IOFI B!
```



```
                | ALMOSTIDENT (L,R)
                    | EigSUM(I,(C,m+m|Id-1),L,R,PLM):
```



```
                    | (FGRMULAI(L)
                    GREFI TRIPLEI BLJ:
                            CREFI IPORMULA, LBL & LEFTIOFIBL, RBL E RIGMTIOFIBLI
                                    ICHARI CBL E IOFI BLI
                                    CBL年名 IOR\ CBLEM'M
                            | (ALMOSTIDENT(RGL,R)
```



```
                                & PLMMO EIILBL
                                |EIEIHEAPM TRIPLEIG
                                    (LBL,(PLMMO1"*"|"##),EI)
                                    |
                                    MODIF'|
                                    J
                                    %
                        %
                        %
                11
                (INOTI MODIF & MODIFIS(ADD(L)|'TRUE'|ADD(R)))
            )
    1/
    MODIF
\partial
```



```
PRINT(GINPUT "NEWLINE))I READP(BUF)|
IFORMULAI ROOT FFORMPROC(1)I RRR:
IWHILEI REDUCECROOT\ IDOI ISKIPI IOD: RRRI
IWHIGEI NEGFAC(ROOTS IOOI RRR IOD':
DISTR(ROOTJ| RRR&
    IWHILE ADO(ROOTJ IDOI RRR IODI,
    WHILEI FACPONE(ROOT) TDOI ISKIPI IODI, RRRI
    IWHILEI ADO(ROOT) IDOI RRR IODI,
    IWHILEI ZERONE(ROOTS IDOI ISKIPI IODI RRR:
    PRINT (ONEWLINE, NEWLINE, "OUTPUTIM,NEWLINEJ)I
    BUFI:** % PR(ROOT,1) PRBUP(" m):
    IPOI S IDOI PRINT(NEWLINES IODI
```

$j$

## APPENDIX B: EXAMPLES.

INPUT:
$A+(B-C) /(D / D+C-B-1)-A+11$
OUTPUT:
0

```
INPUT:
\((x+1) *(x+2) *(x+3) *(x+4)\) \
OUTPUP:
\(x * x * x * x+10 * x * x * x+35 * x * x+50 * x+24\)
```

```
INPUT :
( 3>4 & A*A B*B* (A*B)*(A-B) ! 2>5 ) &
(2=3*4-10 | 8=2*2 | A那) &
C<0 
OUTPUT:
    CoD<0
```

```
\NPUT:
X;:X+1; Y&EY&2 & X>5 & Y<20\
OUTPUT:
    X>4 & Y&18
```

```
INPUT :
```



```
OUPPUT:
    BHO-A+R:0
```

INPUT:
$x>5 \cdot(x \neq 0 \quad x+81) \$ x=11$
OUTPUT:
$x<5$
INPUT :
$\times \leqslant 50$
( $x<40-(x+3, x+x+4)$

- $x<60$ - $(x: 55$ (xise $)$
)
$3 \times$ 需4
OUTPUT:
$x<50 \quad x>=40$


[^0]:    AMS (MOS) subject classification scheme (1970): 68A15, 68A10

