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#### Abstract

In this paper we use a Von Mises transformation to study brine transport in porous media. The model involves mass balance equations for fluid and salt, Darcy's law and an equation of state, relating the salt mass fraction to the fluid density. Application of the Von Mises transformation recasts the model equations into a single nonlinear diffusion equation. A further reduction is possible if the problem admits similarity. This yields a formulation in terms of a boundary value problem for an ordinary differential equation which can be treated by semianalytical means. Three specific similarity problems are considered in detail: (i) One-dimensional, stable displacement of fresh water and brine in a porous column, (ii) Flow of fresh water along the surface of a salt rock, (iii) Mixing of parallel layers of brine and fresh water.


1991 Mathematics Subject Classification: 35K65, 58G11, 76S05
Keywords and Phrases: Brine transport, Von Mises transformation, Similarity transformation, Groundwater.
Note: Work carried out under project MAS1.3 "Partial Differential Equations in Porous Media Research"

## 1 Introduction

Brine transport in porous media is a process which is described by the fluid and salt mass balance equations, the fluid movement equation and an equation of state, relating the salt mass fraction to the fluid density, see e.g. Hassanizadeh \& Leijnse [12]. This yields a mathematical model consisting of a system of coupled partial differential equations which has to be solved in the flow domain, subject to appropriate boundary and initial conditions.

In a heterogeneous, multi dimensional flow domain the model equations have to be solved numerically in order to determine the spreading of salt in the subsurface. However, under simplified and highly idealized conditions it is possible to reduce the partial differential equations by means of Von Mises and similarity transformations to a single ordinary differential equation, which can be solved by semi-analytical means. The purpose of this paper is to draw attention to such transformations. We shall work out three specific cases for which we give an interpretation of the results in the physical sense.

The idea behind the Von Mises transformation is to take the stream function of the flow as one of the unknowns and to reduce the partial differential equations to a single nonlinear diffusion equation. To illustrate this procedure we recall the example of a laminar, stationary and two-dimensional flow over a flat plate. Let $U, V$ denote the velocity components in the $x, y$-direction and let the plate be situated along the positive $x$--axis. Following for instance,

[^0]Chorin \& Marsden [5] or Curle [9], one has to consider the Prandtl boundary layer equations

$$
\left\{\begin{array}{l}
\frac{\partial U}{\partial x}+\frac{\partial V}{\partial y}=0  \tag{1.1}\\
U \frac{\partial U}{\partial x}+V \frac{\partial U}{\partial y}=\nu \frac{\partial^{2} U}{\partial y^{2}}
\end{array}\right.
$$

for $(x, y) \in \mathbf{R}^{+} \times \mathbf{R}^{+}$, subject to the boundary conditions

$$
\begin{equation*}
U(x, 0)=0 \text { for } x \in \mathbf{R}^{+} \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
U(0, y)=U_{0}(y) \text { for } y \in \mathbf{R}^{+} \tag{1.3}
\end{equation*}
$$

where $U_{0}$ is the velocity distribution at the leading edge of the plate. In (1.1), $\nu$ denotes the viscosity of the fluid. Assuming the existence of a stream function $\psi=\psi(x, y)$ satisfying

$$
\begin{equation*}
U=\frac{\partial \psi}{\partial y} \text { and } V=-\frac{\partial \psi}{\partial x} \tag{1.4}
\end{equation*}
$$

one introduces the change of variables

$$
\begin{equation*}
x=x \text { and } \psi=\psi(x, y)=\int_{0}^{y} U(x, s) d s \tag{1.5}
\end{equation*}
$$

and the Von Mises transformation

$$
\begin{equation*}
\tilde{U}(x, \psi)=\tilde{U}(x, \psi(x, y))=U(x, y) . \tag{1.6}
\end{equation*}
$$

Under this transformation we obtain for $\tilde{U}$ the nonlinear diffusion equation

$$
\begin{equation*}
\frac{\partial \tilde{U}}{\partial x}=\frac{\nu}{2} \frac{\partial^{2} \tilde{U}^{2}}{\partial \psi^{2}} \text { with }(x, \psi) \in \mathbf{R}^{+} \times \mathbf{R}^{+} \tag{1.7}
\end{equation*}
$$

and the conditions

$$
\begin{equation*}
\tilde{U}(0, \psi)=\tilde{U}_{0}(\psi):=U_{0}(y) \text { for } \psi \in \mathbf{R}^{+} \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{U}(x, 0)=0 \text { for } x \in \mathbf{R}^{+} . \tag{1.9}
\end{equation*}
$$

Note that if $U_{0}$ is a positive constant, say $U_{0}(y)=U_{0}^{*}>0$ for all $y>0$, this initial-boundary value problem can be reduced to a boundary value problem for an ordinary differential equation in terms of the similarity variable $\psi / \sqrt{x}$. The solution of this boundary value problem describes the behavior of the solution of problem (1.7)-(1.9) for large values of $x$, provided $U_{0}(y) \rightarrow U_{0}^{*}$ as $y \rightarrow \infty$. Such convergence results are well known for nonlinear diffusion problems, see for example Van Duijn \& Peletier [10], who studied the large time behavior of a uniformly parabolic version of problem (1.7)-(1.9) in terms of such a similarity solution.

Thus the combination of Von Mises and similarity transformations provides a straight forward way to establish the large time behaviour of the original system. With this in mind, we return to the transport of brine and consider as examples three time dependent problems that allow Von Mises and similarity transformations. These problems are: (i) Brine displacing fresh water
in an infinitely long porous column, (ii) Flow of fresh water along a salt dome and (iii) Mixing of parallel layers of brine and fresh water. The flow geometry of (i) is one-dimensional while the flow domains of (ii) and (iii) are two dimensional. However, in all three problems the boundary conditions are chosen such that the resulting fluid and salt balance equations are one-dimensional. The unknowns are the density and the specific discharge.

Analogous to the Prandtl system one can reduce the two balance equations to a single nonlinear diffusion equation for the density. Here the fluid balance equation suggests the existence of a modified stream function which serves as the new independent Von Mises variable. Considering in addition a piecewise constant initial condition for the density a further reduction is possible in terms of a similarity variable. A boundary condition for the specific discharge is used in the (back) transformation to the original variables, yielding semi-analytical expressions in terms of the similarity solution. This is illustrated in Section 3.

Characteristic for the brine model is the nonlinear coupling between fluid density and specific discharge which is caused by gravity and salinity induced fluid volume changes. Gravity causes enhanced rotational flow in regions where horizontal density variations occur and local high density gradients induce volume changes in the fluid which in turn may cause enhanced fluid flow as well. Because the three example problems to be discussed are essentially one-dimensional, gravity will not play a role and only the second mechanism causes enhanced fluid flow.

Raats [25], [29] introduced a similar modified stream function, which he called 'parcel function', when studying one-dimensional transport of fluid and solutes in unsaturated soils. The fluid balance equation in unsaturated soils in one space dimension reads

$$
\begin{equation*}
\frac{\partial \theta}{\partial t}+\frac{\partial}{\partial z}(\theta v)=0 \text { for }(z, t) \in \mathbf{R} \times \mathbf{R}^{+} \tag{1.10}
\end{equation*}
$$

where $\theta$ denotes the volumetric water content and $v$ the velocity of water. Analogous to (1.1) and (1.4) a function $\Xi$ is introduced which satisfies

$$
\begin{equation*}
\theta=\frac{\partial \Xi}{\partial z} \text { and } \theta v=-\frac{\partial \Xi}{\partial t} . \tag{1.11}
\end{equation*}
$$

Integration of the total differential $d \Xi$ gives

$$
\begin{equation*}
\Xi(z, t)=\Xi(0,0)-\int_{0}^{t} \theta_{0} v_{0} d \tau+\int_{0}^{z} \theta d \xi \tag{1.12}
\end{equation*}
$$

which effectively labels all members of a collection of parcels of water. The function $\Xi$ can be interpreted as a measure of soil water storage in a region or as the cumulative flux across a surface. Raats [26] does not consider coupling between fluid velocity and solute concentration in the solute mass balance equation. This assumption only is valid when the fluid density is not affected by of the solute concentration. In brine transport however the coupling between salt concentration and fluid density is an essential property.

This paper is organized as follows. In Section 2 we give the mathematical formulation of the brine model. In Section 3 we explain the details of the Von Mises transformation for one-dimensional problems and in Section 4 we study the application to the three examples with similarity, thus specifying the large time limit of three corresponding classes of problems. Finally, in Section 5, we present the conclusions.

## 2 The brine equations

A general study of the transport of brine through porous media was presented by Hassanizadeh \& Leijnse [12]. Simplifying their formulation by taking Fick's law for the diffusive salt flux and
the conventional form of Darcy's law for the fluid momentum equation we arrive at the following set of equations:
Mass balance equation for the fluid

$$
\begin{equation*}
n \frac{\partial \rho}{\partial t}+\operatorname{div}(\rho \mathbf{q})=0 \tag{2.1}
\end{equation*}
$$

where $\rho$ denotes the density of the fluid, $\mathbf{q}$ the specific discharge vector and $n$ the porosity of the porous medium.

## Mass balance equation for the salt

$$
\begin{equation*}
n \frac{\partial(\rho \omega)}{\partial t}+\operatorname{div}(\omega \rho \mathbf{q}-\rho \mathbb{D} \operatorname{grad} \omega)=0 \tag{2.2}
\end{equation*}
$$

where $\omega$ denotes the mass fraction of the salt and $\mathbb{D}$ the hydrodynamic dispersion tensor. The mass fraction is defined as the concentration of the salt component divided by the density of the fluid.
Darcy's law

$$
\begin{equation*}
\frac{\mu}{\kappa} \mathbf{q}+\operatorname{grad} p-\rho \mathbf{g}=0 \tag{2.3}
\end{equation*}
$$

where $\kappa$ denotes the intrinsic permeability of the porous medium, $\mu$ the dynamic viscosity of the fluid and $\mathbf{g}$ the acceleration of gravity.
Equation of state

$$
\begin{equation*}
\rho=\rho_{f} e^{\gamma \omega} \tag{2.4}
\end{equation*}
$$

where $\rho_{f}$ denotes the density of fresh water and $\gamma$ a constant: $\gamma \approx 0.6923 \approx \ln (2)$. In writing (2.4) we implicitly assumed that the density is a function of $\omega$ only (no pressure or thermal effects). In the subsequent analysis we also assume that the fluid viscosity is constant.

It is common practice to use for the hydrodynamic dispersion tensor $\mathbb{D}=\left(D_{i j}\right)$ in (2.2) the expression, see for instance Bear [3],

$$
\begin{equation*}
D_{i j}=\left\{\alpha_{T}|\mathbf{q}|+n D_{\mathrm{mol}}\right\} \delta_{i j}+\left(\alpha_{L}-\alpha_{T}\right) q_{i} q_{j} /|\mathbf{q}| . \tag{2.5}
\end{equation*}
$$

Here $\alpha_{L}$ and $\alpha_{T}$ are the longitudinal and transversal dispersion lengths, and $D_{\text {mol }}$ is the effective molecular diffusivity incorporating the effect of tortuosity. Further, $\delta_{i j}$ denotes the Kronecker $\delta$ and $|\cdot|$ the Euclidian norm in $\mathbf{R}^{2}$. However, for mathematical convenience we use in almost all of this paper the approximation

$$
\begin{equation*}
D_{i j}=n D \delta_{i j}, \tag{2.6}
\end{equation*}
$$

where $D$ is a positive constant. If $\alpha_{L}$ and $\alpha_{T}$ are small (fine granular, homogeneous material), this approximation is justified for $D=D_{\text {mol }}$. However, if the influence of the heterogeneities is significant, then $D$ in (2.6) accounts for dispersion in an averaged sense. Only when discussing the examples in Sections 4.2 and 4.3 we allow for some velocity dependence of $D_{i j}$, however different from (2.5).

As in Van Duijn et.al. [11] we first rewrite equations (2.1)- (2.4). Expansion of equation (2.2) gives

$$
\begin{equation*}
n \rho \frac{\partial \omega}{\partial t}+n \omega \frac{\partial \rho}{\partial t}+\omega \operatorname{div}(\rho \mathbf{q})+\rho \mathbf{q} \cdot \operatorname{grad} \omega-\operatorname{div}(\rho \mathbb{D} \operatorname{grad} \omega)=0 \tag{2.7}
\end{equation*}
$$

Multiplication of equation (2.1) by $\omega$ and subtracting the result from equation (2.7) results in

$$
\begin{equation*}
n \rho \frac{\partial \omega}{\partial t}+\rho \mathbf{q} \cdot \operatorname{grad} \omega-\operatorname{div}(\rho \mathbb{D} \operatorname{grad} \omega)=0 . \tag{2.8}
\end{equation*}
$$

Next we substitute the equation of state (2.4) in (2.8) and obtain

$$
\begin{equation*}
n \frac{\partial \rho}{\partial t}+\mathbf{q} \cdot \operatorname{grad} \rho-\operatorname{div}(\mathbb{D} \operatorname{grad} \rho)=0 \tag{2.9}
\end{equation*}
$$

as a second equation for the unknowns $\rho$ and $\mathbf{q}$. Note that equation(2.9) is no longer in divergence form and that the constant $\gamma$ has vanished from the equations. The latter is due to the exponential form of the equation of state. Hence, the resulting system of equations is

$$
\left\{\begin{array}{l}
n \frac{\partial \rho}{\partial t}+\operatorname{div}(\rho \mathbf{q})=0  \tag{2.10}\\
n \frac{\partial \rho}{\partial t}+\mathbf{q} \cdot \operatorname{grad} \rho-\operatorname{div}(\operatorname{Igrad} \rho)=0
\end{array}\right.
$$

In view of the applications in Section 4 we confine ourselves to the analysis of (2.10) in one space dimension. After appropriate scaling, imposed by the geometry and hydrology of each individual application in Section 4 and assuming (2.6) for the moment, we obtain the dimensionless system

$$
\begin{cases}\frac{\partial u}{\partial t}+\frac{\partial}{\partial z}(q u)=0 & (z, t) \in \Omega \times \mathbf{R}^{+}  \tag{2.11}\\ \frac{\partial u}{\partial t}+q \frac{\partial u}{\partial z}-\frac{\partial}{\partial z}\left(\frac{\partial u}{\partial z}\right)=0 & (z, t) \in \Omega \times \mathbf{R}^{+}\end{cases}
$$

where $\Omega$ denotes the one-dimensional domain $\mathbf{R}$ or $\mathbf{R}^{+}$. Details of the scaling rules for each problem will be given in Section 4. Equations (2.11) can be combined to give

$$
\begin{equation*}
u \frac{\partial q}{\partial z}-\frac{\partial}{\partial z}\left(\frac{\partial u}{\partial z}\right)=0 \quad(z, t) \in \Omega \times \mathbf{R}^{+} . \tag{2.12}
\end{equation*}
$$

This expression shows that in order to solve (2.11) uniquely, one has to prescribe initial-boundary conditions for $u$ and a single boundary condition for $q$. Specifically, if $\Omega=\mathbf{R}$ we consider (2.11) subject to the conditions

$$
\begin{equation*}
u(z, 0)=u_{0}(z) \text { for } z \in \mathbf{R} \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
q(-\infty, t)=q_{0}(t) \text { for } t \in \mathbf{R}^{+}, \tag{2.14}
\end{equation*}
$$

where $u_{0}$ and $q_{0}$ are the given, scaled initial density distribution and limiting discharge value.
If $\Omega=\mathbf{R}^{+}$, we consider (2.11) subject to initial condition

$$
\begin{equation*}
u(z, 0)=u_{f} \text { for } z \in \mathbf{R}^{+}, \tag{2.15}
\end{equation*}
$$

and the boundary conditions

$$
\begin{equation*}
u(0, t)=u_{s} \text { and } q(0, t)=q_{0}(t) . \tag{2.16}
\end{equation*}
$$

Here $u_{f}$ and $u_{s}$ are the scaled densities of fresh water and brine. Concerning the behavior of solutions of these problems we assume that for all $t \geq 0$ :

$$
\begin{equation*}
u_{f} \leq u(z, t) \leq u_{s} \text { for } z \in \Omega, \tag{2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{z \rightarrow-\infty} u(z, t)=u_{s}(\text { if } \Omega=\mathbf{R}), \lim _{z \rightarrow+\infty} u(z, t)=u_{f} \tag{2.18}
\end{equation*}
$$

Remark: Introduction of the material derivative

$$
\begin{equation*}
\frac{D}{D t}=\frac{\partial}{\partial t}+\frac{\mathbf{q}}{n} \cdot \operatorname{grad} \tag{2.19}
\end{equation*}
$$

in the fluid balance equation (2.1) results in

$$
\begin{equation*}
\frac{n}{\rho} \frac{D \rho}{D t}+\operatorname{div} \mathbf{q}=0 \tag{2.20}
\end{equation*}
$$

This expression shows that density variations may effect the divergence or local volume of the fluid, which in turn can cause additional movement of fluid. This effect will be investigated in the examples presented in Section 4.

## 3 Von Mises transformation

To reduce system (2.11) to a single, nonlinear diffusion equation we apply a coordinate transformation which is a variant of the Von Mises transformation, see e.g. Mises \& Friedrichs [21]. Considering the fluid balance equation in (2.11) as the divergence operator in the $(t, z)$ plane, acting on the vector $(u, u q)$, we introduce a modified stream function $\Psi=\Psi(z, t)$, which satisfies

$$
\begin{equation*}
u=\frac{\partial \Psi}{\partial z} \text { and } u q=-\frac{\partial \Psi}{\partial t} . \tag{3.1}
\end{equation*}
$$

The new independent variables are

$$
\begin{equation*}
t=t \text { and } \Psi=\int_{h(t)}^{z} u(s, t) d s \tag{3.2}
\end{equation*}
$$

where $h(t)$ is a yet unknown function of time which will be determined later on from the boundary condition on $q$. It will be normalized such that $h(0)=0$. The Von Mises transformation is

$$
\begin{equation*}
\hat{u}=\hat{u}(\Psi, t)=\hat{u}(\Psi(z, t), t)=u(z, t) . \tag{3.3}
\end{equation*}
$$

We use it to rewrite system (2.11) into the equation

$$
\begin{equation*}
\frac{\partial \hat{u}}{\partial t}=\hat{u} \frac{\partial}{\partial \Psi}\left(\hat{u} \frac{\partial \hat{u}}{\partial \Psi}\right) \text { with } \Psi \in Q, t \in \mathbf{R}^{+} . \tag{3.4}
\end{equation*}
$$

Here $Q$ denotes the range of $\Psi$.
First we consider the case $\Omega=\mathbf{R}$. Properties (2.17),(2.18) and definition (3.1) imply that $\Psi$ is monotonically increasing in $z$ with $\Psi(-\infty, t)=-\infty$ and $\Psi(+\infty, t)=+\infty$ for all $t>0$. Hence
$Q=\mathbf{R}$ in (3.4). To find the initial condition corresponding to (3.4) we need to transform the function $u_{0}$. To this end we consider (3.2) at $t=0$ :

$$
\begin{equation*}
\Psi=\int_{0}^{z} u_{0}(s) d s \tag{3.5}
\end{equation*}
$$

This expression defines the function $z=z(\Psi)$ for $-\infty<\Psi<+\infty$, which we use to obtain the transformed initial condition

$$
\begin{equation*}
\hat{u}(\Psi, 0)=u_{0}(z(\Psi)) \text { for } \Psi \in \mathbf{R} . \tag{3.6}
\end{equation*}
$$

The initial value problem (3.4),(3.6) admits a similarity solution for piecewise constant initial data. If $u_{0}$ is given by

$$
u_{0}(z)=\left\{\begin{array}{l}
u_{s} \text { for } z<0  \tag{3.7}\\
u_{f} \text { for } z>0
\end{array}\right.
$$

then the same is true for $\hat{u}(\Psi, 0)$ : i.e.

$$
\hat{u}(\Psi, 0)=\left\{\begin{array}{l}
u_{s} \text { for } \Psi<0  \tag{3.8}\\
u_{f} \text { for } \Psi>0
\end{array}\right.
$$

The corresponding solution is a similarity solution of the form $\hat{u}(\Psi, t)=f(\eta)$ with $\eta=\Psi / \sqrt{t}$.
Having obtained a solution $\hat{u}=\hat{u}(\Psi, t)$ we use (3.1) to return to the original variables. Integrating the first equation of (3.1) gives

$$
\begin{equation*}
z=\int_{0}^{\Psi(z, t)} \frac{1}{\hat{u}(s, t)} d s+h(t) \text { for }(z, t) \in \mathbf{R} \times \mathbf{R}^{+} \tag{3.9}
\end{equation*}
$$

where $h(t)$ is an integration constant depending on $t$ only, satisfying $h(0)=0$ (which implies $\Psi(0,0)=0)$. If the function $h(t)$ were known, then (3.9) would define the modified stream function $\Psi=\Psi(z, t)$ and the solution in terms of the original variables would be given by

$$
\begin{equation*}
u(z, t)=\hat{u}(\Psi, t) \text { for }(z, t) \in \mathbf{R} \times \mathbf{R}^{+} . \tag{3.10}
\end{equation*}
$$

To find $h(t)$ we differentiate (3.9) with respect to $t$ and use the second equation in (3.1). This yields an expression for $q$ which is given by

$$
\begin{equation*}
q(z, t)=h^{\prime}(t)-\int_{0}^{\Psi(z, t)} \frac{\hat{u}_{t}}{\hat{u}^{2}}(s, t) d s \tag{3.11}
\end{equation*}
$$

where $\hat{u}_{t}$ denotes the partial derivative of $\hat{u}$ with respect to $t$. Next we use the discharge boundary condition (2.14) to determine $h(t)$. Letting $z \rightarrow-\infty$ in (3.11) we find upon integration

$$
\begin{equation*}
h(t)=\int_{0}^{t}\left\{q_{0}(\xi)-\int_{-\infty}^{0} \frac{\hat{u}_{t}}{\hat{u}^{2}}(s, \xi) d s\right\} d \xi, \tag{3.12}
\end{equation*}
$$

provided that this integral exists. Substituting (3.12) in (3.11) gives for the discharge the expression

$$
\begin{equation*}
q(z, t)=q_{0}(t)-\int_{-\infty}^{\Psi(z, t)} \frac{\hat{u}_{t}}{\hat{u}^{2}}(s, t) d s \tag{3.13}
\end{equation*}
$$

which completely determines the solution of the problem on $\mathbf{R}$.

Next we consider $\Omega=\mathbf{R}^{+}$. This case is more involved because the presence of the boundary at $z=0$ which implies that the domain $Q$ becomes time dependent. Using boundary condition (2.16) and integrating the second equation in (3.1) yields for $Q=Q(t)$

$$
\begin{equation*}
Q(t)=(\Psi(0, t), \infty) \text { for } t \geq 0 \tag{3.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi(0, t)=-u_{s} \int_{0}^{t} q_{0}(\xi) d \xi \tag{3.15}
\end{equation*}
$$

Let $\hat{u}=\hat{u}(\Psi, t)$ denote the solution of (3.4) subject to (3.6), now with $\Psi>0$, and the boundary condition $\hat{u}(\Psi(0, t), t)=u_{s}$. Similarly to (3.12) we introduce

$$
\begin{equation*}
h(t)=\int_{0}^{t}\left\{q_{0}(\xi)+\int_{0}^{\Psi(0, \xi)} \frac{\hat{u}_{t}}{\hat{u}^{2}}(s, \xi) d s\right\} d \xi \tag{3.16}
\end{equation*}
$$

and define $\Psi=\Psi(z, t)$ for $(z, t) \in \mathbf{R}^{+} \times \mathbf{R}^{+}$by

$$
\begin{equation*}
z=\int_{0}^{\Psi(z, t)} \frac{1}{\hat{u}(s, t)} d s+\int_{0}^{t}\left\{q_{0}(\xi)+\int_{0}^{\Psi(0, \xi)} \frac{\hat{u}_{t}}{\hat{u}^{2}}(s, \xi) d s\right\} d \xi . \tag{3.17}
\end{equation*}
$$

Then $u$ is given by

$$
\begin{equation*}
u(z, t)=\hat{u}(\Psi(z, t), t) \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
q(z, t)=q_{0}(t)-\int_{\Psi(0, t)}^{\Psi(z, t)} \frac{\hat{u}_{t}}{\hat{u}^{2}}(s, \xi) d s \tag{3.19}
\end{equation*}
$$

If $q_{0}$ is not explicitly given but, as in the salt dome problem in Section 4.2, a function of $\partial u / \partial z$ at the boundary $z=0$, then $\Psi(0, t)$ denotes a free boundary in the ( $\Psi, t)$-plane. The position of the free boundary is a priori unknown and is part of the solution of the problem. When, as in Section 4.2, the discharge $q_{0}$ is given by

$$
\begin{equation*}
q_{0}(t)=-C \frac{\partial u}{\partial z}(0, t) \text { for all } t>0 \tag{3.20}
\end{equation*}
$$

where $C$ denotes a positive constant, then the following Stefan condition holds at the free boundary:

$$
\begin{equation*}
\frac{d \varphi(t)}{d t}=C \hat{u}^{2}(\varphi(t), t) \frac{\partial \hat{u}}{\partial \Psi}(\varphi(t), t)=C u_{s}^{2} \frac{\partial \hat{u}}{\partial \Psi}(\varphi(t), t) \tag{3.21}
\end{equation*}
$$

where $\varphi(t):=\Psi(0, t)$. This condition relates the speed of the free boundary in the $(\Psi, t)$-plane to the spatial derivative of $\hat{u}$ at the free boundary.

The nonlinear diffusion problems that arise from these transformations are well known and received much attention in the existing literature, for instance see the book of Crank [6] on the mathematics of diffusion or the book of Meirmanov [20] on the Stefan problem. Considering the role of similarity solutions as large time solutions of nonlinear diffusion problems we refer to the paper of Van Duijn \& Peletier [10] and the book by Barenblatt on intermediate asymptotics [2].

The initial and boundary conditions of the flow problem discussed in the next section are chosen such that the corresponding nonlinear diffusion problems are solvable in terms of similarity solutions. With the Von Mises transformation as intermediate step such similarity solutions are natural to the problem and straight forward to find. Moreover, we know that they represent the large time behavior of the corresponding flow problem with more general (i.e. non-constant) boundary/initial data.

## 4 Applications

### 4.1 Flow in a porous column

In the first application we study brine transport in an infinitely long, one-dimensional porous column. From a practical point of view it would be more realistic to study a column with finite length. But when the phenomenon to be studied occurs at a sufficiently large distance from the inlet and outlet of the column one expects only minor differences between the results for a finite and an infinite column. The column is in vertical position, directed along the $z$-axis, and gravity points downwards in the negative $z$-direction. The porous medium is saturated with fluid. The flow is in the positive $z$-direction, such that brine displaces fresh water in a stable manner. Initially the region $z>0$ is filled with fresh water ( $\rho=\rho_{f}$ ), and the region $z<0$ with brine $\left(\rho=\rho_{s}\right)$, such that the fluids are separated by a sharp transition at $z=0$. At $z=-\infty$ the column is infiltrated with brine, with constant density $\rho_{s}$ and constant specific discharge $q_{s}$. The mathematically relevant initial-boundary conditions for this problem are

$$
\begin{equation*}
q(-\infty, t)=q_{s}, \quad \text { with } t \in \mathbf{R}^{+} \tag{4.1}
\end{equation*}
$$

and

$$
\rho(z, 0)= \begin{cases}\rho_{s} & \text { for } z<0  \tag{4.2}\\ \rho_{f} & \text { for } z>0\end{cases}
$$

Note that the initial condition implies $\rho(-\infty, t)=\rho_{s}$ for $t>0$, implying that indeed brine is injected into the column. Assuming the column to be filled with homogeneous, fine granular material we consider a constant dispersivity according to (2.6). This choice is also motivated by the fact that in this application the Von Mises transformation is not applicable for a velocity dependent dispersivity.

Next we introduce the dimensionless variables

$$
\begin{equation*}
u=\frac{1}{\varepsilon}+\frac{\rho-\rho_{f}}{\rho_{s}-\rho_{f}}\left(=\frac{\rho}{\rho_{s}-\rho_{f}}=\frac{1}{\varepsilon} \frac{\rho}{\rho_{f}}\right), q^{*}=\frac{q}{q_{s}}, t^{*}=t \frac{q_{s}^{2}}{n D}, \quad z^{*}=z \frac{q_{s}}{D} . \tag{4.3}
\end{equation*}
$$

where $\varepsilon$ is the relative density difference

$$
\begin{equation*}
\varepsilon=\frac{\rho_{s}-\rho_{f}}{\rho_{f}} \tag{4.4}
\end{equation*}
$$

Typical values of the relative density difference are: $\varepsilon \approx 0.025$ for sea water and $\varepsilon \approx 0.2$ for saturated brine; hence $(0 \leq) \varepsilon \leq 0.2$. Applying this scaling to (2.10) (in one space dimension), (4.1) and (4.2), and dropping the asterisks again in the notation, we obtain the mixed initialboundary value problem

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+\frac{\partial}{\partial z}(q u)=0  \tag{4.5}\\
\frac{\partial u}{\partial t}+q \frac{\partial u}{\partial z}=\frac{\partial^{2} u}{\partial z^{2}}
\end{array}\right.
$$

for $(z, t) \in \mathbf{R} \times \mathbf{R}^{+}$, with

$$
\begin{equation*}
q(-\infty, t)=1 \quad \text { for } t \in \mathbf{R}^{+} \tag{4.6}
\end{equation*}
$$

and

$$
u(z, 0)=\left\{\begin{array}{lll}
1+\frac{1}{\varepsilon} & \text { for } & z<0 \\
\frac{1}{\varepsilon} & \text { for } & z>0
\end{array}\right.
$$

The Von Mises transformation (3.1)-(3.3) now gives the initial value problem

$$
\left\{\begin{array}{l}
\frac{\partial \hat{u}}{\partial t}=\hat{u} \frac{\partial}{\partial \Psi}\left(\hat{u} \frac{\partial \hat{u}}{\partial \Psi}\right) \text { for }(\Psi, t) \in \mathbf{R} \times \mathbf{R}^{+},  \tag{4.9}\\
\tilde{u}(\Psi, 0)= \begin{cases}1+\frac{1}{\varepsilon} & \text { for } \Psi<0 \\
\frac{1}{\varepsilon} & \text { for } \Psi>0\end{cases}
\end{array}\right.
$$

The special form of the initial condition implies similarity. Let

$$
\begin{equation*}
\eta=\frac{\Psi}{\sqrt{t}} \text { and } \hat{u}(\Psi, t)=f(\eta) \tag{4.10}
\end{equation*}
$$

then $f(\eta)$ should satisfy the boundary value problem

$$
\begin{equation*}
\frac{1}{2} \eta f^{\prime}+f\left\{f f^{\prime}\right\}^{\prime}=0 \text { for } \eta \in \mathbf{R} \tag{4.11}
\end{equation*}
$$

with

$$
\begin{equation*}
f(-\infty)=1+\frac{1}{\varepsilon} \text { and } f(+\infty)=\frac{1}{\varepsilon} . \tag{4.12}
\end{equation*}
$$

Here the primes denote differentiation with respect to $\eta$. No explicit solution to this boundary value problem is known. However, qualitatively the picture is quite complete: we know that there exists a unique $C^{\infty}$ solution, strictly decreasing on $\mathbf{R}$, and much is known about the asymptotic behavior of $f(\eta)$ as $\eta \rightarrow \pm \infty$, see Van Duijn \& Peletier [10], Atkinson \& Peletier [1].

We will solve problem (4.11), (4.12) numerically. For this purpose it is convenient to transform the problem to one on a bounded domain, by considering a equation for the flux with $f$ as independent variable. This transformation and the resulting flux equation have been studied in detail by Atkinson \& Peletier [1], Van Duijn et.al [11] and Bouillet \& Gomez [4]. Since $f$ is strictly decreasing on $\mathbf{R}$ we can define the inverse

$$
\begin{equation*}
\eta=\sigma(f), \text { with } \sigma=f^{-1}, \tag{4.13}
\end{equation*}
$$

and the flux function

$$
\begin{equation*}
w(f):=-f f^{\prime}(\sigma(f)) \text { for } \frac{1}{\varepsilon} \leq f \leq 1+\frac{1}{\varepsilon} . \tag{4.14}
\end{equation*}
$$

For $w$ we find the boundary value problem

$$
\left\{\begin{array}{l}
-w\left\{f w^{\prime}\right\}^{\prime}=\frac{f}{2}  \tag{4.15}\\
w(f)>0 \\
w\left(\frac{1}{\varepsilon}\right)=w\left(1+\frac{1}{\varepsilon}\right)=0
\end{array}\right.
$$

for $1 / \varepsilon<f<1+1 / \varepsilon$, where now primes denote differentiation with respect to $f$. The sign of $w$ implies that $f w^{\prime}$ is decreasing. We use this observation to determine $f=f(\eta)$ from the identity

$$
\begin{equation*}
\eta=2 f w^{\prime}(f) \tag{4.16}
\end{equation*}
$$

which also shows that $w^{\prime}$ changes sign at $f(0)=f_{0} \in(1 / \varepsilon, 1+1 / \varepsilon)$ and that $\lim _{f \downarrow 1 / \varepsilon} w^{\prime}(f)=+\infty$ and $\lim _{f \uparrow 1+1 / \varepsilon} w^{\prime}(f)=-\infty$.

We solve (4.15) numerically by discretizing the derivatives central in $f$ on a equidistant grid. The discretization of (4.15) leads to a set of nonlinear algebraic equations which we
solve iteratively using a standard multi-dimensional Newton method. Once accurate numerical approximations of $w(f)$ and thereby of $w^{\prime}(f)$ are obtained we compute $\sigma(f)$ directly using (4.16) and $f=f(\eta)$ by inverting the result. Figure 1 shows $w(f)$ and $f(\eta$ for $\varepsilon=0.2$. The singular nature of $w^{\prime}$ at the boundary points is not visible in Figure 1. This is due to the asymptotic behavior of $w^{\prime}$, which is proportional to $\sqrt{\ln (1 / w(f))}$ for $f \downarrow 1 / \varepsilon$ and $f \uparrow 1+1 / \varepsilon$, i.e. for $w(f) \downarrow 0$.


Figure 1. The functions $w(f)$ and $f(\eta)$ for $\varepsilon=0.2$
Introduction of the similarity variables (4.10) in (3.13),(3.9) and (3.12) yields

$$
\begin{equation*}
q=q(\Psi, t)=1+\frac{1}{2 \sqrt{t}} \int_{-\infty}^{\frac{\Psi}{\sqrt{t}}} \frac{s f^{\prime}}{f^{2}} d s \text { for all }-\infty<\Psi<+\infty, t>0 \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
z=z(\Psi, t)=\sqrt{t} \int_{0}^{\frac{\Psi}{\sqrt{t}}} \frac{1}{f(s)} d s+t+\sqrt{t} \int_{-\infty}^{0} \frac{s f^{\prime}}{f^{2}} d s \text { for all }-\infty<\Psi<+\infty, t>0 \tag{4.18}
\end{equation*}
$$

This completes the construction of the solution of the column problem with piecewise constant initial data. The solution is given as parametric pairs $(z(\Psi, t), u(\Psi, t))$ and $(z(\Psi, t), q(\Psi, t))$. Figure 2 shows the results of $u=u(z, t)$ and $q=q(z, t)$ as function of $z$ at fixed time levels, for $\varepsilon=0.2$.

When using $v:=\left(\rho-\rho_{f}\right) /\left(\rho_{s}-\rho_{f}\right)$ in the scaling (4.3), we arrive at the dimensionless system

$$
\left\{\begin{array}{l}
\frac{\partial v}{\partial t}+\frac{\partial}{\partial z}(q v)+\frac{1}{\varepsilon} \frac{\partial q}{\partial z}=0  \tag{4.19}\\
\frac{\partial v}{\partial t}+q \frac{\partial v}{\partial z}-\frac{\partial}{\partial z}\left(\frac{\partial v}{\partial z}\right)=0
\end{array}\right.
$$

for $(z, t) \in \mathbf{R} \times \mathbf{R}^{+}$. Note that the same result can be achieved by setting $u=v+1 / \varepsilon$ in (2.11). When passing to the limit $\varepsilon \rightarrow 0$ (4.19) reduces to

$$
\left\{\begin{array}{l}
\frac{\partial q}{\partial z}=0  \tag{4.20}\\
\frac{\partial v}{\partial t}+q \frac{\partial v}{\partial z}-\frac{\partial}{\partial z}\left(\frac{\partial v}{\partial z}\right)=0
\end{array}\right.
$$

for $(z, t) \in \mathbf{R} \times \mathbf{R}^{+}$, implying upon integration $q(z, t)=q_{s}$ and

$$
\begin{equation*}
v(z, t)=\frac{1}{2}\left(1-\operatorname{erf}\left(\frac{z-t}{2 \sqrt{t}}\right)\right) . \tag{4.21}
\end{equation*}
$$

A formal justification of this limit is given in Van Duijn et.al. [11]. We refer to (4.21) as the Boussinesq solution of the column problem.

The dashed line in the $u$-plot in Figure 2 corresponds to the Boussinesq solution (4.21) at $t=1$. The difference between $(u(z, 1)$ and $v(z, 1)$ is small but noticeable, e.g. up to $\approx 5 \%$ in this example. The results in Figure 2 clearly demonstrate the effect of a high concentration (or density) gradient on the fluid flow. At the short time scale of the problem, the deviation from the background flow ( $q_{s}=1$ ) is significant. As time proceeds, diffusion flattens the density profile, which in turn causes decay of the specific discharge distribution towards its limiting value $q(z, \infty)=q_{s}=1$.

At the short time scale of the problem $q(\infty, t)$ is negative which means that fluid enters the column at $z=+\infty$. After $t=\hat{t}$, defined by

$$
\begin{equation*}
\hat{t}=\frac{1}{4 q_{s}^{2}}\left(\int_{-\infty}^{+\infty} \frac{s f^{\prime}}{f^{2}} d s\right)^{2} \tag{4.22}
\end{equation*}
$$

$q(\infty, t)$ changes sign and outflow will occur at $z=+\infty$.


Figure 2. Scaled density and velocity profiles for column problem at $t=0.001,0.01,0.1$ and 1 .

## Remark:

In his study of the laminar boundary layer equations, Crocco [7] introduced a transformation, in literature referred to as the Crocco transformation, which is related to the Von Mises transformation. Crocco takes the velocity in the $x$-direction and the $x$-coordinate as new independent variables and the viscous stress and enthalpy as dependent variables. For the case of zero pressure gradient, Crocco [8] proposed a solution procedure which resembles the solution procedure given in this paper. He also derives an equation which is similar to the differential equation in (4.15). For details we refer to Crocco's original paper [8] or to the book by Curle [9]

### 4.2 The salt dome problem

The salt dome problem models the flow of fresh groundwater along the surface of a salt rock; see Van Duijn et.al. [11] for a detailed description. A sketch of the flow geometry is given in Figure 3.


Figure 3. Flow geometry of the salt dome problem.
The flow domain consists of the upper half space $\{z>0\}$ and is bounded below by an impermeable salt rock ( $=$ the salt dome) which has the inclination $\beta$ with the horizontal plane.

Initially fresh water, $\rho=\rho_{f}$, is present in the flow domain which is maintained at a constant flow, $q_{y}=q_{f}$, far above and parallel to the salt rock boundary. Further, the presence of the salt rock ensures that $\rho=\rho_{s}$ along the boundary $\{z=0\}$. Because $\rho_{f}, \rho_{s}$ and $q_{f}$ are constant and because the $y$-coordinate ranges from $-\infty$ to $+\infty$, we look for solutions with the dependence

$$
\begin{equation*}
\rho=\rho(z, t) \quad \text { and } \quad \mathbf{q}=\mathbf{q}(z, t) \tag{4.23}
\end{equation*}
$$

satisfying

$$
\begin{align*}
& \rho(z, 0)=\rho_{f} \text { for } z \in \mathbf{R}^{+}  \tag{4.24}\\
& \rho(0, t)=\rho_{s} \text { for } \quad t \in \mathbf{R}^{+} \tag{4.25}
\end{align*}
$$

and

$$
\begin{equation*}
q_{y}(\infty, t)=q_{f} \text { for } t \in \mathbf{R}^{+} \tag{4.26}
\end{equation*}
$$

Under assumption (4.23) we obtain a linear relation between the $y$-component of the specific discharge and the fluid density, see e.g. De Josseling De Jong \& Van Duijn [16]. It is found by eliminating the pressure from Darcy's law. Taking the curl yields

$$
\begin{equation*}
\frac{\partial}{\partial z}\left\{q_{y}-\frac{\kappa}{\mu} \rho g_{y}\right\}-\frac{\partial}{\partial y}\left\{q_{z}-\frac{\kappa}{\mu} \rho g_{z}\right\}=0 \tag{4.27}
\end{equation*}
$$

which implies after integration

$$
\begin{equation*}
q_{y}+\frac{\kappa}{\mu} \rho g \sin \beta=\mathrm{C} \tag{4.28}
\end{equation*}
$$

where C is a constant. Initial condition (4.24) implies

$$
\begin{equation*}
\rho(+\infty, t)=\rho_{f} \text { for } t \in \mathbf{R}^{+} \tag{4.29}
\end{equation*}
$$

which we use, together with (4.26), to determine the constant C in (4.28). This yields in the linear relation

$$
\begin{equation*}
q_{y}=q_{f}-\frac{\kappa}{\mu}\left(\rho-\rho_{f}\right) g \sin \beta \tag{4.30}
\end{equation*}
$$

In this example we consider ID to be velocity dependent. However, we cannot treat the full dispersion matrix, but we have to make the assumption that the flow in the $y$-direction dominates
the induced flow $\left(q_{z}\right)$ : i.e. $\left|q_{z}\right| \ll\left|q_{y}\right|$. Then the dispersion tensor only has non-trivial diagonal elements, given by

$$
\left\{\begin{array}{l}
D_{z z}=\alpha_{T}\left|q_{y}\right|+n D_{\mathrm{mol}}  \tag{4.31}\\
D_{y y}=\alpha_{L}\left|q_{y}\right|+n D_{\mathrm{mol}}
\end{array}\right.
$$

Because $\rho$ satisfies (4.23), only $D_{z z}$ appears in the model description. Note that $D_{z z}$ combined with (4.30) gives

$$
\begin{equation*}
D_{z z}=\alpha_{T}\left|q_{f}-\frac{\kappa}{\mu}\left(\rho-\rho_{f}\right) g \sin \beta\right|+n D_{\mathrm{mol}}:=D(\rho) \tag{4.32}
\end{equation*}
$$

The object is now to solve the balance equations (2.10) (in one space dimension, the $z$-direction), with the dispersivity given by (4.32) and subject to conditions (4.24),(4.25). As in the example treated in Section 4.1, we need an additional boundary condition for $q_{z}$, here along the salt rock boundary. Following Hassanizadeh \& Leijnse [12] we require for the specific discharge along the salt rock boundary

$$
\begin{equation*}
q_{z}(0, t)=-\frac{D\left(\rho_{s}\right)}{\gamma \rho_{s}\left\{1-\omega_{s}\right\}} \frac{\partial \rho}{\partial z}(0, t) \text { for } t \in \mathbf{R}^{+} \tag{4.33}
\end{equation*}
$$

Here $\omega_{s}$ denotes the salt mass fraction of saturated brine, i.e. $\rho_{s}=\rho_{f} e^{\gamma \omega_{s}}$. To put the equations in dimensionless form we introduce the variables

$$
\begin{equation*}
\mathbf{q}^{*}=\frac{\mathbf{q}}{\hat{q}}, z^{*}=\frac{z}{\alpha_{T}}, t^{*}=t \frac{\hat{q}}{n \alpha_{T}}, \quad D^{*}=\frac{D}{\alpha_{T} \hat{q}}, \quad \varepsilon=\frac{\rho_{s}-\rho_{f}}{\rho_{f}} \text { and } u=\frac{1}{\varepsilon}+\frac{\rho-\rho_{f}}{\rho_{s}-\rho_{f}}, \tag{4.34}
\end{equation*}
$$

where $\hat{q}=\frac{\kappa}{\mu}\left(\rho_{s}-\rho_{f}\right) g \sin \beta$. Dropping the asterisk notation, the dimensionless dispersivity is expressed as

$$
\begin{equation*}
D(u)=\lambda+|U-u|, \tag{4.35}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda=\frac{n D_{\mathrm{mol}}}{\alpha_{T} \hat{q}} \quad \text { and } \quad U=\frac{q_{f}}{\hat{q}}+\frac{1}{\varepsilon} \tag{4.36}
\end{equation*}
$$

and the scaled specific discharge component in the $y$-direction is given by

$$
\begin{equation*}
q_{y}=U-u . \tag{4.37}
\end{equation*}
$$

The scaling proposed here differs from the one used in Section 4.1. It allows us to consider the limit of small molecular diffusion with respect to transversal dispersion, i.e. $\lambda=0$, a mathematically interesting limit because it leads to degenerate diffusion at points where $u=U$. As a result we obtain the initial-boundary value problem

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+\frac{\partial}{\partial z}\left(q_{z} u\right)=0  \tag{4.38}\\
\frac{\partial u}{\partial t}+q_{z} \frac{\partial u}{\partial z}=\frac{\partial}{\partial z}\left\{(\lambda+|U-u|) \frac{\partial u}{\partial z}\right\}
\end{array}\right.
$$

for $(z, t) \in \mathbf{R}^{+} \times \mathbf{R}^{+}$, subject to

$$
\begin{align*}
& u(0, t)=1+\frac{1}{\varepsilon} \text { for } t \in \mathbf{R}^{+} \\
& q_{z}(0, t)=-\varepsilon K(\varepsilon)\{\lambda+|U-u(0, t)|\} \frac{\partial u}{\partial z}(0, t) \text { for } t \in \mathbf{R}^{+}  \tag{4.39}\\
& u(z, 0)=\frac{1}{\varepsilon} \text { for } z \in \mathbf{R}^{+}
\end{align*}
$$

where, through $\rho_{s}$ and $\omega_{s}, K$ is a function of $\varepsilon$ given by

$$
\begin{equation*}
K(\varepsilon)=\frac{1}{(1+\varepsilon)(\gamma-\log (1+\varepsilon))} \text { for } 0<\varepsilon<e^{\gamma}-1 \tag{4.40}
\end{equation*}
$$

The complete solution of the salt dome problem involves $q_{y}, q_{z}$ and $u$. The pair $\left(q_{z}, u\right)$ solves (4.38),(4.39), while $q_{y}$ follows directly from (4.37), once $u$ is known. To solve (4.38),(4.39) we apply the Von Mises transformation and obtain in the ( $\Psi, t$ )-plane the problem

$$
\begin{cases}\frac{\partial \hat{u}}{\partial t}=\hat{u} \frac{\partial}{\partial \Psi}\left\{(\lambda+|U-\hat{u}|) \hat{u} \frac{\partial \hat{u}}{\partial \Psi}\right\} & \text { for }\{(\Psi, t): \varphi(t)<\Psi<+\infty, t>0\}  \tag{4.41}\\ \hat{u}(\Psi, 0)=\frac{1}{\varepsilon} & \text { for } \Psi>\varphi(0) \\ \hat{u}(\varphi(t), t)=1+\frac{1}{\varepsilon} & \text { for } t>0\end{cases}
$$

Here the function $\varphi(t)$ denotes a free boundary in the ( $\Psi, t$ )-plane for which we need an additional condition. This condition is obtained by applying the Von Mises transformation to (4.39). It takes the from of a Stefan condition:

$$
\begin{equation*}
\frac{d \varphi}{d t}(0, t)=\frac{(1+\varepsilon)^{2}}{\varepsilon} K(\varepsilon)\left\{\lambda+\left|U-1-\frac{1}{\varepsilon}\right|\right\} \frac{\partial \hat{u}}{\partial \Psi}(\varphi(t), t) \text { for } t \in \mathbf{R}^{+} . \tag{4.42}
\end{equation*}
$$

This expression relates the salt mass flux at the salt rock boundary to the speed of the free boundary in the ( $\Psi, t)$-plane. It is interesting to observe that the Von Mises transformation in the salt dome problem reduces to a nonlinear Stefan problem.

The free boundary problem (4.41), (4.42) too allows similarity of the form (4.10), with the free boundary given by

$$
\begin{equation*}
a=\frac{\varphi(t)}{\sqrt{t}} \text { for } t \in \mathbf{R}^{+} . \tag{4.43}
\end{equation*}
$$

The similarity solution $f=f(\eta), \eta \geq a$, and the free boundary $\eta=a$ are found from the transformed ordinary differential equation problem:

$$
\begin{align*}
& \frac{1}{2} \eta f^{\prime}+f\left(\{\lambda+|U-f|\} f f^{\prime}\right)^{\prime}=0 \text { for } \eta>a, \\
& f(a)=1+\frac{1}{\varepsilon}, \quad f(+\infty)=\frac{1}{\varepsilon} \tag{4.44}
\end{align*}
$$

and

$$
\begin{equation*}
f^{\prime}(a)=\frac{a}{2 \varepsilon K(\varepsilon)\{\lambda+|U-f(a)|\} f^{2}(a)} \tag{4.45}
\end{equation*}
$$

One can show that a solution of (4.44), (4.45) is strictly decreasing with respect to $\eta$. Consequently, from (4.45), we find $a<0$.

As in Section 4.1 we solve the similarity problem by considering the corresponding flux equation. Setting, again,

$$
\begin{equation*}
w=\sigma(f) \text { and } w=w(f)=-2\{\lambda+|U-f|\} f f^{\prime}(\sigma(f)), \quad \frac{1}{\varepsilon}<f<1+\frac{1}{\varepsilon} \tag{4.46}
\end{equation*}
$$

we obtain for $w$ the boundary value problem

$$
\begin{equation*}
w\left\{f w^{\prime}\right\}^{\prime}=-2\{\lambda+|U-f|\} f \text { in } f \in(1 / \varepsilon, 1+1 / \varepsilon), \tag{4.47}
\end{equation*}
$$

with

$$
\begin{equation*}
w\left(1+\frac{1}{\varepsilon}\right)=-\frac{a}{(1+\varepsilon) K(\varepsilon)}, \quad w^{\prime}\left(1+\frac{1}{\varepsilon}\right)=\frac{\varepsilon a}{1+\varepsilon}<0 \tag{4.48}
\end{equation*}
$$

and

$$
\begin{equation*}
w\left(\frac{1}{\varepsilon}\right)=0 \tag{4.49}
\end{equation*}
$$

To solve this transformed $w$-problem we apply a shooting procedure: First, for a given $a<0$, we solve the initial value problem (4.47), (4.48) for $f \in(1 / \varepsilon, 1+1 / \varepsilon)$ and then adjust $a$ such that (4.49) is satisfied.

For two reasons it is more convenient to solve the $w$-problem in stead of the $f$-problem directly: (i) the domain is fixed and finite and (ii) the formulation allows to pass to the limit $\lambda \rightarrow 0$ without (numerical) difficulty. To solve the initial value problem (4.47), (4.48) we apply a Runge-Kutta method with $w$ and $w^{\prime}$ as primary unknowns.

Once the solution $f(\eta)$ is obtained we return to the original variables in the $(z, t)$-plane, using expressions (3.18), (3.17), (3.19) combined with the boundary condition (4.39) on $q_{z}$. Application of the Von Mises transformation in (4.39) yields

$$
\begin{equation*}
q_{z}(0, t)=q_{0}(t)=-\varepsilon K(\varepsilon)\{\lambda+|U-\hat{u}(\varphi(t), t)|\} \hat{u}(\varphi(t), t) \frac{\partial \hat{u}}{\partial \Psi}(\varphi(t), t) \tag{4.50}
\end{equation*}
$$

Introduction of the similarity variables in (4.50) and using (4.45) in the result gives

$$
\begin{equation*}
q_{0}=-\frac{a}{2 f(a)} \tag{4.51}
\end{equation*}
$$

After rewriting (3.17) in terms of the similarity variables and substitution of (4.51), we obtain

$$
\begin{equation*}
z=\sqrt{t} \int_{0}^{\eta} \frac{1}{f(s)} d s+\int_{0}^{t} \frac{1}{2 \sqrt{t}}\left\{-\frac{a}{f(a)}-\int_{0}^{a} \frac{\eta f^{\prime}}{f^{2}} d \eta\right\} d t \tag{4.52}
\end{equation*}
$$

implying

$$
\begin{equation*}
\xi:=\frac{z}{\sqrt{t}}=\int_{a}^{\eta} \frac{1}{f(s)} d s \text { for } \eta>a, t \in \mathbf{R}^{+} \tag{4.53}
\end{equation*}
$$



Figure 4. The solutions $w(f)$ and $f(\eta)$ for different $\lambda$ and $U$ values and $\varepsilon=0.2$, see Table 1 .
In a similar fashion, i.e. after combining (3.19), (4.10) and (4.51), we obtain

$$
\begin{equation*}
q_{z}=\frac{1}{2 \sqrt{t}}\left\{-\frac{a}{f(a)}+\int_{a}^{\eta} \frac{s f^{\prime}}{f^{2}} d s\right\} \text { for } \eta>a, t \in \mathbf{R}^{+} \tag{4.54}
\end{equation*}
$$

Note that equation (4.53) implies that $\eta(=\Psi / \sqrt{t})$ only depends on $\xi$, which we write as $\eta=\phi(\xi)$. Consequently

$$
\begin{equation*}
u(z, t)=\hat{u}(\Psi(z, t), t)=f(\eta)=f(\phi(\xi)):=r(\xi) \tag{4.55}
\end{equation*}
$$

and from (4.54)

$$
\begin{equation*}
q_{z}(z, t)=\frac{1}{2 \sqrt{t}}\left\{-\frac{a}{f(a)}+\int_{a}^{\phi(\xi)} \frac{s f^{\prime}}{f^{2}} d s\right\}:=\frac{1}{\sqrt{t}} s(\xi) \tag{4.56}
\end{equation*}
$$

The identities (4.55) and (4.56) show the relation between solutions obtained with the Von Mises transformation and solutions that result from direct similarity transformation of the onedimensional balance equations. Properties of the functions $r(\xi)$ and $s(\xi)$ have been extensively studied in Van Duijn et.al. [11]. Parameter values for $\lambda, U$ and computed values of $a$ are given in Table 1. The labels A-D refer to the corresponding curves in Figures 4 and 5. Case A is computed with $D=\lambda=1.0$, i.e. omiting the density dependent dispersivity term. The other three degenerate cases B-D are computed with $\lambda=0$.

| $\lambda$ | $U$ | $a$ | Curve label |
| :---: | :---: | :---: | :---: |
| 1.0 | - | -1.866 | A |
| 0.0 | 5.0 | -1.494 | B |
| 0.0 | 5.5 | -0.952 | C |
| 0.0 | 6.0 | -1.064 | D |

Table 1. Parameters and computed $a$-values.

| Parameter | Value | Unit |
| :--- | :---: | ---: |
| $\kappa$ | $1.010^{-12}$ | $\mathrm{~m}^{2}$ |
| $\mu$ | $1.010^{-3}$ | $\mathrm{~kg} / \mathrm{ms}^{3}$ |
| $\rho_{s}$ | 1200 | $\mathrm{~kg} / \mathrm{m}^{3}$ |
| $\rho_{f}$ | 1000 | $\mathrm{~kg} / \mathrm{m}^{3}$ |
| $\varepsilon$ | 0.2 | - |
| $\beta$ | $\pi / 4$ | $45^{0}$ |
| $g$ | 10.0 | $\mathrm{~m} / \mathrm{s}^{2}$ |
| $n$ | 0.4 | - |
| $D_{\text {mol }}$ | $1.510^{-9}$ | $\mathrm{~m}^{2} / \mathrm{s}$ |
| $\alpha_{T}$ | 0.5 | m |

Table 2. Parameter values.
In most practical situations, $\lambda$ is small compared to the magnitude of the other dimensionless parameters. Table 2 lists a set of feasible geohydrological parameters in the vicinity of a salt dome, mainly adopted from Herbert et.al. [14]. Using the numbers from Table 1 we obtain $\hat{q}=1.41410^{-6} \mathrm{~m} / \mathrm{s} \approx 45 \mathrm{~m} / \mathrm{y}$ and thereby $\lambda=8.48510^{-4} \approx 10^{-3}(\ll 1!)$.

Figure 4 shows numerical approximations of the solutions $w(f)$ and $f(\eta)$ for the parameter values listed in Table 1. Figure 5 shows the corresponding similarity solution $r(z / \sqrt{t})$ and the scaled specific discharge, plotted as $s(z / \sqrt{t})=q_{z} \sqrt{t}$. We omit the plots of $u(z, t)$ and $q(z, t)$ for these cases.


Figure 5. The similarity solutions $r(z / \sqrt{t})$ and $s(z / \sqrt{t})$ for different $\lambda$ and $U$ values and $\varepsilon=0.2$, see Table 1 .

In case of the non-degenerate example (A), both $r$ and $s$ are smooth, continuously differentiable functions. The degeneracy, i.e. $\lambda=0$ and $u \rightarrow U$ in (4.35), causes singular behavior of the derivative $r^{\prime}$ (and thereby of $u^{\prime}$ ). In case of the examples D and $\mathrm{C}, r^{\prime}$ becomes infinite if $r(\xi) \rightarrow U$, where respectively $U=6.0$ and $U=5.5$. The corresponding scaled discharges $s$ converge towards their limiting value as $\xi \rightarrow \infty$. The degenerate behavior of case B is different: at some point, say $\xi=\xi_{0}$, the function $r$ attains the value of the (fresh water) boundary/initial condition $1 / \varepsilon=5.0(=U)$ and remains constant for all $\xi>\xi_{0}$. Moreover, at $\xi=\xi_{0} r^{\prime}$ exhibits a discontinuity, while $r^{\prime}=0$ for $\xi>\xi_{0}$. This point corresponds to an interface in the $(z, t)$-plane which moves with a finite speed of propagation. At the left hand side of the interface we have $u>1 / \varepsilon, u^{\prime}<0$, and on the right hand side $u=1 / \varepsilon, u^{\prime}=0$. The scaled discharge $s$ (curve B) has a constant value for $\xi \geq \xi_{0}$. The discharges depicted in Figure 5 only result from the volume changes of the fluid due to the presense of (high) density gradients. Moreover, the induced flow is perpendicular to the main (or back ground) flow $q_{f}$.

### 4.3 Mixing of parallel fluid layers

Minor changes to the boundary and initial conditions in the salt dome problem lead to the problem of mixing of parallel flowing layers of fresh and salt water. De Josselin De Jong \& Van Duijn [16] studied this problem for the incompressible case, i.e. $\operatorname{div}(\mathbf{q})=0$ and Van Duijn et.al. [11] extended the analyses to the compressible case, when volume changes in the fluid occur. We consider the same flow geometry as is the salt dome problem, but replace the salt rock below the plane $\{z=0\}$ by porous medium initially saturated with brine with density $\rho=\rho_{s}$. Equations (4.23)-(4.37) hold and the boundary conditions are

$$
\begin{equation*}
u(-\infty, t)=1+\frac{1}{\varepsilon}, u(+\infty, t)=\frac{1}{\varepsilon} \text { and } q_{z}(-\infty, t)=0 \tag{4.58}
\end{equation*}
$$

for $t \in \mathbf{R}^{+}$, while the initial conditions are given by

$$
u(z, 0)=\left\{\begin{array}{lll}
1+\frac{1}{\varepsilon} & \text { for } & z<0  \tag{4.59}\\
\frac{1}{\varepsilon} & \text { for } & z>0
\end{array}\right.
$$

The choice of of the boundary condition $q_{z}(-\infty, t)=0$ is arbitrary. When solving (2.11) subject to (4.58),(4.59) using Von Mises and similarity transformations we obtain (skipping all details)

$$
\begin{equation*}
\frac{z}{\sqrt{t}}=\int_{0}^{\eta} \frac{1}{f(\xi)} d \xi+\int_{-\infty}^{0} \frac{\xi f^{\prime}}{f^{2}} d \xi \tag{4.60}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{z}=\frac{1}{2 \sqrt{t}} \int_{-\infty}^{\eta} \frac{\xi f^{\prime}}{f^{2}} d \xi \tag{4.61}
\end{equation*}
$$

where $f$ is the solution of the boundary value problem

$$
\left\{\begin{array}{l}
\frac{1}{2} \eta f^{\prime}+f\left(\{\lambda+|U-f|\} f f^{\prime}\right)^{\prime}=0 \text { for } \eta \in \mathbf{R}  \tag{4.62}\\
f(-\infty)=1+\frac{1}{\varepsilon} \\
f(+\infty)=\frac{1}{\varepsilon}
\end{array}\right.
$$

Notice again the dependence of $\eta$ on $z / \sqrt{t}$ in this example, which is due to the choice of the boundary condition $q_{z}(-\infty, t)=0$. This implies that the problem also allows a transformation of type (5.1).

## 5 Discussion and conclusions

The Von Mises transformation provides a reduction of the governing balance equations to a single second-order nonlinear diffusion equation, which has been studied extensively in the mathematics literature. Much is known about the large time behavior of this equation for fairly general initial functions. In particular, sharp estimates were obtained for the rate at which the solutions converge to the self-similar profile, see e.g. Van Duijn \& Peletier [10]. The examples given in Section 4 are special because they allow similarity transformation. The result is a second-order ordinary differential equation which makes the mathematical analysis more tractable.

When discussing the salt dome problem in Section 4, we observed that the similarity variable $\eta(=\Psi / \sqrt{t})$ only depends on $\xi(=z / \sqrt{t})$ (see (4.2)), which implies

$$
\begin{equation*}
\Psi(z, t)=\sqrt{t} \phi(\xi) \tag{5.1}
\end{equation*}
$$

This is a well known transformation in the theory of boundary layers, usually derived through scaling arguments, see e.g. Chorin \& Marsden [5]. Considering (3.1) and introducing (5.1) directly, we obtain

$$
\begin{equation*}
u=\frac{d \phi}{d \xi}:=\phi^{\prime} \text { and } q_{z}=\frac{1}{2 \sqrt{t}}\left(\frac{\xi \phi^{\prime}-\phi}{\phi^{\prime}}\right) \tag{5.2}
\end{equation*}
$$

After substitution of (5.2) in (2.11) and using the boundary conditions, we obtain a third-order initial value problem:

$$
\left\{\begin{array}{l}
\frac{1}{2} \frac{\phi^{\prime \prime} \phi}{\phi^{\prime}}+\left(\left\{\lambda+\left|U-\phi^{\prime}\right|\right\} \phi^{\prime \prime}\right)^{\prime}=0 \text { for } \xi>0  \tag{5.3}\\
\phi(0)=\alpha \\
\phi^{\prime}(0)=1+\frac{1}{\varepsilon} \\
\phi^{\prime \prime}(0)=\frac{1}{2(1+\varepsilon) K(\varepsilon)\left\{\lambda+\left|U-\phi^{\prime}(0)\right|\right\}} \alpha
\end{array}\right.
$$

which reads: find $\alpha$ such that the boundary condition $\phi^{\prime}(+\infty)=1 / \varepsilon$ is satisfied.

A similar transformation is possible in the column problem. From expression (4.18) we deduce that the similarity variable only depends on $(z-t) / \sqrt{t}$, implying

$$
\begin{equation*}
\Psi(z, t)=\sqrt{t} \theta(\zeta) \text { with } \zeta=\left(\frac{z-t}{\sqrt{t}}\right) . \tag{5.4}
\end{equation*}
$$

The function $\theta$ satisfies the third order equation

$$
\begin{equation*}
2 \theta^{\prime \prime \prime} \theta^{\prime}+\theta \theta^{\prime \prime}=0 . \tag{5.5}
\end{equation*}
$$

However, the combination of Von Mises and similarity transformations as proposed in Sections 3 and 4 leads to a second-order ordinary differential equation, which is preferable to the third-order equation that results from the direct transformation (5.1).

Van Duijn et. al. [11] studied the one-dimensional balance equations by looking for selfsimilar solutions of the form

$$
\begin{equation*}
\rho(z, t)=u(\eta) \text { and } q_{z}(z, t)=\frac{1}{\sqrt{t}} v(\eta) \tag{5.6}
\end{equation*}
$$

where $\eta=z / \sqrt{t}$. This transformation also yields a third-order ordinary differential equation. The latter can be reduced to a second-order equation of the form

$$
\begin{equation*}
-p p^{\prime \prime}=\frac{1}{2} e^{2 c x}, p>0 \tag{5.7}
\end{equation*}
$$

where $c=\log (1+\varepsilon)$. Note that, if we divide equation (4.11) by $f$, introduce $x=\log (f)$ and define a flux function according to $p(x):=-e^{2 x} d x / d \eta(\sigma(x))$, where $\sigma(x)=x^{-1}$, we obtain an equation which is identical to (5.7), but now with $c=1$.

Due to the piecewise constant initial density functions, the examples discussed in Section 4 may be regarded as upper limits of the compressibility effect for a given value of $\varepsilon$. The induced specific discharge $q_{z}$ is infinite at $t=0$ and decays as $1 / \sqrt{t}$ for $t>0$ (see expressions (4.17), (4.54) and (4.61)). However, in most practical situations, the initial density data will be smooth, which implies that the enhanced discharge remains finite for all $t \geq 0$. Hence, in practice, the difference between Boussinesq solutions $(\operatorname{div}(\mathbf{q})=0)$ and solutions of the balance equations for fluid and salt will be even smaller than predicted by the corresponding similarity solutions. The compressibility effect is noticeable only at the short time scale of the problems studied in Section 4 and has little impact on the density distributions. The fact that flow is induced in a direction perpendicular to the main groundwater flow direction might be of some practical importance, in particular in connection with transport of radionuclides, leaking from a salt dome repository.

The problem of brine transport is of utmost interest in the safety and risk assessment studies of high-level radioactive waste disposal in subsurface salt formations. With this practical application in mind, many (dedicated) numerical codes have been developed, see e.g. Pinder \& Cooper [24], Voss \& Souza [30], Kröhn \& Zielke [18], Oldenburg \& Pruess [22] and Kolditz et.al. [17]. The intricate character of the problem, i.e. nonlinear coupling between the velocity field and the fluid density distribution due to both gravity (free convection) and compressibility effects, implies that the availability of exact or semi-exact solutions of test problems is rather poor. In fact, only Henry's [13] semi-explicit solution of dispersive salt water intrusion in a confined aquifer, initially filled with fresh water, is frequently used as two-dimensional test problem for code verification. In order to test numerical simulators, a particular series of benchmark problems has been proposed by the international HYDROCOIN [15] project. These benchmarks are used for cross-verification of numerical models. Whereas the compressibility effect concerned,
our semi-explicit results provide both accurate quantitative and qualitative information about solutions and therefor may contribute to numerical code verification.
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