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Local recognition of Tits geometries of classical type *) 

by 

Andries E. Brouwer and Arjeh M. Cohen. 

ABSTRACT 

A method, based on Tits' work and involvi.ng an idea of M. Ronan, is developed in order to recog­
nize certain geometries which are locally buildings of classical type as quotients of buildings. Two 
applications are treated in detail showing that every finite nearly classical near polygon must be a dual 
polar space and that in the finite case of Cooperstein's theorem characterizing geometries of Lie type 
Dn, the hypotheses can be weakened considerably. 
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*) This report will be submitted for publication elsewhere. 





0. Introduction 

One of the more fascinating topics in the theory of incidence systems (i.e., geometries of rank 2) associ­
ated with buildings of spherical type is the local recognition problem. This is the question whether such 
an incidence system is fully determined by the structure induced on the set of points at distance at most 
one (measured in the collinearity graph) to a given point. 
The only examples of studies strictly of this kind that we know of are Buekenhout [5], Buekenhout­
Hubaut [7], Johnson-Shult [13], Kantor [14], where certain locally polar spaces are characterized. In 
general, it seems that the problem is a very hard one (for example, the thin metasymplectic space, asso­
ciated with the apartment of type F 4, is not the only graph which is locally a cube: there is a unique 
graph not isomorphic to it with the same property; a bigger nonclassical example is the locally dual 
polar space associated with the Monster simple group). On the other hand, much has been achieved 
under mild extra conditions involving the structure on the set of points at distance at most 2 to a given 
point. Rec_ently, in Cohen [ 10) and Cohen-Cooperstein [ 11 ], geometries of type An , Dn , E 6, E 1, E 8, and 
F 4 have been characterized in such a way. The classical result of Buekenhout-Shult [8) characterizing 
polar spaces (on which the above-mentioned local characterization of Johnson-Shult [13) is based) is of 
both local and global nature since it concerns an axiom on incidence systems that forces all distances in 
the collinearity graph to be at most 2. 
Two more beautiful characterizations of incidence systems associated with buildings are the theorems 
by Cameron [9] and Cooperstein [12) on dual polar spaces (type Cn) and halved dual polar spaces (type 
Dn ), respectively. Both, however, use conditions involving points at arbitrary large mutual distance. The 
general (and notably Shult's) feeling was that the hypotheses of both theorems might be weakened to 
conditions involving only points at mutual distance at most m for some suitable natural number m. In 
[ 15), Ronan sketched how this might be done on the level of chamber systems by the use of Tits' [ 19) 
characterization of buildings in terms of geometries and of chamber systems. It should be noted, how­
ever, that the notions of chamber system and of geometry are not equivalent, cf. Tits [19). In [17), 
Shult describes a way to get rid of at least one of the global assumptions in Cameron's theorem. The 
main purpose of this article, is to establish a version of the theorems of Cameron and of Cooperstein 
which only uses the part of their hypotheses involving points at mutual distance at most 3 and 2, 
respectively (see Remark 2 and Corollary 3 below). The proof of the main theorem uses neither 
Cameron [9] nor Cooperstein [12), but depends on Tits [19). The finite case leads to a strengthening of 
their results, the infinite case leads to a slightly more general outcome to the extent that certain quo­
tients of (halved) dual polar spaces occur. 
The proofs are structured in such a way that analogous results for other geometries related to buildings 
are easily derived. For an example, see Theorem 4. 

1. Geometries 

Throughout this paper, I stands for a finite index set of cardinality n. We recall some definitions from 
Tits [19] and Buekenhout [6). 
A geometry over I is a system f=(V,*,t), consisting of a set V of objects, a symmetric relation* on V, 
called incidence, and a map t: V -1, the type map, such that for any two elements x J' of V with 
t(x)=t(Y) the relation x*y holds if and only if x =y. Usually,/ is called the type set of rand n is 
the rank of r. The tuple (V,*) is called the (incidence) graph of r. (Notice that in this graph each ver­
tex is in a unique loop.) Morphisms of geometries over/ are type and incidence preserving maps. Let J 
be a subset of I. A.flag of r (of type J) is a set F of pairwise incident objects of r (such that t(F)=J). 
The cotype of a flag of type J is I \J. The rank (corank) of a flag F is the cardinality of t(F) (respec­
tively of / \ t (F)). Let F be a flag of type J, and let W be the set of all elements of V \ F incident to 
F (i.e., to each element of F). Then the system ( W, * n ( W X W), t I w ), considered as a geometry over 
I \J, is called the residue of F in r, and is denoted by rF or, if r is clear from the context, by 
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Res (F). Also, if x is an object, we shall write r x rather than r {x )· Thus, a residue of type K, for 
K c;;;,J, is the residue of a flag of type / \ K. A geometry is called connected if its incidence graph is 
connected. It is called residually connected if, for each flag F of corank at least one, Res (F) is 
nonempty and if, for each flag of corank at least. two, Res (F) is connected. 
For Jc;;;,I, set K=I\J and U=t- 1(K). The system 1 f=(U,*n(UXU),tlu) considered as a 
geometry over K, is called the J-truncation of r, or the truncation off of type K. Instead of 1 f, we 
shall also write Kr. Observe that each truncation of a residually connected geometry is itself residually 
connected, cf. Tits [19] Lemma 5. A diagram over I is a map D assigning to each subset H of I of size 
2 a class of rank 2 geometries over H. We say that r is of type D if it is residually connected and if for 
each subset H of I of size 2 each residue of type H belongs to D (H ). Again, let J be a subset of /. A 
geometry is said to be of J -truncated type D if it is a residually connected geometry over I \ J such 
that for each subset H of I \ J of size 2 every residue of type H is the J -truncation of a geometry of 
type D I (J UH)· Here, the latter symbol denotes the restriction of D to the collection of subsets of size 2 
contained in J u H. Thus, if r is a geometry of J -truncated type D, then for each flag F of r of 
cotype K with Kc;;,/ \J of size 2, there exists a geometry ~(F) of type D lciuK) such that fF=i~(F). 
We shall make frequent use of the simple observation that, for K c;;;,J \J a residue of type K of a 
geometry of J -truncated type D is a geometry of I-truncated type D 11 \K· 
A Coxeter matrix over I is a map M :I XI -N such that for i, j El the relations M (i ,i) = I and 
M(i,j)=M(j,i)~2 if i=/=j hold. A Coxeter matrix M over I determines canonically a diagram 
D =DM, the Coxeter diagram associated with M, where DM({i ,}}) for any two distinct i ,j in I is the 
class of all generalized M(i ,J)-gons. (Form EN and m ~2 a geometry of rank 2 is called a general­
ized m -gon if its incidence graph has diameter m and girth 2m and if every vertex of the graph belongs 
to at least two edges.) 
Often we shall say that a geometry is of (J -truncated) type M when in fact D M is meant. Instead of 
giving the Coxeter matrix (or diagram) as a matrix, one usually draws a picture with the following con­
ventions: draw a node (small circle) for each element i of I; this node may be labelled i for purposes 
of reference. For each (unordered) pair i ,j of distinct elements of I, join the nodes corresponding to i 
and} with an (m -2)-fold edge when M(i,j)=m. 
We shall give names to some well-known Coxeter diagrams 

0 I n -1 
~ . . . -0 (n ~I) 

0 I 2 3 n-1 
0=0---0---0- ... -0 

0 

(n ~3) 

cL .. --0 (n =6,7,8) 

0 I 2 4 n-1 
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In such pictures, we shall single out a subset J of I for which we want to study J -truncated geometries 
of type D M by replacing the small circles of the nodes corresponding to members of J by small 
squares. In this vein, a geometry of {3, ... ,n -1 }-truncated type An will also be referred to as a 
geometry of type 

0 1 2 3 n-1 
0-0-0-0- .... -D 

0 I 2 n-1 
Thus, by definition, a geometry of type 0--0--0- · · · -0 is the truncation of type {O, 1} of a 
geometry of type An. (Our definition of a truncated geometry seems to be different from Ronan's [15]. 
For example in our case, a geometry of type 0=0-0-0 need not be of type 0=0--0-0 see the 
M 24-example in Remark 1 below.) 
Here is an easy example of the kind of result that we are after. 

Theorem 1. Let I= {0,1, ... ,n -1} and J = {3, ... ,n -1 }. Every geometry r of J -truncated type An is the 
J -truncation of a geometry ~ of type An. Moreover, the geometry ~ is unique in the sense that if ~1 is 
another such geometry, there is a unique isomorphism ct>=~-~1 of geometries which induces the identity on 
1~=f=1~1. 

Proof. A straightforward consequence of Veblen and Young. Cf. Tits [ 19]. D 

For the notion of building of type M, the reader is referred to Tits [ 19]. Here, we shall view such build­
ings as special kinds of geometries of type M. The following result is the analogue of Theorem 1 for 
(halved) dual polar spaces. 

Theorem 2. Let I= {O, ... ,n -1} and J = { 4, ... ,n -1 }, where n ;;;,:4_ Suppose M = Cn or Dn. A geometry 
of J -truncated type M (see the diagram below) such that each residue of type C 3 (i.e., if M = Cn each resi­
due of type { 0, 1,2}) is covered by a building, is the J -truncation of the quotient geometry I:::,. /A, where I:::,. is 
a building of type M and A is a group of automorphisms of I:::,. acting freely on the set of all flags of corank 
2 and satisfying 
(Q 1)1: The canonical projection w:ll.-1:::,. / A induces an isomorphism of the quotient ll.p / Ap of the resi­

due of F by the stabilizer AF of F in A onto the residue (I:::,./ A )'ll'(F) for all flags F of I:::,. with type 
not properly contained in J. 

Corollary 1. Let I, J be as above. Any thick finite geometry of J -truncated type M = Cn or Dn all of 
whose residues of type C 3 are covered by buildings is the J -truncation of a building of type M. 

0 1 2 3 4 n-1 
()::::::()--0-0 . . . - • 

0 
n -1 

.... --0 

1 

A chamber system analogue of the above theorem has been given by M.A. Ronan [ 15], whose ideas 
have been of considerable influence on the proof of this theorem. 
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Remark 1. In Cohen-Cooperstein [11], examples have been given of quotient geometries of type Dn 
( over R) which also serve as examples of geometries of J -truncated type Dn which are not J -
truncations of buildings. (Here J is as in the theorem.) Moreover, Ronan [15] exhibits a finite geometry 
of {3 }-truncated type C 4 associated with the simple Mathieu group M 24 which is not the {3 }­
truncation of a building of type C 4. This shows that Theorem 2 is in a certain sense best possible. 

2. Chamber syst~~ms 

Again, l is an arbitrary index set of cardinality n < oo. We first recall the notion mentioned in the 
heading of this section, which is introduced by Tits in [ 19]. 
A chamber system over l consists of a set C, whose elements are called chambers, and a system 
P =(P; ); El of partitions of C indexed by l. For any subset J of l, the J -graph of a chamber system 
( C ,P) over l has vertex set C and c ,d EC are joined by an edge labelled i, i.e., are i -adjacent, if i EJ 
and c ,d belong to the same element of P;. In particular, the graph of ( C ,P) is its l -graph. The chamber 
system is called connected whenever its graph is connected. A J -residue is an (J \ J )-component of C, 
i.e., a connected component of its (1 \J)-graph. 
Notice that an arbitrary graph with edges labelled by the elements of l is the graph of a chamber sys­
tem if and only if i-adjacency is an equivalence relation for each i El. Thus, a J -residue of a chamber 
system over l is itself the graph of a chamber system over l \J. By the usual abuse of notation, we 
shall often refer to a chamber system ( C ,P) over l by the mere symbol C. Also, in view of the fact 
that the chamber system can easily be recovered from its graph, we shall refer to the graph as the 
chamber system itself. 
The motivating example is that of a chamber system C (f) obtained from a geometry f over l in the 
following fashion. Take for the set of chambers the flags of r of type l, and let two chambers c ,d be 
i -adjacent whenever c n d is a flag of r of type l \ { i } . 
Conversely, given a chamber system C, we can define a geometry f(C) by letting the objects of type i 
of the geometry be the (1 \ {i })-components of C and letting two objects be incident whenever they 
have a nonempty iintersection. 
In general, the two constructions need not be each other's inverse. However, if r is a residually con­
nected geometry over l, then there is a natural isomorphism from r onto f(C(f)). 
It is straightforward to see that a chamber system C over l is of the form C (f) for some residually 
connected geometry r over l if and only if the following two properties hold for C : 

(i) For every subset J of l and every collection (A;); EJ of (1 \ {i })-components A; (i EJ) with 
A; nAti=0 for each i ,j EJ, the intersection;~/; is a nonempty (1 \J)-component. 

(ii) For each chamber c we have { c} = n A;, where A; is the (1 \ {i })-component containing c. 
i El 

A chamber system satisfying (i) and (ii) is called residually connected. 
A morphism of chamber systems is a map a: c-c', where C and C' are chamber systems over the 
same index set l and a preserves i -adjacency for all i El. In case C and C' are residually connected, 
a corresponds to a morphism of the corresponding geometries. 
Next, we introduce Coxeter diagrams for chamber systems. Following Tits [19], we call a chamber sys­
tem C over the set {i ,j} of size 2 a chamber system of type m (for m EN, m ;;;.2) if it is of the form 
C (f) where f is a generalized m -gon. Let M be a Coxeter matrix over l. For n ;;;.2, a chamber system 
C is said to be of type M if it is connected and if for every subset { i ,j} of l of size 2 each { i ,j }­
component is a chamber system of type M (i ,j ). 
Notice that a chamber system C of type m satisfies C =C(f(C)) and that f(C) is a generalized m­
gon. If n ;;;,3 and M is a Coxeter matrix over l, then the geometry f(C) associated with a chamber 
system of type M need not be a geometry of type M. The converse, however, does hold: if r is a 
geometry of type M, then C (f) is a chamber system of type M. 
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It is readily verified that our notion of chamber system of type M coincides with the one given by Tits 
[19]. 

3. Sheaves 

In this section, M is Coxeter matrix over I, and J is a subset of I with I \J of size ;;;;.2, and 
f = ( V, * ,t) is a geometry over I \ J. Given a set F of flags of f, we define an / -sheaf 'i, on f over F to 
be a family of geometries 'i,(F) over I \ t (F) indexed by FE F such that J 'i,(F) = f F and such that for 
all F,F'EF with FUF'EF, we have 

I(F)r = I(F U F'). 

(The idea of (pre-) sheaves on geometries stems from Aschbacher [ 1 ]; the present version however 
differs slightly from his and serves a different purpose.) An I -sheaf 'i, on f over F is said to be a sheaf 
of type M if 'i,(F) is of type M 1(1 \t(F)) for every F EF. Thus, f is of J-truncated type M if and 
only if there is a sheaf on f of type M over the set of all flags of corank 2. Clearly, if 'i, is a sheaf on f 
of type M over a set of flags containing the empty flag, then r is the J -truncation of the geometry 
'i,(0) of type M. We wish to define sheaves of type M on f over flag sets that are as big as possible. 
The following construction shows how sheaves can be used to obtain interesting chamber systems. 
Suppose that F contains all flags of r of corank at most 1. Then given a sheaf 'i, on r over F of type 
M, we construct a chamber system C = C ('i,) in the following way: 
The chambers of Care the sets FUS for FEC(f) and S EC('i,(F)). Let c 1=F1US 1 and c2=F2 US2 

be two chambers with Fr EC(f) and Sr EC('i,(Fr)) for r = 1,2. If i EJ, then c1 and c 2 are i-adjacent 
if and only if F 1=F2 and S 1,S2 are i-adjacent in C('i,(F1)). If i El \J, then c 1 and c2 are i-adjacent 
if and only if F 1 ,F 2 are i -adjacent in C (f) and S 1 = S 2• (Note that the latter equation makes sense as 
both sides are flags of 'i,(F1nF2), while F 1 nF2 EF.) It is immediate that the labelled graph thus 
defined is the graph of a chamber system C over I. 

Lemma 1. Let K be a subset of I \ J of size 3. Suppose that f is a geometry of J -truncated type M, and 
that the flag set F contains all flags whose type meets K nontrivially. If 'i, is a sheaf on f over F of type 
M, then C = C ('i,) is a chamber system of type M with the following three properties: 

(i) The following isomorphism of geometries holds: f= J f(C) 

(ii) For each subset H of I \ J meeting K nontrivially and each H -component A of C, there is a unique 
flag F in F of type H belonging to each chamber of A . 

(iii) For each flag F in F, there is a unique t(F)-component A of C whose chambers contain F; it 
satisfies A =C('i,(F)) and f(A )='i,(F). 

Proof. Let J C be the graph whose vertices are the J -components of C and in which two J -
components A ,B are i-adjacent (for i El \J) whenever there is an edge labelled i from a chamber in 
A to a chamber in B. Since 'i,(F), being residually connected, is connected for each chamber F of r, 
the graph JC can be identified with C(f) in the obivious way. In particular, JC is a chamber system 
over I \J and f(JC)=f by residual connectedness off. Since, trivially, f(JC)=Jf(C), statement (i) 
follows. Moreover, since JC is connected, C is connected, too. Now, (ii) and (iii) are easy conse­
quences of the construction of C and residual connectedness of 'i,(F) for each F EF. 
It remains to show that C is of type M. Let i ,j be two distinct elements of I, and let A be an { i ,)}­
residue of C. Then by (ii) and (iii) and the size of K, there is a flag F of cotype { i ,j } contained in F 
such that A =C('i,(F)). But 'i,(F) is a geometry of type M(i,j), so C(I(F)) is a chamber system of 
type M (i ,j ). Since C is connected, this yields that C is of type M, and we are done. 
The next lemma is a truncated version of Theorem 1 in Tits [19]. The proof heavily depends on [loc. 
cit.]. 
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Lemma 2. Let K be a subset of I \ J of size ;;,,, 3 such that M I K is neither C 3 or H 3. Suppose that r is a 
geometry of J -truncated type M, and that F is a set of flags of r containing each flag whose type meets K 
nontrivally. If~ is a sheaf on r over F of type M such that for each F EF each residue of type C 3 or H 3 

of the geometry ~(F) is covered by a building, then r is the J -truncation of the quotient geometry A/ A, 
where A is a building of type M and A is a group of automorphisms of A acting freely on the set of all flags 
of corank 2 and satisfiying (Q 1)1 \K (cf. Theorem 2). 

Proof. According to Lemma I, there is a chamber system C =C(~) of type M with the properties (i), 
(ii), (iii) stated in that lemma. 
According to Tits [19], Corollary 3, the universal 2-cover of C is the chamber system of a building if 
and only if the universal 2-cover of each K -component for K a subset of J of size 3 is the chamber sys­
tem of a building of type M I K. By Tits [ 19] Corollary 4 and Proposition 6, our assumptions on K ,F 
and on residues of type C 3 or H 3, and Lemma I, this condition is satisfied. Thus, there exists a building 
A of type M and a morphism a:C(A)-c of chamber systems which is the universal 2-cover of C. 
Write D =C(A), and let A be the group of deck transformations of the cover. Then a is the composi­
tion of the quotient map determined by A and an isomorphism from D / A to C. Without harming 
generality, we identify D / A and C by means of the latter isomorphism. The morphism 
a:D-D / A =C can be used to define a mor;,hism '7T:A-f(C) as follows: 
If x is an object of type i, then it determines a unique (I \ { i } )-component x * of D, and this com­
ponent is mapped by a onto the (I \ {i} )-component '1T(X) = a(x *) of C. Since the action of A on D 
naturally translates into an action of A on A, we can also view '7T as the quotient map '7T:A-A /A. In 
particular, f( C) =A/ A . Since, according to Lemma I, the geometries r and 1 f( C) are isomorphic, we 
get r = 1 (A/A), as wanted. 
By definition of 2--cover, if a EA fixes a flag of corank 2 of A, then a fixes all objects incident to it, and 
by connectivity of D, it follows that a is the identity. This proves that A acts freely on the set of all 
flags of corank 2. 
We finish by checlking that the restriction '7TF of '7T to the residue AF induces an isomorphism 

'7TF :AF I AF-(A I A ),r(F) ' 

for each flag F of r whose type is not properly contained in / \ K. It is obvious that '7TF is a surjective 
morphism. 
In order to show that '7TF is injective we have to verify that if x J' are two objects of AF with 
'1T(x)=7T(y), then x andy have the same image in AF/ AF. Thus, let XJ' be objects of AF of type, say 
i, with '1T(x)=7T(}')- Let x*,y*, F* be the components of D corresponding to XJ',F, respectively. 
Since x J' are objects of AF, there exist chambers c ,d in x * n F *' y * n F *' respectively. 
If we can choose c,d such that a(c)=a(d), then let a EA be a deck transformation sending c to d. 
Since F'J,. is an(/\ t(F))-component of D meeting F *' we have F'}.. =F *' so that a EAF and xa =y as 
wanted. 
If a(c)=pa(d) and a(c)=e 0,e 1, ••• ,e,=a(d) is a path in C joining a(c) and a(d) entirely contained in a 
(t (F) U { i} )-residue of C, then lifting this path to a path in D starting in c, we find a chamber 
c' Ex*nF* with a(c')=a(d), and we are done again. It remains to show that we can find such a path, 
i.e., that a(c) and a(d) belong to the same (t(F)U {i})-residue of C. Set H =(t(F)U {i })nK. Observe 
that by the assumption on F, the set H is nonempty and that by the assumption on x J' the chambers 
a(c) and a(d) contain the same flag, say G, of type H. 
Now G EF, so in view of (ii), (iii) of Lemma I, the chambers a(c ), a(d) are contained in the same H -
residue A of C, while A =C(~(G)). But ~(G) is residually connected and a(c), a(d) are contained in 
the same object of f(A )=~(G) of type j for each} Et(F)U {i} whence a(c) and a(d) are contained in 
the same (t(F)U {i })-residue. This shows that '7TF is injective. Finally, we have to show that '7TF 
preserves nonincidence. Let x J' be objects of AF. If '1T(x) and '7T(y) are incident objects of (A/ A ),r(F), 
there is a chamber contained in '1T(x ), '7T(y ), '1T(F). Hence there exists a chamber in D contained in 
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x *,y ~ ,F * for same object y' of t1 with '1T(y ') = '1T(Y ). By injectivity of 'ITF, the objects y ,y' have the 
same image in !:i,., / AF, so that the image of x andy in !1F / Ap are incident. 
We conclude that 'IT£ is an isomorphism. This ends the proof of Lemma 2. 

4. Proof of Theorem 2. 

Let I, J and M be as in the statement of the theorem, and suppose that f=(V,*,t) is a geometry of 
J -truncated type M. For i El \ J, denote by F; the set of all flags whose type contains i. Further­
more, let F be the set of all nonempty flags on r. 
In view of Lemma 2, it suffices to construct a sheaf I on r over F of type M. 
Let x be an object of r of type 0. By a remark made above, the residue r x is a geometry of J -
truncated type An _ 1 (up to a labelling of the nodes, that is), so that by Theorem I, there exists a 
unique geometry I(x) of type M l(J\{O}) with fx =1 I(x). For the sake of future identification, we 
shall view I(x) as the geometry whose objects of type i for i > 3 are collections of objects of type 3 
(i.e., of planes in I(X)), incidence between objects of type > 3 being symmetrized containment and 
incidence between an object y of r x and an object S of I(x) of type > 3 being the existence of w ES 
with w *Y. It is well known and not hard to prove that this is indeed a faithful representation of I(x ). 
Consider an object y of r of type I. If M = Dn , then define ~(Y) in the same manner as ~(x) above. If 
M = Cn , then set 

~(Y) = {O}fy $~(X)y , 

where x is an object of {O}fy and $ stands for the direct sum of geometries. Notice that this definition 
does not depend on the choice of x, since ~(x )y is a geometry of type An _2 (up to relabelling of types) 
and is therefore uniquely determined by its J -truncation 1 ~(x )y = r {x ,y} = {2,3}fy- Also notice that 

fy = {O}fyEBf{x.,v}=J~(Y). 

From now on, we again allow for M = Cn or Dn. Given a flag { x ,y} with objects x ,y of type 0, I, 
respectively, we have 

~(x )y = ~(Y )x. 

For, both sides of the equation pertain to geometries of type An _2 (up to relabelling of types), whence 
they are both uniquely determined by their J -truncations, while 

J~(x)y = r{x.,v) = J~(y )x-

As a consequence, ~(F) for F EF°UF1 can be (well) defined by I(F)=~(x)(F\{x}) if x EF has type 0 
or I. We proceed with an object z of type 2. Set 

I(z) = {O,l)fz $~(F)2 , 

where F is a flag of r z of type { 0, I}. In order to show that this is well defined, i.e., independent of the 
choice of F, let F' be another flag of r z of type {0, I}. If F and F' are i -adjacent in C ({0,1 lf z) for 
some i E{0,l}, then 

~(F)z = I(FnF')(F\F')U{z)=~(FnF')(F'\F)U{z}=~(F')z ' 

SO that ~(F)z =~(F')z. 
If F and F' are not i -adjacent in C ({O,I lf z ), in view of connectedness of the latter chamber system ( due 
to residual connectedness of f), we can find a path from F to F' in C({O,llf2 ), and obtain 
~(F)z =~(F')z again, by repeated application of the above argument along the edges of the path. The 
conclusion is that I(z) is well defined, indeed. Obviously, rz ={O,l}fz $ 1 I(F)z =1 ~(z). Now let 
x ,y ,z be mutually incident objects of type 0,1,2 respectively. Then 

~(x )z = ~(z )x and ~(Y )z = ~(z )y. 
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For, 

and 

~(z)y = {O}f{y,z}EB~({xtY})z={O}fyEB~(Y){x,z}=~(Y)z • 

Again, we can define ~(F)=~(x)F\{x} for FEF°UF1UF2 where x EF has type t(x)<3. Finally, for 
w an object off of type 3, set ~(w)=fwEB~(F)w, where Fis a flag of type {0,1,2} in fw. By argu­
ments completely analogous to those for z above, we get f w = J ~( w) and ~( w )u = ~( u )w for all u E f w • 

By now, it is obvious that ~(u) is a geometry of type M lu\{i}) if u is an object of type i E{O,l,2,3}. 
It readily follows that ~ is a sheaf of type M over F = F° U F1 U F2 U F3. This settles the theorem. 

5. Proof of Corollary 1. Retain the notation of the above proof. Since all residues of J l:l. of rank 2 are 
isomorphic to corresponding residues of r, they are thick and finite. Therefore, l:l. is a thick finite build­
ing of type M. In the remainder of this proof, the objects of type O are called points and the objects of 
type I if M = Cn, and of type 2 if M = Dn, are called lines. By Lemma 5 of Brouwer-Cohen [2] and a 
straightforward verification of the hypotheses of that lemma applied to the collinearity graph of H l:l. 
where H={O,l} if M=Cn and H={0,2} if M=Dn (in fact, this graph is a dual polar graph if 
M = Cn and a halved dual polar graph if M = Dn ; see also Brouwer-Cohen [3]) it follows that for each 
a EA there is a point x of l:l. such that x is collinear with x 0 • If x =x 0 , then a restricted to l:l.x is an 
automorphism of a projective space. But the restriction 'IT(x} must be an isomorphism since the 
corresponding map C (l:l.x )-+C (~(x )) is a 2-cover of chamber systems and both l:l.x and ~(x) are build­
ings. Consequently, a induces the identity on l:l.x. Similarly, if a fixes a line 1, it induces the identity on 
l:l.1• By residual connectedness of {O,J}f:l., it follows that the identity is the only transformation in A 
fixing either a point or a line. 
Again, given a EA, consider a point x of l:l. such that x and x 0 are both incident to a line, 1 say. Then 
by (Q l)J applied to the flag F = {l }, there is an element b EAF such that x 0 =xb. But by the above, 
b must be the identity, so that x 0 =x and, again by the above, a is the identity. The conclusion is that 
A is trivial, whence r = J l:l., so that r is the J -truncation of a building of type M. This proves the 
corollary. 

6. Two applications. 

A near polygon is a connected partial linear space f = (X ,L) such that for any point x EX and line 
1 EL, there is a unique point on I nearest x. (Here, distances are measured in the collinearity graph.) 
For details on near polygons, the reader is referred to Brouwer-Wilbrink [4], Shad-Shult [16) and 
Shult-Y anushka [18). A subset Y of X is called a subspace if for any two distinct collinear points in Y 
every point on the line joining them is in Y. The subset Y of X is called geodesically closed if for any 
two points in Y the points of every shortest path from one to the other are contained in Y. A quad is a 
geodesically closed subspace of diameter two which is nondegenerate (i.e., there is no point collinear 
with every point). It follows that a quad, with the collection of lines that it contains, has the structure 
of a generalized quadrangle. A hex is a geodesically closed subspace of diameter three. We say that a 
near polygon is thick if each line has at least three points and if any two points at mutual distance two 
have at least three common neighbours. According to Shult and Y anushka [ 18), a thick near polygon 
has quads, i.e., each pair of concurrent lines is contained in a unique quad. Brouwer and Wilbrink [4) 
have shown that in a thick near polygon each pair of points at mutual distance j is contained in a 
unique geodesically closed subspace of diameter j. (See also Shult [17), Section 7.) A near polygon is 
called nearly classical if it is thick and if for each point x EX and each hex H containing x , the linear 
space of the lines and quads on x contained in H is a projective plane. (For this concept, see Shad­
Shult [16) and Shult [17) ). Typical examples of near polygons of diameter n are dual polar spaces, i.e. 
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{2, ... ,n -1 }-truncations of buildings of type Cn, in which the points are the objects of type 0 and the 
lines are the objects of type I. Cameron [9] has characterized these spaces. For n =3, his result states 
that nearly classical hexes are dual polar spaces. The local rank of r at x is the rank of Lx , i.e., the 
maximum size of a chain (totally ordered by inclusion) of proper nonempty subspaces of Lx. 

Proposition 1. Let r be a nearly classical near polygon with finite local rank n - 1 at some point and of 
diameter at least 3. Then the geometry over {0,1,2,3} whose objects of type 0,1,2,3 are the points, lines, 
quads and hexes of r, respectively, and in which incidence is given by symmetrized containment, is of 
{ 4, ... ,n -1 }-truncated type Cn. 

Proof. Let x be a point where the local rank is n - I. Consider the local space Lx of lines, quads and 
hexes on x . Since r is nearly classical, every two quads on x contained in a hex meet in a line. Conse­
quently, Lx is a truncation of a geometry of type An - I· 

If y is collinear to x , then the linear space L1 of quads and hexes on the line / containing both x and 
y is a projective space (in fact a residue in both Lx and Ly) and dimLy = 1 + dimL1 = n - 1 so that by 
connectedness of r the local rank is n - 1 at each point. All remaining checks are straightforward. 

Corollary 2. A nearly classical near polygon of finite local rank n - 1 at some point, is isomorphic to the 
quotient A/ A of a dual polar space of rank n by a group A of automorphisms of A such that for each 
a EA and each point x the distance in the co/linearity graph between x and x 0 is at least 8. In particu­
lar, any finite nearly classical near polygon is a dual polar space. 

Proof. By the above proposition and Theorem 1, there is a building of type Cn admitting a group A of 
automorphisms with the properties specified in Theorem 2. It is easy to see that the action of A on the 
building induces an action of A on its {2, ... ,n - 1 }-truncation A as described. This leads to the first 
statement. The last statement follows from Corollary 1. 

Remark 2. It should be noted that in the hypotheses one does not need the full strength of the near 
polygon axiom. It sufficies to assume for the connected partial linear space that for any two points x JI 
at mutual distance at most 3 and any line I on y there is a unique point on / nearest x . It is left for 
the reader to verify that under these assumptions, quads can be constructed as in [ 18]. the notion of 
nearly classical can be defined as in [16], and the hexes can be constructed as in [17] or [4]. Shult [17], 
Section 7, states that A is trivial if one uses the full strength of the near polygon axiom. It would be of 
interest to have a direct proof of this fact using Corollary 2. 

The second application that we shall deal with concerns the characterization of the halved dual polar 
spaces of rank n, i.e., the truncation of type {0,2} of buildings of type Dn in which the points and lines 
are the objects of type O and 2, respectively. For each field K there is a unique thick building of type 
Dn whose rank 2 residues are generalized digons or projective planes over K; we shall denote this 
building by Dn (K). The truncation {0,2} Dn (K) is a parapolar space as defined in Cohen-Cooperstein [ 11 ], 
when the objects of type O and 2 are viewed as points and lines respectively. This means that it is a 
connected partial linear space all of whose lines have at least three points, such that 

(i) If / is a line and x is a point collinear with two points on /, then x is collinear with all points 
on 1. 

(ii) For any two collinear points, the graph on their common neighbors is not a clique. 

(iii) For any two points at mutual distance 2, the set of their common neighbors is either a singleton 
or carries the structure of a nondegenerate polar space of rank at least 2. 

Moreover, it satisfies the axioms (P3)k and (P4) (defined in [II]) fork =3. For convenience, we quote 
them here. 
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(P 3)k For any two points at mutual distance 2, the set of their common neighbors carries the structure 
of a nondege:nerate polar space of rank k . 

(P 4) If two points x J' are at mutual distance 2 and have at least two common neighbors and if / is a 
line on y wilth no points collinear to x, then the set of points collinear to x and to all points of I 
is either empty or a maximal clique in the collinearity graph on the set of common neighbors of 
x andy. 

Observe that maximal cliques are subspaces due to (i); they are called maximal singular subspaces. The 
singular rank of a parapolar space r is the maximal rank of S for S ranging over all maximal singular 
subspaces of r. 

Proposition 2. Let f be a parapolar space of finite singular rank n ;;,,4_ If f satisfies (P 3)3 and (P 4), then 
the geometry over {O, 1,2,3} whose objects of type 0,1,2,3 are the points, maximal singular subspaces of rank 
n, lines, maximal singular subspaces of rank 3, respectively, and in which incidence is given by sym­
metrized containment, is of { 4, ... ,n }-truncated type Dn + 1. 

Proof. By Theorem I of Cohen-Cooperstein [11], it is immediate that the geometry over {0,1,2,3} 
described in the statement of the proposition admits a sheaf on r over the set F of all nonempty flags, 
which is of type Dn + 1• This implies the proposition. 

We shall denote the parapolar space associated with {0,2)Dn(K) as above, by Dn,o(K). 

Corollary 3. Let r be a parapolar space of finite singular rank n - 1 ;;,,4_ If f satisfies (P 3h and (P 4), 
then it is isomorphic to the quotient Dn ,o(K) /A, where K is a field and A is a group of automorphism of 
Dn (K) such that for each a EA the distance between a point and its image under a in the co/linearity 
graph of Dn,o(K) is at least 5. 

Proof. This can be obtained by combining the above proposition and Theorem 2. 

As stated in the introduction, the corollary generalizes Cooperstein's main theorem in [12]. It can also 
be used to strengthen Theorem I in Cohen-Cooperstein [11]. We shall only bother to present a finite 
version of the latter theorem. For this purpose, we need some more notation. 
Let n =6,7,8. Juslt as for type Dn, to each field K corresponds a unique thick building of type En 
whose rank 2 residues are generalized digons or projective planes over K; we shall denote this building 
by En(K). 
The spaces corresponding to the rank 2 geometries (O,J}E6(K), {S,6l£7(K) with point set the set of 
objects of type 0,6, respectively, will be denoted by E 6,0(K), E 1,6(K), respectively. Finally, let An ,AK), 
where K is field, n ;;,,3 and J,;;;;d,;;;;n -2, denote the parapolar space associated with the projective 
space An (K) of rank n defined over K whose points are the subspaces of rank d and whose lines are 
the sets of subspaces of rank d incident to "a flag of type { d - 1,d + 1} ", i.e., an incident pair consisting 
of a subspace of rank d - 1 and a subspace of rank d + 1. 

Theorem 3. Let k ;;a,2 and let f be a finite parapolar space which is not a polar space. Then f satisfies 
(P 3)k and (P 4) if and only if there exists a finite field K such that f is isomorphic to one of An ,AK) (for 
1 ,;;;;d ,;;;;n - 2), Dn ,o(K), (for n ;;a,4), E 6,o(K), E 7,6(K). 

Proof. Immediate: from Theorem 1 in Cohen-Cooperstein [ 11] and Corollary 3. 

7. Concluding remark. 

There are many other truncated Coxeter types for which analogues of Theorem 2 exist. We shall only 
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mention the following generalization of the case M = Dn of Theorem 2. Let M be the Coxeter diagram 

over I =(0,1, ... ,n -1}, where n =4+n 1 +n 2+n 3 and n i,n 2,n 3;;;..0. Set K={0,l,2,3} and J =I \K. 

Theorem 4. Any geometry of J -truncated type M is the J -truncation of the quotient geometry tJ.. /A, 
where tJ.. is a building of type M and A is a group of automorphisms of tJ.. acting freely on the set of all flags 
of rank 2 and satisfying (Q l)J (cf. Theorem 2). 

Notice that the theorem includes truncations of Dn, E 6, E 7, E 8 as special cases. In particular, it can be 
shown that any thick finite geometry of truncated type 

~--·-D , where 6..;;;;n ..;;;;8 

0 1 2 4 n -1 

is a truncation of a thick finite building of type En. The proofs are omitted; they are similar to those 
of Theorem 2 and Corollary I. 

References 

[1] Aschbacher, M., Flag structures on Tits Geometries, Geom. Dedicata 14 (1983) 21-32. 

[2] Brouwer, A.E., and A.M. Cohen, Some remarks on Tits geometries, to appear in Indagationes 
Math. 

[3) Brouwer, A.E., and A.M. Cohen, Computation of some parameters of Lie geometries, preprint. 

[4] Brouwer, A.E., and H.A. Wilbrink, The structure of near polygons with quads, to appear in Geom. 
Dedicata. 

[5] Buekenhout, F., A characterization of polar spaces, Simon Stevin, 53 (1979) 3-7. 

[6] Buekenhout, F., Diagrams for Geometries and Groups, JCT (A) 27 (1979) 121-151. 

[7] Buekenhout, F., and X. Hubaut, Locally polar spaces and related rank 3 groups, J. Algebra 45 
(1977) 391-434. 

[8] Buekenhout, F., and E.E. Shult, On the foundations of polar geometry, Geom. Dedicata 3 (1974) 
155-170. 

[9] Cameron, P.J., Dual Polar Spaces, Geom. Dedicata 12 (1982) 75-85. 

[10) Cohen, A.M., An axiom system for metasymplectic spaces, Geom. Dedicata 12 (1982) 417-433. 



12 

[ 11] Cohen, A.M., and B.N. Cooperstein, A characterization of some geometries of exceptional Lie type, 
to appear in Geom. Dedicata. 

[12] Cooperstein, B.N., A characterization of a geometry related to '2:i:;(K), to appear in JCT. 

[13] Johnson, P., and E.E., Shult, Local characterizations of polar spaces, to appear in Geom. Dedicata. 

[14] Kantor, W.M., Locally polar lattices, JCT (A) 26 (1979) 90-95. 

[15] Ronan, M.A., Extending locally truncated buildings and chamber systems, preprint. 

[16] Shad, S., and E.E. Shult, The near n -gon geometries, to appear. 

[17] Shult, E.E., Characterizations of the Lie incidence geometries, pp. 157-186 in 'Surveys in Combina­
torics', LMS Lecture Note Series 82 (ed. E.K. Lloyd), Cambridge Univ. Press, Cambridge, 1983. 

[18] Shult, E.E., and A. Yanushka, Near n -gons and line systems, Geom. Dedicata 9 (1980) 1-72. 

[19] Tits, J., A local approach to buildings, in: The Geometric Vein (the Coxeter Festschrift), pp. 519-
547, Springer-Verlag, Berlin, 1981. 

June, 1983. 





ONTVANGl!N 1 5 SEP. 1983 


