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Summary. We study the Hellinger type distancCE..s Pp(Pr, Pr) on a filtered space. 
Here p ~ 2 is an arbitrary number and Pr and Pr are two probability measures 
stopped at a random time T. We give lower and upper bounds for pp(Pr, Pr) in 
predictable terms. 

1. Introduction 

1.1. Let (Q, F, F) be a stochastic basis, i.e. a measurable space with a filtration 
F = (Fr)q;,O such that v,~ oFt = F co= F. Given two probabili!>' measures p and P, 
with P0 =Pc» define a probability measure Q by Q = (P + P)/2. Suppose that F 
satisfies the usual assumptions with respect to Q. Consider then the optional 
projections of the measures P, P and Q with respect to F. We will denote these 
optional valued processes by P, P and Q, respectively. If T is a F-stopping time, 
then Pr is the restriction of the measure P to the sub-a-field Fr of F; define Pr and 
Qr similarly. Since the measures Pr are absolutely continuous with respect to the 
measure Qr, we can define (Q, F)-martingales ~ and e by 

(1.1) 

The collection (Q, F, F, P, P) is called the binary experiment. 
In the present paper the following distances between stopped measures Pr and 

Pr are studied 
(1.2) 

where p ~ 2. Recall that if p = 2 then p2 (PnPr) is called the Hellinger distance. 
For more details on such kind of distances see Liese and Vajda (1987), where p~ is 
called the x1'P-divergence. Note that the distances Pp are independent of a particular 
choice of the dominating measure Q. 

1.2. With the binary experiment (Q, F, F, P, P) we associate the Hellinger process 
by 

h = (1/2)((e _e_)- 2 0 <~c> + (jl + x/~- - Ji - xg_ )2 * v~·Q). (1.3) 
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Here v~.Q is the compensator of the jump measure of the process e, 0 denotes the 
ordinary Stieltjes-integral and *stands for the double integral v(ds, dx). 

It is known that the Hellinger process controls the Hellinger distance in the 
sense of Jacod and Shiryaev (1987), Section V.4 (see also Valkeila and Vostrikova 
(1986)). In particular, 

(1.4) 

To control p~ also for p > 2, along with the Hellinger process (1.3) we introduce the 
p-divergency process by 

k(p) = 1(1 + xfe_)1fp - (1 - x/[_)11PjP•vM' (1.5) 

where p ~ 2. As is shown in this paper (see Theorem 3.2 below), for each even 
integer p ~ 2 there is a constant CP > 0 such that 

p~(PT, Pr)~ CpEp(h~2 + kT(p)); (1.6) 

for p = 2, in particular 

(1.7) 
(cf. (1.4)). 

1.3. This paper is organized as follows. In Section 2 more details can be found on 
the quantities introduced above. Besides, in Lemma 2.1 we give a Burkholder type 
of inequality, expressed in predictable terms, extending the results by Burkholder 
(1973) and Novikov (1975). 

The first of two theorems, presented in Section 3 gives upper and lower bounds 
for pp in terms of the expectation with respect to the measure Q. 

In the case where the processes hand k(p) are not necessarily deterministic, it is 
useful to have bounds in terms of the expectation with respect to the measure P: for 
an upper bound see Theorem 3.2 below. This upper bound is given in a slightly 
more general form than (1.6), useful for an application in Section 4, Theorem 4.2. 

In Section 4 we give some applications to sequences of binary experiments. In 
Theorem 4.1, in particular, we give necessary and sufficient conditions for the 
convergence to a limiting Gaussian experiment, alternative to those of Jacod and 
Shiryaev (1987), Theorems X.1.12 and X.1.64. 

Finally, in Section 5, we will demonstrate how to evaluate, based on (1.6), 
certain modulus of continuity needed in statistical applications. To trace the role 
of the distances pP in various statistical applications, see e.g. lbragimov 
and Has'minskii (1981), Kutoyants (1984), Dzhaparidze (1986), Valkeila and 
Vostrikova (1987) and Vostrikova (1988). We end this paper by giving some 
examples of the p-divergency process. 

2. Certain Properties of p, and Related Processes 

2.1. We assume that (Q, F, F) is as described above. Moreover, we assume 
F0 = { 0, Q} Q-a.s. For unexplained notation below we refer to Jacod (1979), 
Jacod and Shiryaev (1987) and Liptser and Shiryaev (1989). 
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Let @ be the space of right-continuous functions with left-hand limits on 
R+ = [O, oo]. We can take such versions of the density processes e and f that their 
paths are in q), and 

e + f = 2, <ec> = <fc), ..1 e = - .11{, and (e', f > = - <ec> (2.1) 

(here and elsewhere below the angle brackets process is understood as a 
(Q, F)-compensator). The facts in (2.1) follow the special choice of the dominating 
measure Q. 

Note that the jump measure µ~ of the ( Q, F)-uniformly integrable martingale e, 
as well as its (Q, F)-compensator v~.Q involved in (1.3) and (1.5), only charges the set 
{ (m, t, x): et- (co) > 0, ~-(w) > 0, - e,_ (w) ~ x ~ ei_ (w)}; see Jacod and Shiryaev 
(1987), Theorem IV.1.33. 

By the easily verified inequality 

valid for each u, v ~ 0 and 1 < p ~ q we get the following facts: 
(i) for p ~ 2 we have k(p) ~ k(2) ~ 2h; 

(ii) the process k(p) decreases asp increases; 
(iii) as p --+ oo 

k(p) = k(p; P, P)--+ h(O; P, P) + h(O; P, P) (Q-a.s.) . 

(2.2) 

Here and below we use the following definition by Jacod and Shiryaev (1987), 
IV.l.57 and IV.1.36 of the Hellinger processes of order 0 and ex e(O, 1): 

h(O; P, P) = i'lc;i.=oi* v~· a, h(O; P, P) = .H 1;:=oi*v~.Q 
with 

A.= 1 + x/e-' r = 1 - x/[_ ' (2.3) 
and 

- oc(l - o:) ( 1 1 ) 2 _ 
h(cx)::h(cx;P,P)= 2 "[:'"+[_ 0 (e')+c/>,.(?c,,l)*vQ.~ 

with 
</>a(u, v) = o:u + (1 - oc)v - u"v 1 -o: . 

Obviously, h = h(l/2). Thus, by (i), the p-divergency processes k(p), p ~ 2, related 
to the discontinuous part of e only, exist since k(p) ~ 2h. Observe also that k(p), 
p ~ 2, as well as h, are independent of the measure Q (Jacod and Shiryaev (1987), 
Theorem IV.l.22), and for any even integer p > 2 

k(p) = - :t: ( -l)A: (~)h(k/p) 
due to the binomial formula and properties of h(oc). 

2.2. By (2.2) p; decreases too as p increases. 
Besides, 

p;(P, P) --+ P(e = 0) + P([ = 0) as p -HO • 
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For the variational distance II P - Pll = p1(P, P), in particular, we have (cf. Jacod 
and Shiryaev (1987), V.4.8, and Liese and Vajda (1987), Ch. 2) 

II p - PJI ~ p~(P, P), Cp II p - ?11 ~ Pp(P, P), p ~ 1 

where the second inequality is obtained by Jensen's inequality applied to the left
hand side inequality 

~1c; -fl ~ 1e 11P -[11P1~21~1/plC:. - [j,p ~ 1. (2.4) 

The last relation is easily verified by taking into consideration that ~ + [ = 2. 

2.3. As the process C:, 11P - [ 1/P is a martingale if only p = 1, the relation (2.4) 
allows us to estimate bounds of p~ by applying Burkholder-type inequalities. 
Namely, there are universal constants cP and Cv such that for a stopping time T 

cpEQ[C:,]~2 ~ p;(Pr, Py)~ CvEa[C:.]~2 ; (2.5) 

see, e.g., Liptser and Shiryaev (1989), Section 1.9, Theorem 7. 
Furthermore, usual considerations establishing Burkholder-type inequalities 

allow us to replace (2.5) by 

cpEQ{ <0~2 + ((Ll~)i)P} ~ p;(Py, Py)~ CvEQ{ <0~2 + ((Ll~)~)P} 
or by 

cpEQ{ <0~2 + \x\P*v~Q} ~ p~(P7 , Pr)~ CpEQ{ (0~2 + lx\P*v~Q} (2.6) 

with some other constants cP and CP. The proof of the above inequalities is based 
on (2.4) and the following general lemma. 

Lemma 2.1. Let M be a (P, F) martingale with M 0 = 0 and Ta stopping time. Then 

for p ~ 2 

cpEP{ (M>~2 + l(LlM)ilP} ~ Ep(Mj.)P 

~ CpEP{(M)~2 + l(.1M)ilP} (2.7) 

and with different constants cp and cp 

cvEP{ <M)~2 + lxlP*v~·P} ~ Ep(M~)P 
~ CvEP{<M>12 + lxlP*v~·P}. (2.8) 

Proof As noted above, we depart from Burkholder inequality (see Lenglart et al. 
(1980), or Liptser and Shiryaev (1989)) 

cpEp[M]~2 ~ Ep(Mi)P ~ CpEP[M]~2 . 

Since l..1MI~ ~ JxlP*µ~ ~ [M]~2 and Ep<M>i :;£ l1Ep[M]~ for l ~ 1 (see 
Liptser and Shiryaev (1989), Theorem 1.9.7), the left-hand side of (2.7) and (2.8) 
follows from the left-hand side of Burkholder's inequality. 

The right-hand side of (2.8) follows from the right-hand side of (2.7) and from 
the above mentioned fact IL1MI~ :;£ lxlP* µ~. To prove the right-hand side 
of (2.7) introduce the Davies' decomposition of the martingale M = K + L. Put 
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S =(LIM}*. Then IL1LI ~ 4S_ and 

Ep(K*)~ ~ CpEPS~, (2.9) 

(see Liptser and Shiryaev (1989), Lemmas 1.9.4 and 1.9.7). Now, according to the 
results of Lenglart et al. (1980) we have that 

(2.10), 

Furthermore, by the orthogonality of the components K and L in Davies de
composition ([K, L] = 0 and hence (M) = (L) + (K)) the inequality (2.10) can 
be extended as follows: 

Er(L*)~ ~ CPEp((M)~2 + s~_). (2.11) 

Finally, combine (2.9) and (2.11) to get the right-hand side inequality in 
(2.7). 0 

Remark 2.1. If Ep(M;)P = oo, then we can intepret (2.7) and (2.8) as equalities. 

Remark 2.2. We did not specify the constants c11 and CP" We note only that 

Cp __,. 0 and CP--> 00 asp__,. 00. 

Remark 2.3. If~ is a continuous martingale we have 

(212) 

(cf. (1.3)), so in this special case (2.5) implies directly the following inequalities 

cpEQ(X2 0 h)~2 ~ p:(Pr, Pr);~ CPEa(X2 0 h)~2 • (2.13) 

The inequalities of this type, valid in the general case, not necessarily for 
continuous ~.are derived from (2.7) (instead of (2.5)) in the next section. 

3. Main Results . 

3.1. The inequalities (1.6) and (1.7) follow easily from the corresponding state
ments of Theorem 3.2 below. The proof of this theorem is based on the following 
statements of independent interest (note that here, in contrast with Theorem 3.2 
below, p is not necessarily positive even integer): 

Theorem 3.1. Let Sand T be stopping times, S ~ T. For p ~ 2 there are constants c, 
and C P such that 

p:(Pr,Pr) ~ cpEQ{(X:_ 0 h)~ 2 + (X~ 0 k(p))r} (3.1) 

and 
· p:(Pr, Pr)~ CpEQ{(X _a h)~12 + (X _ 0 k(p))5 } + 2Q(S < T). (3.2) 

with x = el 
Remark 3.1. Note that in the special case of a continuous martingale e (and S = T) 
the right-hand side inequality in (2.13) is sharper than (3.2). This follows from the 
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fact that in this particular case we can use (2.12) instead of the right-hand side 
inequality in Lemma 3.1 below, valid in the general case. 

If the measures P and P correspond to processes with independent increments, 
then the processes h and k(p) can be assumed to be deterministic (see the last 
section of this paper). In this particular case we have 

Corollary 3.1. Suppose that the processes h and k(p) and the stopping time Tare 
deterministic. Then we can replace (3.1) and (3.2) with the following inequalities: 

p;(PT, PT)~ c(p; T, h)(h~2 + kr(P)) (i) 
and 

(ii) 

Proof of Theorem 3 .1. In view of (2.6) it suffices to apply the following lemmas, the 
first two of which give the corresponding estimates of the expectations of two terms 
involved in (2.6), and the third one leads to the upper bound of form (3.2). 

Lemma 3.1. Let X =~~and let h be given by (1.3). Then 

t x~ 0 h ~ < e> ~ 2x _ 0 h 

(cf. Jacod and Shiryaev (1987), Lemma V.4.26). 

Proof In view of (1.3) and the easily verified facts that X ~ 1 and 

( 0 = ( ec> + ( x -e ~ l) )2 * v~· Q 

by (2.3). it suffices to verify only that 

x -<-fi - Jl>2 ~ x _(,t - l)2 ~ 4(.,fi - Jl)2 ' (3.3) 

by taking into consideration that jJ. + j"J. ~ !_,and that X -(A -t:_ .jl)2 ~ 4 due 
to Shwartz' inequality and the identities: e + e = 2 and , _ ,t + , _.A. = 2. D 

The inequalities (3.3) can easily be extended to the case p ~ 2: 

xi:..-1(,t 1/p -111P)P ~ x~-l (.A. -1)P ;£ 4p-1(.A,1/p -111P)P, 

and this gives 

Lemma 3.2. For p ~ 2 

(1/2)P X1:_ ok(p) ;£ l.xlP*V~'Q ~ 2p-l X _ ok(p) 

Lemma 3.3. For two stopping times S ~ T, and p !:;; 1 

p - p -Pp(Pr, PT)~ Pp(Ps, Ps) + 2Q(S < T) 

Proof. For p = 1 see Jacod and Shiryaev (1987), p. 280. The general case is treated 
analogously. D 

Proof of Corollary 3.1. By X ~ 1 (ii) is obvious. To prove (i) observe that the 

function.fr= EQ.jX; is decreasing, in fact};= 8 1( - h) where <I is Dolean-Dade's 
exponential (as it satisfies.fr= 1 - (J_ 0 h)1 in accordance with Jacod and Shiryaev 
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(1987), IV.1.20), and this and Jensen's inequality entail 

inf Ea(X5_)P ~ inf(EQJx."=)2 P ~f~P 
s~t $~1 

Hence (i) takes place with c(p; T, h) = cp(Sr( - h))2P. 0 

Remark 3.2. In the simplest case p = 2 we have the following representation 

(3.4) 

(from the definition of the Hellinger proc~s, for example, Valkeila and V ostrikova 
(1986)). Comparing (3.4) and (3.1) for p = 2, with 2Ea(X:_ 0 h) on the right-hand 
side (constants here and in the next paragraph are defined by (2.4) with p = 2) we 
see that the lower bound obtained is quite crude; cf. also Corollary 3.1, Assertion (i). 

As for the upper bound (3.2) for p = 2 and S = T, with 4EQ(X _ 0 h) on the right
hand side, it is simply derived from (3.4) by the following considerations: 

P~ iE; tEQle1r2 _ e-112 14 

~ EQ!e~2 - e:_t212 01 ~112 _ (112 12 
= 2p~ _ 2EQx11201e112 _ (11212 

= 2p~ - 4EQX _ o h 

Here we have first used the inequality 1e112 - ' 11212 ~ 2, then Ito's formula and, 
finally, (3.4). 

Remark 3.3. By Jacod and Shiryaev (1987), Lemma 1.3.12, we have 

EQ<x _ 0 hh ~ 2EQ<~ _ 0 hh = 2EQeThT = 2EphT • 

since~~ 2, and this gives (1.7). Thus the upper bound here can be given in terms of 
the expectation with respect to the measure P. For the general result see the 
following theorem. 

Theorem 3.2. Let S and T be stopping times, S ~ T. For a positive even integer p 
there are constants CP and BP such that 

Proof. In view of (3.2) it suffices to show that 

and 

EQ(X _ o k(p)r) ~ 2Epk(p)r , 

EQ(X _ 0 h)~2 ~ pEphr 

p - p ... 1/ PiPT, Pr) - pp(Ps, Ps) ~ BPP P(S < T). 

Since l ~ 2, (3.5) follows from Jacod and Shiryaev (1987~ Lemma 1.3.12. 

(3.5) 

(3.6) 

(3.7) 



112 K. Dzhaparidze and E. Valkeila 

To prove (3.6) apply the same lemma, along with the considerations of Liptser 
and Shiryaev (1989), Lemma I.9.6: for A = X _ 0 h we have 

T 
E AP12 <!!..E f A(p12 )- 1 dA 

Q T =1 Q 0 s s 

T 
< !!..E f X h(Pl 2l-t dh = 2 Q s- s s 

0 

T T 
~ pEQ f ~.-h~p/2)-t dh, = pEp J h~Pl2)- 1 dh, ~ pEph~2 . 

0 0 

For (3.7) we use the approach of Vostrikova (1987), Theorem 2.2. We note first that 

p;(PT, PT)- p;(Ps. Ps) = Ep( l(S<T) :t: G)( - l)k(Z~p - z~P)) 
with Z = [g Then we apply Holder's inequality with exponents l/p and p - 1/p 
to the right-hand side of the above equation. Finally, evaluating the expression 

( Ep :t: ( -l)k (Z~P - z~P)1'/(p-1Jp- lJ/p 

we use the fact that EpZ~ ~ 1for0 < oc ~ 1. This shows that one can in (3.7) take 
BP= p 11P(2P + 1 - 4)<r 1JIP which gives, in particular, B 2 = 2.J2. 0 

4. Sequences of Binary Experiments 

4.1. In the present section we consider certain applications to sequences of binary 
experiments 

(.Qn, F", pn, P") ' n = 1, 2, ... (4.1) 

with the associated density processes ~n and [n as in (1.1), and the corresponding 
Hellinger process It' and p-divergency processes k"(p), p;;;; 2 defined as in (1.3) 
and (1.5). 

We remark first that in view of the properties of the dista.?ces Pp indicated in 
Subsection 2.2, the limiting (as n ~ oo) behaviour of pp(P'}., PT.), defined by (l.2) 
with a sequence of stopping times T., n:;:: 1, 2, ... , is controlled under the 
circumstances 

pn prr 

hJ."---+ 0 or h'T.---+ oo (4.2) 

in the exactly same way as that of the variational distance II PT" - PT" II (see Jacod 
and Shiryaev (1987), Theorem 4.32). 

Contrary to (4.2), in the next subsection we consider the situation in which a 
sequence of the Hellinger possesses a certain limit in pn_probability. 

4.2. Let t >-+ C1 be a non-decreasing continuous function with C0 = 0. Let M be a 
continuous martingale with M 0 = 0 and <M, M ), = C,, on some stochastic basis 
(Q, F, F, P) (so M is Gaussian). 
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Let £l2 be a dense subset in R + . Consider the following conditions: 

(a) 

(that is Condition [H - DJ in Jacod and Shiryaev (1987), Theorem Xl.12) and 

pn 
k~(p) - 0 for some p > 2 . (b) 

Along with the processes hn and k"(p), p ~ 2, we will associate with (4.1) a new 
process J~(a) for a > 1: 

J"(a) = 1111a < _.",;:" < ai•IA." - :X·1 * v~·Q" 
where J.n and A." are defined as in (2.2) and Q" = (Pn + fln)/2 obviously, and we 
consider Condition [L - DJ in Jacod and Shiryaev (1981), Theorem X.1.12: 

pn 
JM(l + e),--+ 0 for all tef2, e > 0. (c) 

Set zn = f· I~·, and consider the following statement: 

zn~ Z = eM-C/2' (i) 

with Mand <M) = C defined above. 
The following extension of Theorem X.1.12 by Jacod and Shiryaev (1987) talces 

place: 

Theorem 4.1. The statement (i) is equivalent to the following two statements: 
(ii) Conditions (a) and (c) hold; 

(iii) Conditions (a) and (b) hold; 

Proof. For (i) ~ (ii) see Jacod and Shiryaev (1987), Theorem X.1.12. To show 
(ii) ~ (iii) denote by A0 (A., 1) the set the indicator of which is involved in (4.3) (we 
suppress the index n, as it is superfluous here). 

It is easily verified that the validity of the following two statements is enough for 
the proof: 
1) for each e, 0 < e < 1 and p ~ 2 

k(p) ~ C ~ er-2 k(2) +JG~:); 
2) for each p > 2 and a> 1 there is a constant Ca,p > 0 such that 

1 - IA. 11P - l11PIP*v~·0 :s; l(a) :s; C 1 , ; l.A. 11P -111PIP*v~.Q Aa(.A,l) - - a,p Aa(A,A) 

Statement 1) follows from the simply verified inequalities 

{

(u 112 - 1)2 (2e/(l - s))P- 2 

(ul/p -1)1' ~ 

u-1 

iflsusl+e 
- - 1 - e' 

·r 1 + s 
1 u>-1-, -8 
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and Statement 2) from (2.2) and the fact that the continuous function lu11P - WI 
lu - 11 vanishes as u -->- 1 and tends to one as u -. co. 0 

Remark 4.1. The relation between k(p) and the Hellinger processes h(cx) of order 
cxe(O. 1) indicated at the end of Subsection 2.2, allows one to trace directly the 
equivalence of (iii) above and (ii) or (iii) in Jacod and Shiryaev (1987), Theorem 
X.1.64. 

4.3. Under the circumstances of the previous subsection we have 

Theorem 4.2. Statement (i) implies 

limsup p:(P,, fa:)~ KPCf'2 

n-a> 
with a certain constant KP. 

Proof. Let Sn= inf{sl h: !i;; Ct + 1}. Then 

~n",(p) ~ 2JiS,,11r ~ 2C, + 3, 

since ..dh ~ 1, and {S,. < t} c {Ji:' Si;; Ct + l}. Hence P"(S" < t)- 0 under (i). and 
this implies in tum that 

and 
pn 

kS,,/\t(P) - 0. 

But the sequences k~""t (p) and h'S,,/\t are bounded and hence under (i) 

( 1 )"'2 Ep,,(ht"'Y'12 -+ 8c, 
and 

Epn(kS,, "t(P))-+ 0 . 

This, in view of Theorem 3.2, gives the result. 0 

5. Parametric Families of Experiments and Examples 

5.1. We consider here an application to a parametric family of experiments 

(.Q, F, F, {P6, 8e6>}, Q) 

where e is a closed subset of the Euclidean space R4, and Q is a measure 
dominating the family { P8, e e e} of probability measures depending continuously 
on a parameter e. 

We retain here the assumptions and notations of Introduction (with a general 
dominating measure Q, however) writing specifically (for 6, () + ue6>) 

p,,(p;.+", J1) = {Ealer(B + u)11" - er(6)11Pl"} 11P (5.1) 

with p· ~ 2 and 
(5.2) 
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Analogously, we define the processes h(O + u, OJ and k(p; (J + u, 0) by the formulas 
(1.3) and (1.5) respectively, with e = e(l1) and e = ece + u) this time. 

5.2. We wish to evaluate the expectation EQ with respect to the dominating 
measure Q of the following modulus of continuity (for a certain p > d) 

rop(i5, L; ~.~+")=sup 1eT(O + u)11P - eT(tJ)11PjP ,. (5.3) 

where sup is taken over e, () + u E e with 10 I ~ L, \8 + ul ~ L and lul ~ 15. 

Theorem 5.1. Let the following Lipschitz type conditions be satisfied: there is a 
bounded function B6 of 0 such that for each 0, 0 + u E 8 

E9 hi:}.2 (e, 0 + u) ~ B11lu\P, E9kr(p; 9, () + u) ~ B11 \u\P (5.4) 

with the expectation relative to the measure P11• 

Then for an even p > d 

EQ(rop(<5,L;~,J1+") ~ B0 sup B8 Ldp15p-d 
llJl<L 

where the constant B0 depends on d and p only. 

Proof. We apply here Theorem 19 in Ibragimov and Has'minskii (1981), Ap
pendix I. All of its conditions are satisfied: the first one in (7), p. 372 by EQeT(O) ~ 1 
and the second one by Theorem 3.2 above which implies 

Pll1· + u' p~) ;;;; CPE9 {h~2 (8, () + u) + kr(p; e, e + u)} ~ CpBalu\P 

in view of (5.1), (5.2) and (5.4). 

5.3. We give some examples of the p-divergence process, where p -~ 2 and p is 
even. Because p is even we use the following equality to construct our examples 
from the corresponding examples for the Hellinger processes of order ix: 

p-1 (p) 
k(p) = - lt~l ( -1)" k h(k/p) 

(see Section 2.1). We take (.0, F) to be the canonical space of all cadlag functions 
w: R+ - R1; X is the "canonical process" Xt(ro) =rot and Fr= a{X.\s ~ t} is 
generated by X (and completed with respect to P and P). We refer to Jacod and 
Shiryaev (1987) for more details. 

Point processes. Our first example deals with point processes (or counting pro
cesses). Let A and A be the compensators of X with respect to the measures P and 
P. Let B be any increasing predictable cadlag process such that dA ..<(dB and 
dA ..<(dB. There are two predictable non-negative processes A. and l such that 

A= )..oB, A= l 0 B (P + P)-a.s. 

Then (cf. Jacod and Shiryaev Theorem IV.4.2) we have 

k(p; P, P) = J).1/P - l 1'PIP 0 B + L I (1 - LIA.)11P - (1 - LIA,)1'PJP. (5.5) 
•;li!t 
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Independent random variables. Our second example deals with discrete case and 
independent random variables (cf. Jacod and Shiryaev, IV.1). Here P (resp. P) is the 
law of a sequence of independent real valued random variables. Suppose that the 
law of n1h coordinate is given by the density J;, (resp. ].) with respect to some 
common measure v. Then we have 

k(p). = L f I fz11P(x) - fi11P (x)IP v(dx). 
t;;;n R 

(5.6) 

Processes with independent increments. We follow again Jacod and Shiryaev (1987) 
IV.4. We assume that the canonical process X is a process with independent 
increments under P (resp. P) and hence its canonical triplet T = (B, C, v) (resp. 
f = (B, C, v)) is deterministic. Suppose now that C = C, put n = v + v and define 

U = dv/dn and (J = dv/dn 
and 

at::::: v({t} x R) and ii1 = v({t} x R). 

Then the p-divergency process has the following version 

k(p) = IUlfp - (jl/plp*n + L 1(1- a.)lfp - (1 - a,)l/PjP. (5.7) 
s~· 

Remark 5.1. We note that one can construct examples of the p-divergency process 
also for general semimartingales using the connection between the p-divergency 
process and Hellinger-processes of order r:x.. This can be done with the help of the 
corresponding examples in Jacod and Shiryaev (1987). We leave this for the 
interested reader. 
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