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#### Abstract

After the introduction of the (theoretically) disappointing quasi-probabilistic models for handling uncertainty in knowledge-based systems, the attention for probability theory as a mathematical foundation for dealing with uncertain information in an artificial intelligence context diminished. Recently however, a new probabilistic trend in reasoning with uncertainty in knowledge-based systems is discernable: several models have been proposed departing from so-called belief networks. Informally speaking, a belief network is a representation of a problem domain, consisting of a graphical model of the statistical variables and their causal interrelationships, and an associated joint probability distribution. In this paper we introduce the notion of a belief network in general and discuss several schemes for updating the joint probability distribution of the network as evidence becomes available.
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## 1. Introduction

In the seventies several quasi-probabilistic models for dealing with uncertain information in rule-based expert systems were proposed, such as the well-known certainty factor model. The incorrectness of these models from a mathematical point of view and an analysis of the problems the researchers were confronted with, led to a world-wide discussion concerning the appropriateness of probability theory for handling uncertainty in a knowledge-based context, [1,2]. Although this discussion has not yet subdued, in the mid-eighties a new trend in probabilistic reasoning in knowledge-based systems is discernable: several (mathematically correct) probabilistic models for handling uncertainty have been proposed, each departing from a graphical representation of a knowledge base, e.g. [3,4,5]. Hereafter such a graphical representation will be called a belief network. Informally speaking, a belief network is a map of the statistical variables discerned in the problem domain and their causal interrelationships. The causal relationships between the statistical variables are quantified by means of 'local' probabilities, together defining a joint probability distribution. The belief network serves as an architecture for performing certain local probabilistic computations during an actual consultation of the knowledge-based system. The phrase belief network has been adopted from J. Pearl, [4]. Several other phrases are used to denote the same concept: D.J. Spiegelhalter uses the phrase causal graph [3], and the phrase influence diagram is used by R.D. Shachter [5]. Statisticians often use the phrase recursive model to denote similar graphical representations of a problem domain, see for example [6,7].

As reasoning with uncertain information is concerned, not only researchers who have chosen probability theory as the mathematical foundation have turned their attention to belief networks; researchers departing from Dempster-Shafer theory have begun to investigate the use of graphical representations of a problem domain as well, see for example [8,9].
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This paper is a theoretical introduction to belief networks. In Section 2 some preliminaries are provided. Section 3 discusses the representation of a problem domain in a belief network in general. In literature, several schemes have been proposed for updating the joint probability distribution of a belief network as evidence becomes available, in which the network serves as a 'computational architecture'; in Section 4 two such schemes are discussed.

## 2. Preliminaries

In this section we introduce several notions from probability theory and graph theory, that will play a central role in the remainder of this paper.

### 2.1. Probability Theory

In an expert system, knowledge concerning the problem domain usually is represented in a special knowledge representation formalism such as production rules or frames. In this paper we do not consider these knowledge representation schemes nor do we discuss the reasoning methods that have been associated with these formalisms. Here, we assume that knowledge is simply represented in the form of statistical variables and their probabilistic interrelationships. We assume that these variables can only take one of two states at a time, thus allowing to view them as logical, propositional variables.

In the following definition the notion of a Boolean algebra of propositions is introduced.
Definition 2.1. Let $\mathscr{A}$ denote a finite set of atomic propositions: $\mathscr{A}=\left\{a_{1}, \ldots, a_{n}\right\}, n \geqslant 1$. Let $\mathscr{B}$ be the free Boolean algebra generated by $\mathscr{A}$ that is,
(1) for all $x \in \mathscr{A}, x \in \mathscr{B}$,
(2) for all $x_{1}, x_{2} \in \mathscr{B}, x_{1} \wedge x_{2} \in \mathscr{B}$ and $x_{1} \vee x_{2} \in \mathscr{B}$, and
(3) for all $x \in \mathscr{B}, \neg x \in \mathscr{B}$.
$\mathscr{B}$ is called the set of Boolean combinations of atomic propositions.
On $\mathscr{B}$ we define a partial order $\leqslant$ : for any $x_{1}, x_{2} \in \mathscr{B}$, we say $x_{1} \leqslant x_{2}$ if $x_{2}=x_{1} \vee x_{2}$ or (equivalently) $x_{1}=x_{1} \wedge x_{2}$.
According to the convention in logic we denote the universal lower bound in the algebra $\mathscr{B}$ by false and the universal upper bound by true.

Since the set $\mathscr{B}$ of Boolean combinations of atomic propositions is a Boolean algebra we have equality according to logical truth tables. It will be obvious that a universal lower bound and upper bound exist. Furthermore, since $\mathscr{B}$ is a free Boolean algebra we have that the atomic propositions $a_{i} \in \mathscr{A}$ are algebraically independent, meaning that each of the $2^{n}$ conjunctions of the form $\bigwedge_{i=1}^{n} A_{i}$, where for $i=1, \ldots, n$, either $A_{i}=a_{i}$ or $A_{i}=\neg a_{i}$, is different from false. In the sequel, we will use lowercase symbols to denote elements of $\mathscr{B}$. An uppercase symbol $A_{i}$ is used to denote a logical variable taking one of the values $a_{i}$ and $\neg a_{i}$. In the sequel, we will often view the Boolean algebra $\mathscr{B}$ as being 'spanned' by a set of logical variables.

In the following definition we introduce the notion of a probability distribution on our Boolean algebra $\mathscr{B}$. For a more general introduction, any introductory textbook on probability theory will suffice.

Definition 2.2. Let $\mathscr{B}$ be the Boolean algebra defined as above. Let $\operatorname{Pr}$ be a function $\operatorname{Pr}: \mathscr{B} \rightarrow[0,1]$ such that
(1) $\operatorname{Pr}$ is positive, that is, for all $x \in \mathscr{B}, \operatorname{Pr}(x) \geqslant 0$, and furthermore $\operatorname{Pr}($ false $)=0$,
(2) $\operatorname{Pr}$ is normed, that is, $\operatorname{Pr}($ true $)=1$, and
(3) $\operatorname{Pr}$ is additive, that is, for all $x_{1}, x_{2} \in \mathscr{B}$, if $x_{1} \wedge x_{2}=$ false then

$$
\operatorname{Pr}\left(x_{1} \vee x_{2}\right)=\operatorname{Pr}\left(x_{1}\right)+\operatorname{Pr}\left(x_{2}\right)
$$

Then, $\operatorname{Pr}$ is called a probability distribution on $\mathscr{B}$. The pair $(\mathscr{X}, \operatorname{Pr})$ is called a probability algebra.
In probability theory we are used to associate probabilities with sets instead of logical propositions. However, it can easily be shown that the probability of an event is equivalent to the probability of the truth of the proposition asserting the occurrence of the event. A probability distribution $\operatorname{Pr}$ on the Boolean algebra defined above therefore has the usual properties.

When $\mathscr{B}$ is viewed as being spanned by a set $A=\left\{A_{1}, \ldots, A_{n}\right\}$ of logical variables, we will speak of a joint probability distribution; a joint probability distribution on the algebra $\mathscr{B}^{\prime} \subseteq \mathscr{B}$ spanned by $A^{\prime} \subseteq A$ will be called a marginal distribution.

The notion of a conditional probability distribution on the Boolean algebra $\mathscr{B}$ is defined in the following definition.

Definition 2.3. Let $(\mathscr{B}, \operatorname{Pr})$ be the probability algebra from Definition 2.2. For each $x, y \in \mathscr{B}$ with $\operatorname{Pr}(y)>0$, the conditional probability of $x$ given $y$, notation: $\operatorname{Pr}(x \mid y)$, is defined as

$$
\operatorname{Pr}(x \mid y)=\frac{\operatorname{Pr}(x \wedge y)}{\operatorname{Pr}(y)}
$$

It can easily be proven that the conditional probabilities given a specific element $y \in \mathscr{B}$ different from false define a probability distribution, i.e. the axioms (1), (2) and (3) from Definition 2.2 hold.

We conclude this subsection with two well-known theorems.
Theorem 2.4. Let $(\mathscr{B}, \operatorname{Pr})$ be the probability algebra from Definition 2.2. Let $x_{i} \in \mathscr{B}$ for $i=1, \ldots, n$. Then, $\operatorname{Pr}\left(x_{1} \wedge \cdots \wedge x_{n}\right)=\operatorname{Pr}\left(x_{n} \mid x_{1} \wedge \cdots \wedge x_{n-1}\right) \cdots \operatorname{Pr}\left(x_{2} \mid x_{1}\right) \cdot \operatorname{Pr}\left(x_{1}\right)$.

Theorem 2.4 is called the chain rule. The following theorem is known as Bayes' Theorem.
Theorem 2.5. Let $(\mathscr{B}, \operatorname{Pr})$ be the probability algebra from Definition 2.2. Let $x, y \in \mathscr{B}$ such that $\operatorname{Pr}(x)>0$ and $\operatorname{Pr}(y)>0$. Then,

$$
\operatorname{Pr}(x \mid y)=\frac{\operatorname{Pr}(y \mid x) \operatorname{Pr}(x)}{\operatorname{Pr}(y)}
$$

### 2.2. Graph Theory

In this section we review some basic notions from graph theory. For further information on graph theory the reader is referred to [ 10,11 ].

Generally, two types of graphs are discerned: undirected graphs and directed ones.
Definition 2.6. An undirected graph $G$ is an ordered pair $G=(V(G), E(G))$, where $V(G)=\left\{V_{1}, \ldots, V_{n}\right\}, n \geqslant 1$, is a finite set of vertices and $E(G)$ is a set of unordered pairs $\left(V_{i}, V_{j}\right)$, $V_{i} \neq V_{j}, V_{i}, V_{j} \in V(G)$, called edges. Two vertices $V_{i}$ and $V_{j}$ are called adjacent or neighbouring vertices in $G$ if $\left(V_{i}, V_{j}\right) \in E(G)$. The set of all neighbours of vertex $V_{i}$ in $G$ is denoted by $\nu_{G}\left(V_{i}\right)$.
$A$ directed graph (or digraph, for short) $G$ is an ordered pair $G=(V(G), A(G)$, where $V(G)=\left\{V_{1}, \ldots, V_{n}\right\}, n \geqslant 1$, is a finite set of vertices and $A(G)$ is a set of ordered pairs $\left(V_{i}, V_{j}\right)$, $V_{i} \neq V_{j}, V_{i}, V_{j} \in V(G)$, called arcs. Vertex $V_{j}$ is called a successor of vertex $V_{i}$ if there is an arc $\left(V_{i}, V_{j}\right) \in A(G)$. The set of all successors of vertex $V_{i}$ in the digraph $G$ is denoted as $\sigma_{G}\left(V_{i}\right)$. Similarly, vertex $V_{i}$ is called a predecessor of vertex $V_{j}$ if there is an arc $\left(V_{i}, V_{j}\right) \in A(G)$. The set of all predecessors of vertex $V_{i}$ is denoted by $\rho_{G}\left(V_{i}\right)$. The set of all neighbours of vertex $V_{i}$ is defined as $\nu_{G}\left(V_{i}\right)=\sigma_{G}\left(V_{i}\right) \cup \rho_{G}\left(V_{i}\right)$.

Definition 2.7. Let $G=(V(G), A(G))$ be a digraph with vertices $V(G)=\left\{V_{1}, \ldots, V_{n}\right\}, n \geqslant 1 . G$ is called a simple digraph if for each $V_{i} \in V(G), V_{i} \notin \sigma_{G}\left(\sigma_{G}\left(V_{i}\right)\right)$.
Let $G=(V(G), A(G))$ be a simple digraph. The underlying graph $G^{\prime}$ of $G$ is the undirected graph $G^{\prime}=\left(V\left(G^{\prime}\right), E\left(G^{\prime}\right)\right)$ where $V\left(G^{\prime}\right)=V(G)$ and $E\left(G^{\prime}\right)$ is obtained from $A(G)$ by replacing each arc $\left(V_{i}, V_{j}\right) \in A(G)$ by its corresponding edge $\left(V_{i}, V_{j}\right)$.

In the following Definition 2.8 some notions are introduced concerning undirected graphs. These notions however can easily be extended to directed graphs by taking the directions of the arcs into account.

Definition 2.8. Let $G=(V(G), E(G))$ be an undirected graph. A path of length $k$ from vertex $V_{0}$ to vertex $V_{k}$ is a sequence of vertices $V_{0}, V_{1}, \ldots, V_{k}$ in $V(G)$ such that $\left(V_{i-1}, V_{i}\right) \in E(G), i=1, \ldots, k$. $A$ cycle is a path $V_{0}, V_{1}, \ldots, V_{k}$ with $V_{0}=V_{k}$. An elementary cycle is a cycle $V_{0}, V_{1}, \ldots, V_{k}=V_{0}$ such that $V_{i} \neq V_{j}, i \neq j, i, j=1, \ldots, k$, that is, an elementary cycle is a cycle in which each node except $V_{0}$ appears only once. A chord or shortcut of an elementary cycle $V_{0}, V_{1}, \ldots, V_{k}=V_{0}$ is an edge $\left(V_{i}, V_{j}\right), i \neq j \pm 1(\bmod k+\mathrm{I})$.
If for each pair of distinct vertices $V_{i}, V_{j} \in V(G)$ there is a path from $V_{i}$ to $V_{j}$ in $G$, then $G$ is called a connected graph; otherwise $G$ is disconnected. $G$ is called a cyclic graph if it contains at least one cycle; a graph without any cycles is called acyclic.

We conclude this section with two more definitions.
DEFINITION 2.9. Let $G=(V(G), E(G))$ be an undirected graph with vertices $V(G)=\left\{V_{1}, \ldots, V_{n}\right\}, n \geqslant 1$. A graph $G^{\prime}=\left(V\left(G^{\prime}\right), E\left(G^{\prime}\right)\right)$ is a subgraph of $G$ if $V\left(G^{\prime}\right) \subseteq V(G)$ and $E\left(G^{\prime}\right) \subseteq E(G)$. A subgraph $G^{\prime}=\left(V\left(G^{\prime}\right), E\left(G^{\prime}\right)\right)$ is a full subgraph of $G$ if for each $\left(V_{i}, V_{j}\right) \in E(G)$ such that $V_{i}, V_{j} \in V\left(G^{\prime}\right)$ we have $\left(V_{i}, V_{j}\right) \in E\left(G^{\prime}\right)$. We say that the full subgraph $G^{\prime}$ is induced by $V\left(G^{\prime}\right)$.
The order of $G$ is the number of vertices in $G$, i.e. $|V(G)|$. The size of $G$ is the number of edges in $G$, i.e. $|E(G)| . G$ is a complete $n$-graph if it has order $n$ and size $\left[\begin{array}{l}n \\ 2\end{array}\right]$, that is, a graph is complete if there exists an edge between each pair of nodes.
A clique in $G$ is a full subgraph $G^{\prime}=\left(V\left(G^{\prime}\right), E\left(G^{\prime}\right)\right)$ of $G$ such that $G^{\prime}$ is complete. $G^{\prime}$ is called a maximal clique if there does not exist a clique $G^{\prime \prime}$ in $G$ with $G^{\prime \prime} \neq G^{\prime}$, such that $G^{\prime}$ is a full subgraph of $G^{\prime \prime}$.

In this paper, we will use the word clique to mean a maximal clique.
Definition 2.10. A tree is an undirected graph $T=(V(T), E(T))$ which is connected and has no cycles.
Let $G=(V(G), E(G))$ be an undirected connected graph. Let $T=(V(T), E(T))$ with $V(T)=V(G)$ and $E(T) \subseteq E(G)$ be a subgraph of $G$ such that $T$ is a tree. Then, $T$ is called a spanning tree of $G$.

## 3. Knowlege Representation in a Belief Network

In Section 2.1 we have remarked that in this paper we do not depart from the knowledge representation schemes generally employed in knowledge-based systems; we assume that knowledge is represented in statistical variables (taken as propositional variables) and their causal interrelationships. In this section we discuss this representation scheme in further detail. We introduce the notion of a belief network informally before giving a formal definition.

Belief networks provide a formalism for representing a problem domain. A belief network comprises two parts: a qualitative representation of the problem domain and an associated quantitative
representation. The qualitative part takes the form of an acyclic directed graph $G=(V(G), A(G))$ with vertices $V(G)=\left\{V_{1}, \ldots, V_{n}\right\}$ and $\operatorname{arcs} A(G)$. Each vertex $V_{i}$ in $V(G)$ represents a statistical variable that can take one of a set of values. In this paper we assume that the statistical variables can take only one of the truth values true or false. We will adhere to the following notational convention: the variable $V_{i}$ taking the truth value true will be denoted by $v_{i} ; V_{i}=$ false will be denoted by $\neg v_{i}$. We take an $\operatorname{arc}\left(V_{i}, V_{j}\right) \in A(G)$ to represent a direct 'causal' relationship between the variables $V_{i}$ and $V_{j}$ : the arc $\left(V_{i}, V_{j}\right)$ is interpreted as stating that ' $V_{i}$ directly causes $V_{j}$ '. Absence of an arc between two vertices means that the corresponding variables do not influence each other directly. We take the digraph to be configured by human judgment; hence the phrase belief network. Note that indirect influences can be read from the figure.

Associated with the digraph is a numerical assessment of the strengths of the represented relationships: with each vertex is associated a set of (conditional) probabilities describing the influence of the values of the predecessors of the vertex, on the value of the vertex itself. So, with a vertex $V_{i}$ with $m$ predecessors are associated $2^{m}$ (conditional) probabilities of the form $P\left(v_{i} \mid c\right)$ for all possible combinations $c$ of values of the predecessors of $V_{i}$ in the digraph. These 'local' probabilities are assumed to contain all information necessary for defining a unique joint probability distribution on the variables.

The following example illustrates these notions. Whenever possible, this example will be used throughout this paper as the running example; it has been taken from Lauritzen and Spiegelhalter, [12].

Example 3.1. Consider the acyclic digraph $G$ shown in Figure 3.1. We assume that this graph has been configured by an expert who for example observed that the value of the variable $V_{2}$ is only dependent directly upon the value of the variable $V_{\mathrm{I}}$.


Figure 3.1. An acyclic digraph $G$.
From the figure we for example read that the value of the variable $V_{\mathrm{I}}$ does not influence the value of the variable $V_{6}$ directly, but only through the value of $V_{2}$.

Corresponding with this digraph $G$ the expert has assessed eighteen probabilities:

$$
\begin{aligned}
& \operatorname{Pr}\left(v_{1}\right) \\
& \operatorname{Pr}\left(v_{2} \mid v_{1}\right) \text { and } \operatorname{Pr}\left(v_{2} \mid \neg v_{1}\right) \\
& \operatorname{Pr}\left(v_{3}\right) \\
& \operatorname{Pr}\left(v_{4} \mid v_{3}\right) \text { and } \operatorname{Pr}\left(v_{4} \mid \neg v_{3}\right) \\
& \operatorname{Pr}\left(v_{5} \mid v_{3}\right) \text { and } \operatorname{Pr}\left(v_{5} \mid \neg v_{3}\right) \\
& \operatorname{Pr}\left(v_{6} \mid v_{2} \wedge v_{4}\right), \operatorname{Pr}\left(v_{6} \mid v_{2} \wedge \neg v_{4}\right), \operatorname{Pr}\left(v_{6} \mid \neg v_{2} \wedge v_{4}\right) \text { and } \operatorname{Pr}\left(v_{6} \mid \neg v_{2} \wedge \neg v_{4}\right) \\
& \operatorname{Pr}\left(v_{7} \mid v_{5} \wedge v_{6}\right), \operatorname{Pr}\left(v_{7} \mid v_{5} \wedge \neg v_{6}\right), \operatorname{Pr}\left(v_{7} \mid \neg v_{5} \wedge v_{6}\right) \text { and } \operatorname{Pr}\left(v_{7} \mid \neg v_{5} \wedge \neg v_{6}\right) \\
& \operatorname{Pr}\left(v_{8} \mid v_{6}\right) \text { and } \operatorname{Pr}\left(v_{8} \mid \neg v_{6}\right)
\end{aligned}
$$

Note that from these probabilities we can uniquely compute the complementary probabilities; for example $\operatorname{Pr}\left(\neg v_{4} \mid v_{3}\right)$ is computed using $\operatorname{Pr}\left(\neg v_{4} \mid v_{3}\right)=1-\operatorname{Pr}\left(v_{4} \mid v_{3}\right)$.

The graph is assumed to represent all dependencies between the statistical variables, so that the joint probability distribution $\operatorname{Pr}\left(V_{1} \wedge \cdots \wedge V_{8}\right)$ can be expressed as the product

$$
\begin{aligned}
\operatorname{Pr}\left(V_{1} \wedge \cdots \wedge V_{8}\right) & =\operatorname{Pr}\left(V_{8} \mid V_{1} \wedge \cdots \wedge V_{7}\right) \cdot \operatorname{Pr}\left(V_{7} \mid V_{1} \wedge \cdots \wedge V_{6}\right) \cdot \operatorname{Pr}\left(V_{6} \mid V_{1} \wedge \cdots \wedge V_{5}\right) \cdot \cdots \cdot \operatorname{Pr}\left(V_{1}\right)= \\
& =\operatorname{Pr}\left(V_{8} \mid V_{6}\right) \cdot \operatorname{Pr}\left(V_{7} \mid V_{5} \wedge V_{6}\right) \cdot \operatorname{Pr}\left(V_{6} \mid V_{2} \wedge V_{4}\right) \cdot \operatorname{Pr}\left(V_{5} \mid V_{3}\right) \cdot \operatorname{Pr}\left(V_{4} \mid V_{3}\right) \cdot \operatorname{Pr}\left(V_{3}\right) \cdot \operatorname{Pr}\left(V_{2} \mid V_{1}\right) \cdot \operatorname{Pr}\left(V_{1}\right)
\end{aligned}
$$

This equation is a kind of template: an actual probability can be obtained by filling in values for the statistical variables $V_{1}$ through $V_{8}$. So, for example $\operatorname{Pr}\left(\nu_{1} \wedge \cdots \wedge v_{8}\right)$ may be obtained by substituting the value $v_{i}$ for each variable $V_{i}$, and then computing the resulting product on the righthand side from the initially assessed probabilities. Note that only eighteen probabilities suffice for specifying a joint probability distribution over eight variables.

Definition 3.3 provides a formal definition of a belief network. Some preliminary notions are introduced in Definition 3.2.

DeFinition 3.2. Let $G=(V(G), A(G))$ be an acyclic directed graph with vertices $V(G)=\left\{V_{1}, \ldots, V_{n}\right\}, n \geqslant 1$, and arcs $A(G)$. Let each $V_{i} \in V(G)$ have associated a state space $\Omega_{V_{i}}=\left\{v_{i}, \neg v_{i}\right\}$. A conjunction $c_{V^{\prime}}={\widehat{V_{i} \in V^{\prime}}}^{V_{V_{i}}}, c_{V_{1}} \in \Omega_{V_{i}}, V^{\prime} \subseteq V(G)$, is called a configuration of $V^{\prime}$. In the sequel, we use $C_{V^{\prime}}$ to denote the conjunction $C_{V^{\prime}}={\widehat{V} \in V^{\prime}}^{V_{i} ;} C_{V^{\prime}}$ is called a configuration template.

Note that from a configuration template $C_{V^{\prime}}$ we may obtain any actual configuration $c_{V^{\prime}}$ of $V^{\prime}$ by filling in an appropriate value from the state space for each variable mentioned in the template.

Definition 3.3. $A$ belief network is a tuple $B=(G, \Gamma)$ such that
(1) $\quad G=(V(G), A(G))$ is an acyclic digraph with vertices $V(G)=\left\{V_{\mathrm{I}}, \ldots, V_{n}\right\}, n \geqslant 1$, and arcs $A(G)$, representing directed conditional dependency relationships, and
(2) $\Gamma=\left\{\gamma_{V_{i}} \mid V_{i} \in V(G)\right\}$ is a set of conditional probability vectors $\gamma_{V_{i}}$, where each $\gamma_{V_{1}}$ is a realvalued vector with $2^{\left|\rho\left(V_{i}\right)\right|+1}$ components $\gamma_{V_{i}}\left(v_{i} \mid c_{\rho\left(V_{i}\right)}\right)$ and $\gamma_{V_{i}}\left(\neg v_{i} \mid c_{\rho\left(V_{i}\right)}\right)$, such that $\gamma_{V_{i}}\left(v_{i} \mid c_{\rho\left(V_{i}\right)}\right), \gamma_{V_{i}}\left(\neg v_{i} \mid c_{\rho\left(V_{i}\right)}\right) \geqslant 0$, and $\gamma_{V_{1}}\left(\neg v_{i} \mid c_{\rho\left(V_{i}\right)}\right)=1-\gamma_{V_{i}}\left(v_{i} \mid c_{\rho\left(V_{i}\right)}\right)$, for each $V_{i} \in V_{( }(G)$ and each configuration $c_{p\left(V_{i}\right)}$ of $\rho\left(V_{i}\right)$.

The following lemma states that under the independency assumptions represented in the graphical part of the belief network, the initially assessed conditional probability vectors define a unique joint probability distribution.

Lemma 3.4. Let $B=(G, \Gamma)$ be a belief network defined as above, where $G$ is an acyclic digraph with $n$ vertices, $n \geqslant 1$. Then,

$$
\operatorname{Pr}\left(V_{\mathrm{I}} \wedge \cdots \wedge V_{n}\right)=\prod_{i=1, \ldots, n} \gamma_{V_{1}}\left(V_{i} \mid C_{\rho\left(V_{1}\right)}\right)
$$

constitutes a joint probability distribution on $V(G)$.
Proof. A digraph without directed cycles allows at least one ordering of its vertices such that any successor of a vertex in the graph follows it in the ordering. It follows that there is an ordering of the statistical variables such that in applying the chain rule each variable is conditioned only on the variables preceding it in the ordering. Choosing an appropriate ordering of $V(G)$, the conditional independency relationships represented in $G$ can be exploited. By taking $\operatorname{Pr}\left(V_{i} \mid C_{\rho\left(V_{i}\right)}\right)=\gamma_{V_{i}}\left(V_{i} \mid C_{\rho\left(V_{i}\right)}\right)$ for each $V_{i} \in V(G)$, the property stated in the lemma follows immediately. For further details, see [7].

Note that the representation of uncertainty in factors which are local to expressions giving a qualitative description of the domain, closely resembles the approach followed in the quasiprobabilistic models for dealing with uncertainty in rule-based systems, in which the production rules constitute the qualitative representation of the domain.

## 4. Evidence Propagation in a Belief Network

In the preceding section we have introduced the notion of a belief network, consisting of a qualitative representation of the problem domain and a quantitative one. We have seen that the quantitative part of such a belief network is a representation of a joint probability distribution in terms of 'local' factors: the initially given conditional probability vectors describe the joint probability distribution locally for each vertex and its predecessors in the digraph, that is, locally in terms of the qualitative representation of the problem domain.

Since a joint probability distribution on the variables is uniquely defined by the conditional probability vectors, the impact of a value of a specific variable becoming known, on each of the other variables can be computed from these local factors. Calculation of an updated probability from the joint probability distribution in a straightforward manner however, will generally not be restricted to performing computations which are local in terms of the causal graph. In literature therefore, several less naive schemes for updating a joint probability distribution as evidence becomes available have been proposed. Although all schemes proposed for evidence propagation are based on (Bayesian) probability theory, they differ considerably in concept and in computational efficiency. It should be noted that in general probabilistic inference in belief networks without any restrictions is NP-hard, [13].
R.D. Shachter has presented a method for propagating the impact of a specified set of observed variables to a set of variables of interest. The general idea of his method is to eliminate vertices from the original graph without changing the (updated) joint probability distribution; the topology of the graph is modified using a sequence of arc reversals, and vertex removals and additions, [5]. For each subsequent propagation of evidence again such a sequence of graph modifications has to be performed. The problem of optimizing a sequence of graph modifications has been further investigated, see for example [14].
J. Pearl and J.H. Kim in [15] depart from a singly connected digraph, which is a restricted type of acyclic digraph. Their method for propagating evidence leaves the original graphical representation of the problem domain unchanged. Updating the joint probability distribution essentially entails each variable, that is, each vertex, updating the joint probability distribution locally from messages it receives from its neighbours in the digraph, that is, from its predecessors as well as its successors, and then in turn sending new, updated messages to them. In his later work [4], Pearl proposes additional schemes for coping with (undirected) cycles.
D.J. Spiegelhalter and S.L. Lauritzen have presented another, elegant scheme for evidence
propagation, $[3,12]$. They have observed that updating the joint probability distribution as evidence becomes available will entail going against the 'directed' conditional probabilities. They concluded that the directed graphical representation of a belief network is not suitable as an architecture for propagating evidence. This observation amongst other ones motivated an initial transformation of the belief network into an undirected graphical and probabilistic representation of the problem domain. This new representation allows for an efficient scheme for evidence propagation in which the computations to be performed are local to small sets of variables. For this purpose, Spiegelhalter and Lauritzen make use of the existing statistical theory of Markov random fields, [16].
In this paper we do not discuss Shachter's work. The work of Pearl and Kim will be dealt with briefly in Subsection 4.1. The work of Spiegelhalter and Lauritzen will be treated in some detail in Subsection 4.2.

### 4.1. The Scheme For Evidence Propagation Proposed by Pearl and Kim

One of the earliest schemes for propagating evidence in a belief network was proposed by J. Pearl and J.H. Kim. Their method as presented in [15], however, is not able to deal with belief networks as general as defined in the preceding section: Pearl and Kim depart from a restricted type of belief network in which the graphical part is a singly connected digraph.

Definition 4.1. A directed graph $G$ is called singly connected if the underlying graph of $G$ is acyclic.
A singly connected digraph sometimes is called a generalized Chow tree, [15], or a causal polytree, [4]. Note that the digraph shown in Figure 3.1 is not singly connected.

For evidence propagation in such a restricted type of belief network, Pearl and Kim have exploited the following topological property of a singly connected digraph explicitly: the removal of any arc from a singly connected digraph $G$ splits it up into two separate components. This property is stated more formally in the following lemma.

Lemma 4.2. Let $G$ be a singly connected digraph. Any graph $G^{\prime}$ obtained by deleting an arbitrary arc from $G$ is disconnected.

From this lemma we have that in a singly connected digraph $G$ we can identify for a vertex $V$ with $m$ neighbours, $m$ connected subgraphs of $G$ each containing a neighbour of $V$ such that after removal of $V$ from $G$ there does not exist a path from one such subgraph to another one.

Definition 4.3. Let $G=(V(G), A(G))$ be a singly connected digraph. Let $V \in V(G)$. For each $V_{i} \in \rho(V)$ let $G_{V_{i}}^{\rho}=\left(V\left(G_{V_{i}}^{\rho}\right), A\left(G_{V_{i}}^{\rho}\right)\right)$ such that $V\left(G_{V_{i}}^{\rho}\right)=V(G)$ and $A\left(G_{V_{i}}^{\rho}\right)=A(G) \backslash\left\{\left(V_{i}, V\right)\right\}$. The component of $G_{V}^{p}$ containing $V_{i}$, denoted by $G_{(V, V)}^{+}$, is called an upper graph of $V$.
For each $\quad V_{j} \in \sigma(V)$, let $\quad G_{V_{j}}^{o}=\left(V\left(G_{V_{j}}^{o}\right), A\left(G_{V_{j}}^{\sigma}\right)\right)$ such that $V\left(G_{V_{j}}^{q}\right)=V(G)$ and $A\left(G_{V_{j}}^{o}\right)=A(G) \backslash\left\{\left(V, V_{j}\right)\right\}$. The component of $G_{V_{j}}^{o}$ containing $V_{j}$, denoted by $G_{\left(V, V_{j}\right)}^{-}$, is called a lower graph of $V$.
We say that $V$ partitions $G$ into $\left\{G_{\left(V_{l}, V\right)}^{+} \mid V_{i} \in \rho(V)\right\} \cup\left\{G_{\left(V, V_{j}\right)}^{-} \mid V_{j} \in \sigma(V)\right\}$.
The following example illustrates the idea; the example has been taken from [15] and adapted to our notational convention.

Example 4.4. Consider Figure 4.1 showing a part of a singly connected digraph $G$. The vertex $V_{0}$ has four neighbours $V_{1}, \ldots, V_{4}$. $V_{0}$ therefore partitions $G$ into four subgraphs: the two upper graphs $G_{\left(V_{1}, V_{0}\right)}^{+}$and $G_{\left(V_{2}, V_{0}\right)}^{+}$, and the two lower graphs $G_{\left(V_{0}, V_{3}\right)}^{-}$and $G_{\left(V_{0}, V_{4}\right)}^{-}$.


Figure 4.1. $V_{0}$ partitioning the singly connected digraph $G$.
In general we have at any time during a consultation in which evidence becomes available, that the actual probabilities of the values of a vertex $V$ in a singly connected digraph $G$ are dependent upon the information from its upper and lower graphs, that is, upon all data observed so far. Before discussing this in detail, we introduce some new notations.

In the remainder of this subsection, we will frequently encounter the situation in which some of the statistical variables in the digraph are known to have a specific value. In these situations we (ambiguously) use the notation $C_{V}$ to denote a partial configuration of a set $V$. In such a partial configuration, some variables have been 'instantiated' with a value and some have not, that is, we take $C_{V}=\left[{\hat{V}, \hat{V^{\prime}}}^{c_{V_{i}}}\right] \wedge\left[\hat{V}_{1} \in V^{\prime \prime} V_{j}\right], V^{\prime} \cap V^{\prime \prime}=\varnothing, V^{\prime} \cup V^{\prime \prime}=V$; we define $\left[C_{V}\right]$ by $\left[C_{V}\right]=c_{V^{\prime}}$ if $V^{\prime} \neq \varnothing$, and $\left[C_{V}\right]=$ true otherwise. Furthermore, we will frequently identify upper and lower graphs with their vertex sets, as long as ambiguity cannot occur.

It will be evident that at any time during a consultation the probability distribution for the values of an 'interior' uninstantiated vertex $V \in V(G)$ equals the conditional probability distribution $\operatorname{Pr}\left(V \mid\left[C_{G^{+}} \wedge C_{G^{-}}\right]\right)$where $C_{G^{+}}=\widehat{V,} \in(V) C_{G_{(V, n}}$ and $C_{G^{-}}=\widehat{V,} \in(V) C_{G_{(V, v)}^{-}}$. From Bayes' Theorem and the independence relationships represented in $G$ we have

$$
\begin{aligned}
& \operatorname{Pr}\left(V \mid\left[C_{G^{+}} \wedge C_{G^{-}}\right]\right)=\alpha \cdot \operatorname{Pr}\left(\left[C_{G^{-}}\right] \mid V\right) \cdot \operatorname{Pr}\left(V \mid\left[C_{G^{+}}\right]\right)= \\
& =\alpha \cdot \prod_{V_{i} \in \sigma(V)} \operatorname{Pr}\left(\left[C_{G_{V, V, V}}^{-}\right] \mid V\right) \cdot \operatorname{Pr}\left(V \mid\left[C_{G^{+}}\right]\right)= \\
& =\alpha \cdot \prod_{V, G(V)} \operatorname{Pr}\left(\left[C_{\left.G_{G}^{-}, V_{1}\right)}\right] \mid V\right) \cdot\left(\sum_{c_{\alpha n}} \operatorname{Pr}\left(V \mid c_{\rho(V)}\right) \cdot \operatorname{Pr}\left(c_{\rho(V)} \mid\left[C_{G^{+}}\right]\right)\right]= \\
& =\alpha \cdot \prod_{V_{i} \in q(V)} \operatorname{Pr}\left(\left[C_{G_{\left(V, V_{i}\right.}^{-}}\right] \mid V\right) \cdot\left[\sum_{c_{\alpha n}} \operatorname{Pr}\left(V \mid c_{\rho(V)}\right) \cdot \prod_{c_{v}, i n c_{\alpha n}} \operatorname{Pr}\left(c_{V_{j}} \mid\left[C_{G_{\sigma_{j}, n}^{+}}\right]\right)\right] \text {, }
\end{aligned}
$$

where $\alpha$ is a normalization constant. The last two equalities are obtained by first conditioning on all configurations of the set $\rho(V)$ of predecessors of $V$ and then using the independency relationships shown in the graph.

Recall that the values $\operatorname{Pr}\left(V \mid c_{\rho(V)}\right)$ have been specified initially in the conditional probability vector $\gamma_{V}$. So, if $V$ obtains the probabilities $\operatorname{Pr}\left(\left[C_{G_{\left(V, V_{0}\right.}^{-}}\right] \mid V\right)$ from its successors $V_{i}$, and the probability $\operatorname{Pr}\left(c_{V} \mid\left[C_{G_{v, n}}\right]\right)$ from each of its predecessors $V_{j}$, then the vertex $V$ is able to locally compute the probability distribution for its values.

Definition 4.5. Let $G=(V(G), A(G))$ be a singly connected digraph. Let Pr be a joint probability distribution on $V(G)$.
Let $V \in V(G)$ such that $\rho(V) \neq \varnothing$. Furthermore, let $G_{\left(V_{j}, V\right.}^{+}, V_{j} \in \rho(V)$, be an upper graph of $V$. Then, we define $\pi_{V}\left(V_{j}\right)=\operatorname{Pr}\left(V_{j} \mid\left[C_{G_{v, n}^{+}}\right]\right) . \pi_{V}\left(V_{j}\right)$ is called the causal evidence parameter from $V_{j}$ to $V$.
Now let $V \in V(G)$ such that $\sigma(V) \neq \varnothing$. Let $G_{\left(V, V_{i}\right),}^{-}, V_{i} \in \sigma(V)$, be a lower graph of $V$. Then, we define $\lambda_{V_{i}}(V)=\operatorname{Pr}\left(\left[C_{G_{V, V_{1}}^{-}}\right] \mid V\right) . \lambda_{V_{i}}(V)$ is called the diagnostic evidence parameter from $V_{i}$ to $V$.

Note that before any evidence has been propagated, the causal evidence parameter that a vertex having no predecessors sends to its successors, equals the prior probability distribution for its values; furthermore, the diagnostic evidence parameter that a vertex having no successors sends to its predecessors, is a constant function yielding the function value 1 for all arguments.

The $\pi$ and $\lambda$ parameters can be viewed as being associated with the arcs in the singly connected digraph; Figure 4.2 for example shows the parameters which are associated with the digraph from Figure 4.1.

Lemma 4.6 now follows from our observations and the preceding definition.
Lemma 4.6. Let $B=(G, \Gamma)$ be a belief network defined as in Definition 3.3, such that $G=(V(G), A(G))$ is a singly connected digraph. Let the $\pi$ and $\lambda$ parameters be defined according to Definition 4.5. Now, let $V \in V(G)$ be an uninstantiated vertex partitioning $G$ into $\left\{G_{\left(V_{j}, V\right)}^{+} \mid V_{j} \in \rho(V)\right\} \cup\left\{G_{\left(V, V_{i}\right)}^{-} \mid V_{i} \in \sigma(V)\right\}$. Then,

$$
\operatorname{Pr}\left(V \mid\left[C_{G^{+}} \wedge C_{G^{-}}\right]\right)=\alpha \cdot \prod_{V_{1} \in \sigma(V)} \lambda_{V_{1}}(V) \cdot\left(\sum_{c_{\alpha n}} \gamma_{V}\left(V \mid c_{\rho(V)}\right) \cdot \prod_{c_{V j} \text { in } c_{\alpha n}} \pi_{V}\left(c_{V_{j}}\right)\right),
$$

where $\alpha$ is a normalization constant.
Consider the statement from Lemma 4.6 once more. If the vertex $V$ has no upper graphs, then it will be evident that the probability distribution for the values of $V$ does not involve the $\pi$ parameters; for a vertex $V$ having no lower graphs the probability distribution for its values does not involve the $\lambda$ parameters.

Now suppose that evidence becomes available that a certain variable $V \in V(G)$ has a certain


Figure 4.2. The $\pi-\lambda$ parameters associated with the singly connected digraph $\boldsymbol{G}$.
value. This evidence causes that variable $V$ to update the joint probability distribution for its values locally. From its new knowledge about the joint probability distribution, $V$ computes the proper $\pi$ and $\lambda$ parameters to be sent to its neighbours. $V$ 's neighbours subsequently are forced to update their knowledge about the joint probability distribution and to send new parameters to their neighbours in turn. After the initial updating of the joint probability distribution by $V$, the updating of all parameters is governed by the properties stated in Lemma 4.7.

Lemma 4.7. Let $B=(G, \Gamma)$ be a belief network such that $G=(V(G), A(G))$ is a singly connected digraph. Let the $\pi$ and $\lambda$ parameters be defined according to Definition 4.5. Let $V \in V(G)$. Then, the following properties hold:

$$
\begin{equation*}
\pi_{V_{k}}(V)=\alpha \cdot \prod_{\substack{V_{i} \in \alpha(V) \\ i \neq k}} \lambda_{V_{i}}(V) \cdot\left[\sum_{c_{\alpha n}=\sum_{V, \hat{\alpha}_{\alpha} n} c_{V_{j}}} \gamma_{V}\left(V \mid c_{\rho(V)}\right) \cdot \prod_{c_{v_{j}} \text { in } c_{\alpha n}} \pi_{V}\left(c_{V_{j}}\right)\right] \tag{1}
\end{equation*}
$$

for each $V_{k} \in \sigma(V)$, where $\alpha$ is a normalization constant.
for each $V_{k} \in \rho(V)$, where $\alpha$ is a normalization constant.
Proof. The lemma can easily be proven using Definition 4.5, the topological properties of the singly connected digraph $G$ and the independency relationships between the statistical variables represented in $G$. For a more detailed discussion of the properties stated in the lemma, see [4].

Lemma 4.7 shows how evidence, once entered, is propagated through the belief network. The properties mentioned in the lemma show that any change in the causal parameter $\pi$ associated with a specific arc of the digraph does not affect the diagnostic parameter $\lambda$ on the same arc, and vice versa. Pearl argues [4], that any perturbation in the joint probability distribution in response to new evidence spreads through the digraph in a single pass, since the perturbation is absorbed without reflection at the 'boundary' vertices with either one outgoing or one incoming arc (note that every singly connected digraph must have at least two such vertices).
It remains to be discussed how a piece of evidence may be entered into the network. In [4], Pearl suggests an elegant way for entering evidence: if evidence has become available that the variable $V$ has the value $v$ (or $\neg v$ alternatively), then a dummy successor $W$ of $V$ is temporarily added to the digraph sending a diagnostic parameter $\lambda_{W}(V)$ to $V$ such that $\lambda_{W}(v)=I$ and $\lambda_{W}(\neg v)=0$ (or vice versa if the value $\neg v$ has been observed).
We have mentioned before that the method for reasoning with belief networks presented by Pearl and Kim is not as general as the one presented by Spiegelhalter and Lauritzen which is to be discussed in the following subsection; the method is not able to deal with loops (cycles in the underlying graph of the acyclic digraph of the belief network). For a non-trivial application however, one may expect that the digraph contains one or more such loops. In fact, Jensen et al. [I7] have encountered this problem in developing the MUNIN system (a medical expert system for electromyography), in which the method of Pearl and Kim is employed: the originally assessed digraph contained loops. Jensen et al. solved the problem by transforming the original graph into a singly connected digraph by combining several vertices into compound vertices, a method known as clustering, and by removing 'weak' arcs. Pearl also suggests clustering as a method of handling loops; he further introduces the method of conditioning on value combinations of vertices that decomposes the digraph into a singly connected digraph and then averaging over the results obtained. For further details the reader is referred once more to [4].

### 4.2. The Scheme Presented by Spiegelhalter and Lauritzen

The scheme for evidence propagation presented by Spiegelhalter and Lauritzen departs from an undirected graphical and probabilistic representation of the problem domain. Their scheme has been inspired by the existing statistical theory of Markov random fields, and more in specific, by the theory of graphical models (i.e. probabilistic models that can be represented by an undirected graph) in contingency tables, see for example [16]. To be able to exploit this theory, the original directed belief network (or recursive model as probabilistic models that can be represented by a directed graph are generally called in statistics) is transformed initially into an undirected so-called decomposable belief network, consisting of a decomposable graph and a set of marginal distributions on the cliques of this graph. In Definition 4.8 we introduce the notion of a decomposable graph; a decomposable belief network is defined in Definition 4.9.

Definition 4.8. Let $G$ be an undirected graph. $G$ is a decomposable graph if all elementary cycles of length $k \geqslant 4$ possess a chord. The set of all cliques in $G$, denoted by $\mathrm{Cl}(\mathrm{G})$, is called the clique set of $G$.

Decomposable graphs are also called triangulated graphs, [II,12]. The term decomposable has been
adopted from [18]. In the sequel, we will identify a clique $C l_{i} \in C l(G)$ with its vertex set, and write $C l_{i}$ instead of $V\left(C l_{i}\right)$, as long as ambiguity cannot occur.

Definition 4.9. $A$ decomposable belief network is a tuple $B=(G, M)$ such that
(1) $G$ is a decomposable graph with a clique set $\mathrm{Cl}(G)=\left\{C l_{1}, \ldots, C l_{m}\right\}, m \geqslant 1$, and
$\mathrm{M}=\left\{\mu_{C_{1}} \mid C_{l_{i}} \in C l(G)\right\}$ is a set of marginal distributions $\mu_{C_{1}}\left(C_{C_{l}}\right)$ on the cliques $C l_{i}$ of $G$, such that for each $C l_{i}, C l_{j} \in \operatorname{Cl}(G)$ with $C l_{i} \cap C l_{j} \neq \varnothing$ we have $\mu_{C_{1}}\left(C_{C_{1} \cap l_{l}}\right)=\mu_{C l l_{l}}\left(C_{C_{l} \cap C_{l}}\right)$.

Consider the previous definition once more. Note that for each $C l_{i}, \mathrm{Cl}_{j} \in \mathrm{Cl}(G)$ with $C l_{i} \cap C l_{j} \neq \varnothing$, we may obtain $\mu_{C_{l}}\left(C_{C_{l} \cap C_{l}}\right)$ from $\mu_{C_{1}}\left(C_{C_{l}}\right)$ by further marginalization, that is, by
 Darroch et al. [16] have proven that in a decomposable belief network, the set $M$ of clique marginals uniquely defines a joint probability distribution. Here, we merely mention this property; in Subsection 4.2.2 we will discuss the property in further detail.
The transformation of the originally assessed belief network into a decomposable belief network comprises several steps, as shown in Figure 4.3: the graphical representation of the belief network is transformed into a decomposable graph and from the probabilistic part of the network a new representation of the joint probability distribution in terms of marginal distributions on the cliques of the decomposable graph is obtained. The overall transformation essentially comprises two steps:
(1) Transform the initial belief network into a moral belief network consisting of a moral graph and an associated local representation of the joint probability distribution in evidence potentials.
(2) Transform the moral belief network into a decomposable belief network consisting of a decomposable graph and an associated local representation of the joint probability distribution in clique marginals.
These steps will be discussed in the Subsections 4.2.1 and 4.2.2 respectively. Subsection 4.2.3 will deal with the actual scheme for evidence propagation.

### 4.2.1. The moral belief network

Spiegelhalter has pointed out that 'the class of recursive models and the class of graphical models intersect in the class of decomposable models, and a recursive model is a member of this intersection provided it does not have two non-adjacent vertices both preceding the same vertex', ([3], p. 51; the statement has been proven in [6]), thus providing a motivation and means for the construction of the graphical part of the moral belief network.
Consider a belief network $B=(G, \Gamma)$ as defined in Section 3. Informally speaking, the moral graph $G_{M}$ of the digraph $G$ is obtained by first adding arcs to $G$ such that no vertex in $V(G)$ has nonadjacent predecessors, and subsequently dropping the directions of the arcs. The moral graph of an acyclic digraph is defined formally in the following definition.

Defintion 4.10. Let $G=(V(G), A(G))$ be an acyclic directed graph with vertices $V(G)=\left\{V_{1}, \ldots, V_{n}\right\}, n \geqslant 1$, and arcs $A(G)$. Let $G^{\prime}$ be the simple digraph $G^{\prime}=\left(V\left(G^{\prime}\right), A\left(G^{\prime}\right)\right)$ such that $V\left(G^{\prime}\right)=V(G) \quad$ and $A\left(G^{\prime}\right)=A(G) \cup\left\{\left(V_{i}, V_{j}\right) \mid\right.$ there is an index $k$ such that $V_{i}, V_{j} \in \rho\left(V_{k}\right)$ and $\left.\left(V_{i}, V_{j}\right),\left(V_{j}, V_{i}\right) \notin A(G)\right\}$. The moral graph $G_{M}$ of $G$ is defined as the underlying graph of $G^{\prime}$.

The construction of the moral graph for our running example is demonstrated below.
Example 4.11. Consider the acyclic digraph $G$ from Figure 3.1 once more. Upon successively examining the vertices $V_{1}$ through $V_{8}$ we find that the predecessors of vertex $V_{6}$, that is, the vertices $V_{2}$ and $V_{4}$, are not adjacent, and that the same holds for the predecessors of vertex $V_{7}$. We


Figure 4.3. Transformation of the original belief network.
therefore add the arcs $\left(V_{2}, V_{4}\right)$ and $\left(V_{5}, V_{6}\right)$ to $G$. Note that the directions of these arcs are irrelevant since we will drop all directions subsequently. The construction of the moral graph $G_{M}$ of $G$ is shown in Figure 4.4.

LEMMA 4.12. Let $G=(V(G), A(G))$ be an acyclic directed graph with vertices $V(G)=\left\{V_{\mathrm{i}}, \ldots, V_{n}\right\}, n \geqslant \mathrm{I}$. Let $V_{i}^{\rho}=V_{i} \cup \rho\left(V_{i}\right)$ for each $V_{i} \in V(G)$. Furthermore, let $G_{M}$ be the moral graph of $G$ as defined above. Then for each $V_{i} \in V(G)$, the full subgraph of $G_{M}$ induced by $V_{i}{ }^{\boldsymbol{p}}$ is complete.

For the qualitative part of the original belief network, we now have obtained an undirected


Figure 4.4. Construction of the moral graph $G_{M}$.
representation. This undirected graph again demonstrates certain independency relationships between the statistical variables. The following example shows that some of the initially assessed independencies are no longer visible explicitly in the moral graph. The arcs that were added to the original graph therefore should be taken as a kind of 'dummy' relationships.

Example 4.13. Consider the graphs shown in Figure 4.5(a) - (d). The digraph (a) for example represents independency of the variables $V_{1}$ and $V_{2}$; this independency however is no longer represented explicitly in the corresponding moral graph (d). The three digraphs (a) - (c) represent different probabilistic relationships between the variables $V_{1}, V_{2}$ and $V_{3}$ : (b) for example shows independency of $V_{1}$ and $V_{3}$. All three digraphs nevertheless have the same moral graph.

For the moral graph, we now obtain an 'undirected' representation of the initially given joint probability distribution. This new representation is based on the notion of an evidence potential, a real-valued nonnegative function the values of which only depend on the configurations of small sets of vertices.

Definition 4.14 introduces these evidence potentials and the resulting moral belief network.
Definition 4.14. Let $B=(G, \Gamma)$ be a belief network as defined in Definition 3.3. Let for each $V_{i} \in V(G), V_{i}^{\rho}$ be defined as $V_{i}^{\rho}=V_{i} \cup \rho\left(V_{i}\right)$. The moral belief network $B_{M}$ derived from $B$ is the tuple $B_{M}=\left(G_{M}, \Psi\right)$ where
(1) $G_{M}$ is the moral graph of $G$ as defined in Definition 4.10, and
(2) $\Psi=\left\{\psi_{V_{i}^{\prime}} \mid V_{i} \in V(G)\right\}$ is the set of evidence potentials $\psi_{V_{i}^{*}}$, where each $\psi_{V_{i}^{\prime}}$ is the real-valued non-negative function defined by $\psi_{V_{i}}\left(C_{V_{i}^{*}}\right)=\gamma_{V_{i}}\left(V_{i} \mid C_{\rho\left(V_{i}\right)}\right), C_{V_{i}^{*}}=V_{i} \wedge C_{p\left(V_{i}\right)}$.

An evidence potential can be viewed as the proportional contribution of the indicated set of variables to the joint probability distribution.

Example 4.15. Consider the acyclic digraph $G$ from Figure 3.1 once more and its corresponding

(a)

(b)

(c)

(d)

Figure 4.5. Three digraphs having the same moral graph.
moral graph $G_{M}$ as shown in Figure 4.4(b). We obtain the following representation of the joint probability distribution in terms of evidence potentials from the conditional probability vectors associated with $G$ :

$$
\begin{array}{ll}
\psi_{\left(V_{3}\right)}\left(V_{1}\right) & = \\
\psi_{\left(V_{3}, V_{3}\right)}\left(V_{1} \wedge V_{2}\right) & =\gamma_{V_{1}}\left(V_{1}\right) \\
\psi_{\left(V_{3}\right)}\left(V_{3}\right) & \left.=V_{1}\right) \\
\psi_{\left\{V_{3}, V_{4}\right)}\left(V_{3} \wedge V_{4}\right) & =\gamma_{V_{3}}\left(V_{3}\right) \\
\psi_{\left\{V_{3}, V_{3}\right)}\left(V_{3} \wedge V_{5} \mid V_{3}\right) \\
\psi_{\left\{V_{2}, V_{4}, V_{6}\right)}\left(V_{2} \wedge V_{4} \wedge V_{6}\right) & = \\
\psi_{\left\{V_{5}, V_{6}, V_{]}\right)}\left(V_{5} \wedge V_{6} \wedge V_{7}\right) & =\gamma_{V_{5}}\left(V_{5} \mid V_{3}\right) \\
\psi_{\left(V_{6}, V_{3}\right)}\left(V_{6} \wedge V_{8}\right) & \gamma_{V_{7}}\left(V_{7} \mid V_{5} \wedge V_{4}\right) \\
& \left.=V_{6}\right) \\
V_{4}\left(V_{8} \mid V_{6}\right)
\end{array}
$$

Lemma 4.16. Let $B=(G, \Gamma)$ be a belief network where $G=(V(G), A(G))$ is an acyclic digraph with $n$ vertices, $n \geqslant 1 . \quad$ Let $\operatorname{Pr}\left(V_{1} \wedge \cdots \wedge V_{n}\right)=\prod_{i=1, \ldots, n} \gamma_{V_{1}}\left(V_{i} \mid C_{\rho\left(V_{1}\right)}\right)$ constitute a joint probability distribution on $V(G)$. Furthermore, let $B_{M}=\left(G_{M}, \Psi\right)$ be the moral belief network derived from $B$ defined as above. Then, we have

$$
\operatorname{Pr}\left(V_{1} \wedge \cdots \wedge V_{n}\right)=\prod_{i=1, \ldots, n} \psi_{V_{i}}\left(C_{V_{i}}\right)
$$

Proof. The property follows immediately from Definition 4.14 and Lemma 3.4.
From Lemma 4.16 we have that although some of the originally assessed independence relationships are no longer explicitly represented in the moral graph, they still are represented implicitly in the joint probability distribution. Note that the representation of the joint probability distribution in terms of evidence potentials again is a local representation of uncertainty.

### 4.2.2. The Decomposable Belief Network

We recall that the transformation of the initial belief network into a decomposable belief network comprises two steps, the first of which we have discussed in the preceding subsection. In this subsection we discuss the transformation of the moral belief network resulting from the first transformation step into a corresponding decomposable belief network. We first consider the transformation of the moral graph into a decomposable graph.

The moral graph can be made decomposable by filling-in, that is, (again) by adding certain 'dummy' edges. Lauritzen and Spiegelhalter use an efficient algorithm by R.E. Tarjan and M. Yannakakis [19], for doing so. Before discussing this algorithm we provide some preliminary definitions.

Definition 4.17. Let $G=(V(G), E(G))$ be an undirected graph with vertices $V(G)=\left\{V_{1}, \ldots, V_{n}\right\}, n \geqslant 1$. Let $\iota: V(G) \leftrightarrow\{1, \ldots, n\}$ denote a total ordering of the vertices of $G$. The ordering $\iota$ is called a perfect ordering of the vertices $V(G)$ if for each number $i=u\left(V_{j}\right)$, $i, j \in\{1, \ldots, n\}$, the full subgraph of $G$ induced by the set of vertices $\nu_{G}\left(V_{j}\right) \cap\left\{V_{j_{1}}, \ldots, V_{j_{i-1}}\right\}, u\left(V_{j_{k}}\right)=k, k=1, \ldots, i-1$, is complete.

Note that an undirected graph may allow more than one perfect ordering. In the sequel, we will identify a vertex with its number according to an ordering $\iota$ as long as ambiguity cannot occur. The notion of a perfect ordering and its definition have been taken from [12]; in discussing the algorithm for filling-in by Tarjan and Yannakakis, Pearl uses a notion similar to the one defined above, [4]. Tarjan and Yannakakis themselves however define the notion of a zero fill-in numbering and show in a lemma that an ordering is a zero fill-in numbering if and only if it has the property we have used for a definition, [19].

The following lemma now is of major importance (for a proof of the lemma, see [19]).
Lemma 4.18. Let $G$ be an undirected graph. $G$ is decomposable if and only if it permits a perfect ordering of its vertices.

There are several ways to compute a perfect ordering of the vertices $V(G)$ of a decomposable graph $G$, one of which is known as maximum cardinality search.

AlGORITHM 4.19. Let $G=(V(G), E(G))$ be an undirected graph. The maximum cardinality search algorithm for computing an ordering $\iota$ of $V(G)$ is the following:

1. Assign the number I to an arbitrary vertex.
2. Number the remaining vertices from 2 to $|V(G)|$ in increasing order such that the next number is assigned to the vertex having the largest set of previously numbered neighbours.

Note that in Algorithm 4.19 the next vertex to be numbered need not be a neighbour of the last numbered vertex. Furthermore, it will be evident that the algorithm is non-deterministic.

Tarjan and Yannakakis have proven that when applied to a decomposable graph, maximum cardinality search renders a perfect ordering:

Lemma 4.20. Let $G$ be a decomposable graph. Any ordering tof the vertices of $G$ obtained from maximum cardinality search is perfect.

The following algorithm is known as the fill-in algorithm for obtaining a decomposable graph from an arbitrary undirected graph.

Algorithm 4.21. Let $G=(V(G), E(G))$ be an undirected graph. The fill-in algorithm is the following:

1. Compute an ordering $\imath$ for the vertices of $G$, using maximum cardinality search.
2. From $|V(G)|$ to 1 , for each vertex numbered $i$ add edges between any nonadjacent neighbours of $i$ that are assigned a lower number than $i$ in $L$
The set of edges added to $G$ is called the fill-in.
If by applying Algorithm 4.21 no edges are added to an undirected graph $G$, then $G$ was already decomposable; the phrase 'zero fill-in numbering' used by Tarjan and Yannakakis instead of a 'perfect ordering' emerges from this observation. Otherwise, the new graph obtained from applying the algorithm is decomposable. This property is stated in the following lemma.

Lemma 4.22. Let $G$ be an undirected graph. Let $G^{\prime}$ be an undirected graph obtained from $G$ using the fill-in algorithm shown above. Then, $G^{\prime}$ is decomposable.

Example 4.23. Consider the moral graph $G_{M}$ from Figure 4.4(b). We use Algorithm 4.2 I to transform $G_{M}$ into a decomposable graph $G_{D}$. Using maximum cardinality search the vertices of $G_{M}$ may be numbered as shown in Figure 4.6(a).


Figure 4.6. Construction of the decomposable graph $G_{D}$.
Examining the vertices from 8 to 1 we find that the vertex numbered 6 has two nonadjacent neighbours that are assigned a lower number than 6 in the ordering: the full subgraph generated by
$\{3,5\} \cap\{1,2, \ldots, 5\}=\{3,5\}$ is not complete. Therefore the edge ( $V_{4}, V_{5}$ ) is added to $G_{M}$, yielding the decomposable graph $G_{D}$ shown in Figure 4.5(b). Note that the alternative addition of ( $V_{3}, V_{6}$ ) would have yielded a decomposable graph as well.

In [12], Spiegelhalter and Lauritzen point out that the fill-in should be computed very carefully, since the maximal order of the cliques of the decomposable graph resulting from the fill-in determines the computational complexity of their method. It should be noted that the problem of computing a fill-in containing a minimum number of edges is NP-complete, [20].
The graphical part of the original belief network has now been transformed into a decomposable graph. We have mentioned before that Darroch et al. [16] have shown that a joint probability distribution on a decomposable graph can be expressed in terms of marginal distributions on the cliques of the graph. Exploiting this property, Spiegelhalter and Lauritzen transform the representation of the joint probability distribution in terms of evidence potentials into such a representation in terms of clique marginals.

Before discussing this transformation in detail, we introduce several new notions.
Definition 4.24. Let $G=(V(G), E(G))$ be a decomposable graph with $n$ vertices, $n \geqslant 1$. Let t: $V(G) \leftrightarrow\{1, \ldots, n\}$ be a perfect ordering of $V(G)$ obtained from maximum cardinality search. Let $C l(G)=\left\{C l_{1}, \ldots, C l_{m}\right\}, m \geqslant 1$, be the clique set of $G$. We define the total ordering $\iota^{\prime}: C l(G) \leftrightarrow\{\mathrm{I}, \ldots, m\}$ of $C l(G)$ such that for each $C l_{i}, C l_{j} \in C l(G)$ we have $\iota^{\prime}\left(C l_{i}\right)<\iota^{\prime}\left(C l_{j}\right)$ if $\max \left\{\left(V_{i}\right) \mid V_{i} \in C l_{i}\right\}<\max \left\{\left(V_{j}\right) \mid V_{j} \in C l_{j}\right\}$.

Note that in the ordering $\iota^{\prime}$ the cliques of the graph $G$ are numbered in the order of their highest numbered vertex according to $c$. It will be evident that $t$ ' is uniquely determined by the ordering $\iota$.

Example 4.25. Consider the decomposable graph $G_{D}$ and the ordering ، of its vertices as shown in Figure 4.6(b) once more. We number the six cliques in the order of their highest numbered vertex. Let $C l_{i}$ be the clique assigned number $i$. Then, we have obtained the following ordering $\iota^{\prime}$ :

$$
\begin{aligned}
& C l_{1}=\left\{V_{1}, V_{2}\right\} \\
& C l_{2}=\left\{V_{2}, V_{4}, V_{6}\right\} \\
& C l_{3}=\left\{V_{4}, V_{5}, V_{6}\right\} \\
& C C_{4}=\left\{V_{3}, V_{4}, V_{5}\right\} \\
& C C_{5}=\left\{V_{5}, V_{6}, V_{7}\right\} \\
& C l_{6}=\left\{V_{6}, V_{8}\right\}
\end{aligned}
$$

The following lemma states an important property of the ordering $\iota^{\prime}$ of the cliques of a decomposable graph. In [18,19] further details are provided. The lemma is known as the running intersection property.

Lemma 4.26. Let $G$ be a decomposable graph. Let $\operatorname{Cl}(G)$ be the set of cliques of $G$ numbered $C l_{1}, \ldots, C l_{m}, m \geqslant 1$, according to the ordering $\iota^{\prime}$ from Definition 4.24. Then, $t^{\prime}$ has the following property: for all $i \geqslant 2$ there is a $j<i$ such that $C l_{j} \supset C l_{i} \cap\left(C l_{1} \cup \cdots \cup C l_{i-1}\right)$.

The previous lemma states, in other words, that the vertices a clique has in common with the lower numbered cliques are all contained in one such clique.

Definition 4.27. Let $G$ be a decomposable graph. Let $\mathrm{Cl}(\mathrm{G})$ be the set of cliques of $G$ numbered $C l_{1}, \ldots, C l_{m}, m \geqslant 1$, according to the ordering $i '$ from Definition 4.24. From Lemma 4.26 we have that $t^{\prime}$ has the running intersection property. For each $i \leqslant m$, we define
$S_{i}=C l_{i} \cap\left(C l_{1} \cup \cdots \cup C l_{i-1}\right)$ where $S_{1}=\varnothing$, and $R_{i}=C l_{i} \backslash S_{i} . S_{i}$ is called the separator of clique $C_{i} ; R_{i}$ is called the residue of clique $\mathrm{Cl}_{i}$.

We recall that associated with the moral graph $G_{M}$ we departed from for constructing the decomposable belief network, we had a representation $\Psi$ of the joint probability distribution in terms of evidence potentials $\psi_{V}, V \subseteq V\left(G_{M}\right)$. We now are interested in a representation of the joint probability distribution in terms of marginal distributions on the cliques of the decomposable graph $G_{D}$ obtained from $G_{M}$. Since the evidence potentials $\psi_{V}$ not necessarily are defined on cliques or clique-intersections, they do not give rise to a representation of the joint probability distribution in clique marginals in a straightforward manner. In Lemma 4.28 we introduce an intermediary representation of the joint probability distribution in terms of so-called kernels; Lemma 4.30 gives the representation in terms of clique marginals.

Lemma 4.28. Let $B_{M}=\left(G_{M}, \Psi\right)$ be a moral belief network as defined in Definition 4.14, such that $\operatorname{Pr}\left(C_{V\left(G_{\mu}\right)}\right)=\prod_{\psi_{r} \in \Psi} \psi_{V}\left(C_{V}\right)$ constitutes a joint probability distribution on $V\left(G_{M}\right)$. Let $G_{D}$ be the decomposable graph obtained from $G_{M}$ by using Algorithm 4.21. Furthermore, let $\mathrm{Cl}\left(G_{D}\right)$ be the set of cliques in $G_{D}$, numbered $C l_{1}, \ldots, C l_{m}, m \geqslant 1$, according to the ordering $\iota^{\prime}$ from Definition 4.24. Let for each clique $C l_{i}$, the separator $S_{i}$ and the residue $R_{i}$ be defined according to Definition 4.27. Then, there exists a set $\mathrm{K}=\left\{\kappa_{C_{1}} \mid C l_{i} \in \operatorname{Cl}\left(G_{D}\right)\right\}$ of functions $\kappa_{C_{1}}\left(C_{R_{1}} \mid C_{S_{1}}\right)$, called kernels, such that $\operatorname{Pr}\left(C_{V\left(G_{0}\right)}\right)=\prod_{i=1, \ldots, m}{ }^{\kappa_{C l_{1}}\left(C_{R_{1}} \mid C_{S_{i}}\right) .}$
Proof. The lemma has been proven by Spiegelhalter and Lauritzen, [12]. Since the proof gives a construction of $K$, we repeat their argument in the present paper.
Let $D_{m+1}=\left\{V \mid V \subseteq V\left(G_{M}\right), \psi_{V} \in \Psi\right\}$ be the set of (initial) evidence potential domains. We have that $\operatorname{Pr}\left(C_{V\left(G_{W}\right)}\right)=\prod_{V \in D_{D+1}} \psi_{V}\left(C_{V}\right)$ is an evidence potential representation of the marginal distribution on $V\left(G_{M}\right)$. We recursively repeat the following computation for $i=m, \ldots, 1$ :
Consider clique $C l_{i}$ and its residue $R_{i}$. Let $V(C l)_{i}=C l_{1} \cup \cdots \cup C l_{i}$. Now assume that $\operatorname{Pr}\left(C_{\left.V(C)_{1}\right)}\right)=\prod_{V \in D_{i+1}} \psi_{V}\left(C_{V}\right)$ is an evidence potential representation of the marginal distribution on $V(C)_{i}$ (note that the assumption holds for $i=m$ ). We split the set $D_{i+1}$ of evidence potential domains into two disjoint subsets: the set $D_{i}^{+}=\left\{V \mid V \in D_{i+1}, V \cap R_{i} \neq \varnothing\right\}$ consisting of those domains that contain variables from $R_{i}$ and the set $D_{i}^{-}=D_{i+1} \backslash D_{i}^{+}$consisting of those domains that do not. We have

$$
\begin{aligned}
\operatorname{Pr}\left(C_{V\left(C D_{1} \backslash R_{1}\right.}\right) & =\sum_{c_{\mathbf{R}_{1}}} \operatorname{Pr}\left(C_{V\left(C D_{1} \backslash R_{1}\right.} \wedge c_{R_{1}}\right)= \\
& =\prod_{V \in D_{1}^{-}} \psi_{V}\left(C_{V}\right) \cdot \sum_{c_{N}}\left[\prod_{V \in D_{1}^{+}} \psi_{V}\left(C_{V \backslash R_{1}} \wedge c_{R_{1}}\right)\right] .
\end{aligned}
$$

Note that the first equality merely states that $\operatorname{Pr}\left(C_{V\left(C D_{1} \backslash R_{1}\right.}\right)$ is obtained from $\operatorname{Pr}\left(C_{V\left(C C_{1}\right)}\right)$ by marginalization; the second equality follows from the earlier mentioned assumption $\operatorname{Pr}\left(C_{V\left(C D_{1}\right)}\right)=\prod_{V \in D_{+1}} \psi_{V}\left(C_{V}\right)$.

We now have obtained a representation of the marginal distribution on $C l_{I} \cup \ldots \cup C l_{i-1}$. We define a new potential domain $D_{i}=\bigcup_{V \in D_{1}^{+}} V \backslash R_{i}$; we furthermore define the function

$$
\phi_{\bar{D}_{i}}\left(C_{\bar{D}_{i}}\right)=\sum_{c_{\boldsymbol{W}}}\left[\prod_{V \in D_{i}^{*}} \psi_{V}\left(C_{V \backslash R_{1}} \wedge c_{R_{1}}\right)\right] .
$$

It follows that

$$
\begin{aligned}
\operatorname{Pr}\left(C_{R_{1}} \mid C_{S_{1}}\right) & =\operatorname{Pr}\left(C_{R_{1}} \mid C_{C l_{1} \cup \cdots v C l_{t_{-1}}}\right)=\frac{\operatorname{Pr}\left(C_{C l_{1} \cup \cdots v l_{1}}\right)}{\operatorname{Pr}\left(C_{C l_{1} \cup} \cdots v{l_{1}-1}\right)}= \\
& =\frac{\prod_{V \in D_{D_{+1}}} \psi_{V}\left(C_{V}\right)}{\prod_{V \in D_{1}^{-}} \psi_{V}\left(C_{V}\right) \cdot \phi_{\bar{D}_{1}}\left(C_{D_{1}}^{-}\right)}=\prod_{V \in D_{1}^{+}} \frac{\psi_{V}\left(C_{V}\right)}{\phi_{D_{1}}^{-}\left(C_{D_{i}}^{-}\right)} .
\end{aligned}
$$

We add the new evidence potential domain $\bar{D}_{i}$ to $D_{i}^{-}$as an initialization for the following computation step of the recursion. So, we let $D_{i}=D_{i}^{-} \cup\left\{\bar{D}_{i}\right\}$; note that the elements of $D_{i}$ do not contain variables from $\boldsymbol{R}_{i}$. We furthermore define a new set of evidence potentials

$$
\bar{\psi}_{\bar{D}_{i}}\left(C_{\bar{D}_{i}}^{-}\right)= \begin{cases}\psi_{\bar{D}_{1}}\left(C_{D_{i}}\right) \cdot \phi_{\bar{D}_{i}}\left(C_{\bar{D}_{i}}\right) & \text { if }{\overline{D_{i}}}_{i} \in D_{i+1} \\ \phi_{\bar{D}_{i}}\left(C_{\bar{D}_{i}}\right) & \text { otherwise }\end{cases}
$$

and

$$
\bar{\psi}_{V}=\psi_{V} \text { for all } V \in D_{i+1}, V \neq \bar{D}_{i}
$$

resulting in an evidence potential representation of the marginal distribution on $C l_{1} \cup \cdots \cup C l_{i-1}$. Subsequently, we rename $\bar{\psi}_{V}$ into $\psi_{V}$, and we repeat the computation for $i-1$. Note that we have established the property $\operatorname{Pr}\left(C_{V(C)_{t-1}}\right)=\prod_{V \in D_{i}} \psi_{V}\left(C_{V}\right)$.
Taking $\kappa_{C_{1}}\left(C_{R_{1}} \mid C_{S_{1}}\right)=\operatorname{Pr}\left(C_{R_{1}} \mid C_{S_{1}}\right)$, it will be evident that $\operatorname{Pr}\left(C_{V\left(G_{0}\right)}\right)=\prod_{i=1, \ldots, m} \kappa_{C_{1}}\left(C_{R_{1}} \mid C_{S_{1}}\right)$.
From the intermediary set of kernels introduced in the previous lemma, we obtain a set of clique marginals. Lemma 4.29 provides a means for constructing such a set.

Lemma 4.29. Let $B_{M}=\left(G_{M}, \Psi\right)$ be a moral belief network as defined in Definition 4.14, such that $\operatorname{Pr}\left(C_{V\left(G_{\mu}\right)}\right)=\prod_{\psi_{\nu} \in \Psi} \psi_{\nu}\left(C_{V}\right)$ constitutes a joint probability distribution on $V\left(G_{M}\right)$. Let $G_{D}$ be the decomposable graph obtained from $G_{M}$ by using Algorithm 4.21. Furthermore, let $C l\left(G_{D}\right)$ be the set of cliques in $G_{D}$, numbered $C l_{1}, \ldots, C l_{m}, m \geqslant 1$, according to the ordering $\iota^{\prime}$. Let for each $C l_{i}$, the separator $S_{i}$ and the residue $R_{i}$ be defined according to Definition 4.27. Let $\mathrm{K}=\left\{\kappa_{C_{l}}\left(C_{R_{1}} \mid C_{S_{i}}\right) \mid C_{i} \in C l\left(G_{D}\right)\right\}$ be the set of kernels as constructed in the previous lemma. Now for each $C l_{i}, i=1, \ldots, m$, we recursively define $\mu_{C l_{1}}\left(C_{C_{1}}\right)=\kappa_{C l_{1}}\left(C_{R_{i}} \mid C_{S_{i}}\right) \cdot \mu_{C l_{1}}\left(C_{S_{1}}\right)$, where $j$ is chosen such that $C l_{j} \supset C l_{i} \cap\left(C l_{1} \cup \cdots \cup C l_{i-1}\right)$ and $\mu_{C l_{j}}\left(C_{S_{1}}\right)$ is obtained by marginalization. Let $\mathrm{M}=\left\{\mu_{C l} \mid C l_{i} \in C l(G)\right\}$. Then, $B_{D}=\left(G_{D}, M\right)$ is a decomposable belief network.

The following lemma states that the set of clique marginals as constructed in the previous lemma again defines a unique joint probability distribution.

Lemma 4.30. Let $B=(G, M)$ be a decomposable belief network as defined in Definition 4.9. Let $C l(G)$ be the clique set of $G$, numbered $C l_{1}, \ldots, C l_{m}, m \geqslant 1$, according to the ordering $t^{\prime}$. Then,

$$
\operatorname{Pr}\left(C_{V(G)}\right)=\prod_{i=1, \ldots, m} \frac{\mu_{C_{1}}\left(C_{C_{l}}\right)}{\mu_{C_{1}}\left(C_{S_{1}}\right)}
$$

constitutes a joint probability distribution on $V(G)$.

Proof. The lemma has been proven in [16] for a general decomposable belief network. The validity of the statement for the decomposable belief network resulting from the transformation of the originally assessed belief network can be seen from the Lemmas 4.28 and 4.29 , and the observation that for each $C l_{i}, C l_{j} \in C l(G)$ such that $C l_{i} \cap C l_{j} \neq \varnothing$, we have $\mu_{C l_{1}}\left(C_{C l_{1} \cap C l_{j}}\right)=\mu_{C l_{j}}\left(C_{C l_{1} \cap C l_{j}}\right)$.

Example 4.31. Consider the decomposable graph $G_{D}$ from Figure 4.6(b) once more. Associated with $G_{D}$ we obtain the set of clique marginals

$$
\mathrm{M}=\left\{\mu_{\left(V_{1}, V_{2}\right\}}, \mu_{\left\{V_{2}, V_{4}, V_{6}\right\}}, \mu_{\left\{V_{4}, V_{5}, V_{6}\right\}}, \mu_{\left\{V_{3}, V_{4}, V_{5}\right\}}, \mu_{\left\{V_{5}, V_{6}, V_{7}\right\}}, \mu_{\left\{V_{6}, V_{6}\right\}}\right\}
$$

giving rise to the following representation of the joint probability distribution:

$$
\begin{aligned}
& \operatorname{Pr}\left(V_{1} \wedge \cdots \wedge V_{8}\right)= \\
& =\mu_{\left\{V_{1}, V_{2}\right\}}\left(V_{1} \wedge V_{2}\right) \cdot \frac{\mu_{\left(V_{2}, V_{4}, V_{6}\right\}}\left(V_{2} \wedge V_{4} \wedge V_{6}\right)}{\mu_{\left\{V_{2}, V_{4}, V_{6}\right\}}\left(V_{2}\right)} \cdot \frac{\mu_{\left\{V_{4}, V_{5}, V_{6}\right\}}\left(V_{4} \wedge V_{5} \wedge V_{6}\right)}{\mu_{\left(V_{4}, V_{5}, V_{4}\right\}}\left(V_{4} \wedge V_{6}\right)} \\
& \cdot \frac{\mu_{\left(V_{3}, V_{4}, V_{5}\right\}}\left(V_{3} \wedge V_{4} \wedge V_{5}\right)}{\mu_{\left\{V_{3}, V_{4}, V_{3}\right\}}\left(V_{4} \wedge V_{5}\right)} \cdot \frac{\mu_{\left\{V_{5}, V_{6}, V_{7}\right\}}\left(V_{5} \wedge V_{6} \wedge V_{7}\right)}{\mu_{\left(V_{5}, V_{4}, V_{7}\right\}}\left(V_{5} \wedge V_{6}\right)} \cdot \frac{\mu_{\left\{V_{4}, V_{6}\right\}}\left(V_{6} \wedge V_{8}\right)}{\mu_{\left\{V_{4}, V_{4}\right\}}\left(V_{6}\right)}
\end{aligned}
$$

### 4.2.3. Propagation of Evidence in the Decomposable Belief Network

In the previous two subsections we have discussed a transformation of the initially assessed belief network into a decomposable belief network. The scheme for evidence propagation proposed by Spiegelhalter and Lauritzen operates on this decomposable belief network. We emphasize that for a specific problem domain the transformation has to be performed only once: each consultation proceeds from the obtained decomposable belief network. In this subsection we discuss the propagation of a single piece of evidence through a decomposable belief network.

Suppose that evidence becomes available that a statistical variable $V$ has adopted a certain value. For ease of exposition, we assume that the variable $V$ occurs in precisely one clique of the decomposable graph. Informally speaking, propagation of this evidence amounts to the following. The vertices and the cliques of the decomposable graph are ordered anew as described in Subsection 4.2.2, this time starting with the 'observed' vertex. The ordering of the cliques then is taken as the order in which the evidence is propagated through the cliques. For each subsequent clique, the updated marginal distribution is computed locally. Then, the observed vertex is removed from the graph, and the updated marginal distributions are taken as the marginal distributions on the cliques of the remaining graph. The process may then be repeated for a new piece of evidence.

In the following definition we introduce the notions of an updated joint probability distribution and an updated graph.

Definirion 4.32. Let $B=(G, M)$ be a decomposable belief network as defined in Definition 4.9. Now, let the evidence $V=v$ (or $V=\neg^{v}$ alternatively) be observed for a vertex $V \in V(G)$. Let $\operatorname{Pr}\left(C_{V(G)}\right)$ be the joint probability distribution on $V(G)$ defined by M . Now, we define the updated probability distribution $\operatorname{Pr}^{*}$ by $\operatorname{Pr}^{*}\left(C_{V^{\prime}}\right)=\operatorname{Pr}\left(C_{V^{\prime}} \mid v\right)$ for any $V^{\prime} \subseteq V(G)$. Furthermore, we define the updated graph $G^{*}$ of $G$ by $G^{*}=\left(V\left(G^{*}\right), E\left(G^{*}\right)\right)$ where $V\left(G^{*}\right)=V(G) \backslash V$ and $E\left(G^{*}\right)=E(G) \backslash\left\{\left(V_{k}, V\right) \mid V_{k} \in V\left(G^{*}\right)\right\}$.

The following lemma will be evident.
Lemma 4.33. Let $B=(G, M)$ be a decomposable belief network. Let the evidence $V=v$ (or $V=\neg^{v}$ alternatively) be observed for a vertex $V \in V(G)$. Furthermore, let $G^{*}$ be the updated graph of $G$ defined as above. Then, $G^{*}$ is decomposable.

The following lemma provides a method for computing the updated joint probability distribution in which the probabilistic computations to be performed are restricted to the cliques of the decomposable graph only. The lemma has been proven in [12].

Lemma 4.34. Let $B=(G, M)$ be a decomposable belief network. Let $C l(G)$ be the clique set of $G$. Now, let the evidence $V=v$ (or $V=\neg^{v}$ alternatively) be observed for a vertex $V \in V(G)$. Let c be the ordering of $V(G)$ obtained from maximum cardinality search starting with $V$, that is, $4(V)=1$. Let $C l_{1}, \ldots, C l_{m}, m \geqslant I$, be the ordering of $C l(G)$ according to $l^{\prime}$ obtained from the ordering $\iota$ as in Definition 4.24. Let $\operatorname{Pr}\left(C_{V(G)}\right)=\prod_{i=1, \ldots, m} \frac{\mu_{C_{1}}\left(C_{C_{1}}\right)}{\mu_{C_{1}}\left(C_{S_{1}}\right)}$ be the joint probability distribution on $V(G)$ defined by M. Let $\mathrm{Pr}^{*}$ be the updated probability distribution. We define the following functions for the cliques of $G$ :

$$
\begin{align*}
& \mu^{*}{C l_{1} \backslash V}\left(C_{C l_{1} \backslash V}\right)=\mu_{C l_{1}}\left(C_{C l_{1} \backslash V} \mid v\right), \text { and }  \tag{I}\\
& \mu^{*}{ }_{C l_{1}}\left(C_{C_{1}}\right)=\mu_{C l_{1}}\left(C_{C l_{1}}\right) \cdot \frac{\mu_{C l_{1}}^{*}\left(C_{S_{1}}\right)}{\mu_{C l_{1}}\left(C_{S_{1}}\right)} \text { for } i=2, \ldots, m . \tag{2}
\end{align*}
$$

Let $\mathrm{M}^{*}=\left\{\mu^{*} C l_{1} \backslash v\right\} \cup\left\{\mu^{*} c_{1} \mid i=2, \ldots, m\right\}$. Then, we have that $\mathrm{M}^{*}$ defines $\operatorname{Pr}^{*}$, that is, we have $\operatorname{Pr}^{*}\left(C_{V(G)}\right)=\mu^{*} C_{1} \backslash v\left(C_{C l_{1} \backslash V}\right) \cdot \prod_{i=2, \ldots, m} \frac{\mu^{*} C_{1}\left(C_{C l_{1}}\right)}{\mu^{*} C l_{1}\left(C_{S_{1}}\right)}$.

Corollary 4.35. Let $B=(G, M)$ be a decomposable belief network. Let the evidence $V=v$ (or $V=\neg^{v}$ alternatively) be observed for a vertex $V \in V(G)$. Let $\operatorname{Pr}^{*}$ be the updated probability distribution and let the set $\mathrm{M}^{*}$ from Lemma 4.34 be its marginal representation. Furthermore, let $G^{*}$ be the updated graph of $G$. Then, $B^{*}=\left(G^{*}, M^{*}\right)$ is a decomposable belief network.

## 5. Summary and Conclusion

In this paper we have introduced the notion of a belief network as a formalism for representing a problem domain. Such a belief network consists of a qualitative part representing statistical variables and their probabilistic interrelationships, and a quantitative part representing a joint probability distribution on the problem domain. We have discussed two different schemes for reasoning with such a belief network in which the qualitative part acts as an architecture for propagating evidence. We conclude this paper with a comparison of these network models with the quasi-probabilisic models mentioned in the introduction, since both depart from probability theory.
An apparent similarity between these types of models for reasoning with uncertain information in a knowledge-based system, is that both are local in their approach: uncertainty is represented in factors which are local in terms of the knowledge representation formalism, and propagation of evidence entails only local updating of the joint probability distribution.

One of the problems in applying probability theory in a model for handling uncertainty in a knowledge-based context frequently postulated by researchers in artificial intelligence, is the difficulty of obtaining a fully and consistently specified probability distribution on the problem domain: often only a few probabilities can be obtained from an expert in the field. In such a case, we are confronted with the problem of calculating certain probabilities from a partially and often inconsistently specified probability distribution. The quasi-probabilistic models are able to deal with such partially specified probability distributions, although not in a mathematically sound way. We have mentioned before that the quasi-probabilistic models are rather disappointing from a mathematical point of view: the schemes for propagating evidence employed in these models are incorrect and even as an approximation technique they are far from convincing. In contrast, the schemes for propagating evidence employed in the network models are mathematically sound. These models however, are not capable of dealing with partially and inconsistently specified probability distributions. In each of the network models the originally assessed belief network has to be fully and
consistently quantified: a joint probability distribution on the statistical variables has to be uniquely determined by the conditional probability vectors. In a subsequent paper we will address this problem, [21].
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