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A note on simultaneous recurrence conditi'ons on a set of denumerable sto-
. . * chastic matrices 

by 

. . ** . . *** A. Federgruen, A. HordiJk & H.C. TiJms 

ABSTRACT 

In this paper we consider a set of denumerable stochastic matrices 

where the parameter set is a compact metric space. We give a number of 

simultaneous recurrence conditions on the stochastic matrices and establish 

equivalences between these conditions. The results obtained generalize cor

responding results in Markov chain theory to a considerable extent and 

have applications in stochastic control problems. 
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I. INTRODUCTION 

We consider a set P = (P(f),fEF) of stochastic matrices P(f) = 

(p .. (f)), i,j EI having a denumerable state space I where the parameter 
l.J 

set Fis a compact metric space. Note that, for any f E F, p .. (f) ~ 0 and 
l.J 

l· Ip .. (£)= 1. It is assumed that for any i,j EI the function p .. (f) is 
J € l.J l.J . 

continuous on F. Further, we assume that for any f E F the stochastic 

matrix P(f) has no two disjoint closed sets of states. 

For any f E F, denote by the stochastic matrix Pn(f) = (p:1-. (£), i, 
l.J 

J EI then-fold matrix product of P(f) with itself for n = 1,2, •... Note 

that for any i,j EI and n ~ I the function p:1-.(£) is continuous on F. For 
l.J 

any i 0 EI, Ac I and f E F, define the taboo probability 

(I) n 
t. A(f) = 

1.0 
n = I , 2, •••• 

i.e. t~A(f) is the probability that under the stochastic matrix P(f) the 

first return to the set A takes more than n transitions starting from 

state i. For any i EI, Ac I and f E F, define the (possibly infinite) 

mean recurrence time 

00 

(2) 1 + l t~A(f). 
n=l 

n 
We write t.A(f) = t .. (f) and µ.A(f) = µ .. (£) for A= {j}. Consider now 

l. l.J l. l.J 
the following simultaneous recurrence conditions on the set P = (P(f), 

f E F). 

Cl. There is a finite set Kand a finite number B such that 

µiK(f) ~ B for all 1. EI and£ E F. 

C2. There is a finite set K, an integer v ~ 1 and a number p > 0 such that 

l p~.(f) ~ p for all i EI and£ E F • 
• K l.J 
]€ 



! 

C3. There is an integer v ~ and a number p 0 suah that 

l min[p~ .(f),p~ .(f)] ~ p for all i 1,i2 EI and f E F. 
j EI 1 1 J 1 2J 

C4. There is an integer v ~ 1 and a number p > 0 suah that for any f E F 

a probability distribution {n.(f),jEI} (say) exists for whiah 
J 

(3) I l p~.(f) - l n.(f)I ~ (1-p)[n/v] for all i EI, Ac I 
jEA l.J jEA J 

andn~l. 

where [x] denotes the largest integer less than or equal to x. 

cs. For any f E F there is a probability distribution {n.(f),jEI} suah 
J 

that 

(4) p~.(f) ➔ n.(f) uniformly in (i,f) EI x Fas n ➔ 00 

l.J J 

for any j E I. 

Co. There is a finite number B suah that for any f E Fa state sf 

exists for whiah 

µ. (f) ~ B for all i EI. 
I.Sf 
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C7. There is a finite set Kand a finite number B suah that for any f E F 

a state sf EK exists for whiah 

µ. (f) ~ B for all i EI. 
I.Sf 

C8. There is an integer v ~ 1 and a number p > 0 suah that for any f E F 

a state sf exists for whiah 

V 
p. (f) ~ p for all i EI. 

I.Sf 
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C9. There is a finite set K, an integer v 2 1 and a number p > 0 such .that 

for any f E Fa state sf EK exists for which 

p~ (f) 2 p for all i EI. 
isf 

We note that in C4 the condition l· I jp~.(f) - TT.(f)j ~ 2(1-p)[n/v] 
J E iJ J 

for all i EI, f E F and n 2 1 may be equivalently stated instead of (3). 

The following two theorems were obtained in [4] and [2] (cf. also 

[3]). 

THEOREM I. The conditions Cl and C2 are equivalent. 

THEOREM 2. 

(i) If the stochastic matrix P(f) is aperiodic for each f E F, then the 

condition CZ implies the condition C3. 

(ii) The condition C3 implies the condition C4. 

In this paper we shall prove the following additional relations. 

THEOREM 3. 

(i) The condition CS implies both condition CZ and C9. 

(ii) The conditions C3, C4, CS, CS and C9 are equivalent. 

THEOREM 4. 

(i) The condition CZ implies the condition C7. 

(ii) The condition C6 implies the condition C7. 

(iii) The conditions Cl, CZ, C6 and C7 are equivalent. 

(iv) If the stochastic matrix P(f) is aperiodic for each f E F, then the 

conditions CI-C9 are equivalent. 

In case the set P consists of a single stochastic matrix, the condi

tions CZ, C3 and C4-C5 are known in Markov chain theory as the Doeblin, 

the scrambling and the quasi-compactness (or strong ergodicity) condition 

respectively, and the above equivalences may be found, albeit in a scat

tered way, in the literature, cf. p.197 in [I], p.142 in [5], p.2Z6 in 

[6] and p.185 in [7]. The above results generalize the corresponding 

results in Markov chain theory to a considerable extent and have appli

cations amongst others in semi-Markov decision problems, cf. [2] - [4]. 
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2. PROOFS 

In this section we prove the Theorems 3 and 4. 

Proof of Theorem 3. (i) Suppose that condition CS holds. Since for any 

i,j EI and n 2 1 the function p~.(f) is continuous on F, it follows from 
1.J 

(4) that for any j EI the function TT.(f) is continuous inf E F. Now, let 
J 

{Kn,n=l,2, ... } be a sequence of finite sets Kn c I such that Kn+I ~ Kn for 

all n 2 1 and lim K =I.Let a (f) = l· K TT.(f) for n 2 and f E F. 
n-+<>=> n n JE n J 

Then the function a (f) is continuous inf E F for any n 2 and, moreover, 
n 

for any f E F we have a 1 (f) 2 a (f) for all n 2 1 and lim a (f) = l. n+ n n+«> n 
Now, since Fis compact, we have by Theorem 7.13 in [8] that a (f) conn 
verges to I uniformly inf E Fas n + 00 • Hence for each e > 0 there is a 

finite integer n such that a (f) 2 1-e for all f E F. This shows that we 
n 

can find a finite set Kand a number o > 0 such that 

(5) I TT. co 2 o 
jEK J 

for all f E F. 

By (4) and the finiteness of K, we can find an integer v 2 1 such that 

·p~.(f) 2 TT.(f) - o/2IKI for all i EI, f E F and j EK where IKI denotes 
1.J J 

the number of states in K. Together this inequality and (5) imply condi-

tion C2. Further we get from (5) that for any f E F there is a state sf 

such that 1r 2 o/lKI and so p~ (f) 2 o/2IKI for all 1. E I and f E F. 
Sf l.Sf 

This inequality verifies condition D9 which completes the proof of part 

(i). 

(ii) Since C9 implies CS and in its turn CS implies C3 and since C4 

implies CS, this part follows by using part (ii) of Theorem 2 and part (i) 

of Theorem 3. 

Proof of Theorem 4. To prove this Theorem, we shall use a classical pertur

bation of the stochastic matrices P(f), f E F. Fix any number T with 

0 < T ~ 1 and let P = (P(f), f E F) be the set of stochastic matrices 

P(f) = (p .. (f)), i, j EI such that for any f E F and i,j EI 
1.J 
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J-rp .. (f) ' for J 'F i 
1.J 

p .. (f) = 

l1 - . + 
1.J 

,p .. (f) for j = i 
1.1. 

Note that, by p .. (f) 2: 1 - T > 0 for all i E I and f E F, the stochastic 
1.1. ' 

matrix P(f) is aperiodic for all f E F. Also note that for any i,j E 1 the 

function p .. (f) is continuous inf E F and for any f E F, the stochastic 
1.J ·. 

matrix P(f) has no two disjoint closed sets. Define for the stochastic 

matrices P(f) the taboo probabilities t~A (f) and the mean recurrence times 

µiA(f) as in (1) and (2). By induction on n, it is straightforward to 

verify that for any f E F 

(6) 

-0 where t.. (f) 
1.J 

(7) 

for all n = 0,1, .•• and 

i,j EI with i 'F j, 

0 
= t .. (f) = 1. From the relations (2) and (6) we get 

l.J 

µ .. (f) 
µ .. (f) = 1.J for all i,j EI with i I j and f E F. 

l.J T 

.we note that this relation in intuitively clear by a direct probabilistic 

interpretation. 

We now prove (i). Suppose that the condition C2 holds with triple 

(K,v,p). Then, by p .. (f) 2: ,p .. (f) for all i,j EI and f E F, we have 
1.J 1.J 

for all i EI and f E F. 

Hence the condition C2 applies to the set P = (P(f),fEF). ?1oreover we 

have that any stochastic matrix P(f), f E Fis aperiodic. Now, by Theorem 

2 and part (i) of Theorem 3, it follows that condition C9 applies to the 

set P. Since condition C9 implies C7, we have that condition C7 applies 

to the set P. Now, by invoking (7), it follows that the condition C7 holds 

for the set P = (P(f),fEF) as was to be proved. 

Next we prove (ii). Suppose that condition C6 holds. Then, by in

voking again (7), we have that condition C6 applies to the set P. Hence 

there is a finite number B such that for any f E F there exists a state 
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sf such that 

00 

(8) µ. Cf) = 1 + I 
isf n=l 

-n 
t. (f) :,:; B for all 1 E I. 
lSf 

Fix now O < y < 1. Since for any f E F and i EI the taboo probability 

t~ (f) is non-increasing inn, it follows that there is an integer N ~ 
lSf 

such that 

(9) 
-N t. (f) :,:; y 

lSf 
for all 1 EI and f E F. 

(Supposing the contrary to (9) gives a contradiction with (8)). Together 

the inequality (9) and the fact that pkk(f) ~ 1 - T for all k EI and 

f E F imply 

for all 1 EI and f E F. 

This shows that condition CS applies to the set P. Next, by part (ii) of 

Theorerr. 3, condition C9 applies to the set P. Since C9 implies C7, it fol

lows that condition C7 applies to the set P. Now by invoking again (7) we 

have that condition C7 holds for the stochastic matrices P(f), f E Fas 

was to be verified. 

We obtain part (iii) of the Theorem by noting that C7 trivially 1m~ 

plies both Cl and C6 and using Theorem 1 and the parts (i) - (ii) of 

Theorem 4. Finally, part (iv) of the Theorem is an immediate consequence 

of the Theorems 2-3 and part (iii) of Theorem 4. 
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