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Abstract 

The first application of approximate factorization in the numerical solution of time-dependent partial differential equations 
(PDEs) can be traced back to the celebrated papers of Peaceman and Rachford and of Douglas of 1955. For linear 
problems, the Peaceman-Rachford-Douglas method can be derived from the Crank-Nicolson method by the approximate 
factorization of the system matrix in the linear system to be solved. This factorization is based on a splitting of the system 
matrix. In the numerical solution of time-dependent PDEs we often encounter linear systems whose system matrix has 
a complicated structure, but can be split into a sum of matrices with a simple structure. In such cases, it is attractive 
to replace the system matrix by an approximate factorization based on this splitting. This contribution surveys various 
possibilities for applying approximate factorization to PDEs and presents a number of new stability results for the resulting 
integration methods. © 2001 Elsevier Science B.V. All rights reserved. 
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1. Introduction 

The first application of approximate factorization in the numerical solution of time-dependent 
partial differential equations (PDEs) can be traced back to the celebrated papers of Peaceman and 
Rachford [20] and of Douglas [5] of 1955. More explicitly, approximate factorization was formulated 
by Beam and Warming [1] in 1976. 
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In order to illustrate the idea of approximate factorization, consider the initial-boundary value 
problem for the two-dimensional diffusion equation 

cu(t,x, y) = r?u(t,x, y) + D2u(t,x, y) 

Ot cx2 ?y2 

and let this problem be discretized in space by finite differences. Then, we obtain an initial-value 
problem (IVP) for a system of ordinary differential equations (OD Es) 

dy(t) 
Clt = J1 y + l2Y, ( 1.1 ) 

where y(t) contains approximations to u( t, x, y) at the grid points and 11 and 12 are matrices rep­
resenting finite-difference approximations to IJ2 /cx2 and a2 /3y2 . System ( 1.1) can be integrated by, 
e.g., the second-order trapezoidal rnle, yielding the well-known Crank-Nicolson method [3] 

( 1.2) 

Here, I denotes the identity matrix, b:.t is the timestep and y,, represents a numerical approximation 
to y(t,,). Each step requires the solution of a linear system with system matrix I - ~b:.t(11 +12 ). Due 
to the relatively large bandwidth, the solution of this system by a direct factorization of the system 
matrix is quite expensive. Following Beam and Warming [l], (1.2) is written in the equivalent form 

(I - t b:.t(J1 + 12 ))(Yn+I - Yn) = b:.t(l1 + 12 )Yn, ( l.2a) 

and the system matrix is replaced by an approximate factorization, to obtain 

( 1.3) 

This method is easily verified to be identical with the alternating direction implicit method (ADI 
method) of Peaceman-Rachford and Douglas, usually represented in the form 

Yn+l/2 = Yn + t f:::.t(J1Yn+l/1 + J2y,,), Yn+l = Yn+l/2 + tL:::.t(JiYn+l/2 +JzJ'n+l ). (l.3a) 

Although we now have to solve two linear systems, the small bandwidth of the matrices I - t L:::.th 
causes that direct solution methods are not costly. Since the factorized system matrix in ( 1.3) is 
a second-order approximation to the system matrix in ( l .2a ), the ADI method is a third-order 
perturbation of ( l.2a ), and hence of ( 1.2), so that it is second-order accurate. Note that directly 
applying approximate factorization to the system matrix in ( 1.2) would yield a first-order-accurate 
method. Hence, the intermediate step which replaces ( 1.2) by ( l .2a) is essential. 

The application of approximate factorization is not restricted to schemes resulting from time 
discretizations by the trapezoidal rule. For example, one may replace the trapezoidal rule ( 1.2) 
by a second-order linear multistep method and proceed as described above. In fact, approximate 
factorization can be applied in many more cases where linear or nonlinear time-dependent PDEs 
are solved numerically. We mention (i) the linear multistep approach of Warming and Beam [28] 
described in Section 2.1, (ii) linearly implicit integration methods like Rosenbrock methods (see 
Section 2.2), (iii) linearization of a nonlinear method (Section 2.3), and (iv) iterative application 
of approximate factorization for solving linear systems (Section 3 ). In all these cases, we are faced 
with linear systems whose system matrix has the form I - b:.tM, where the matrix M itself has 
a complicated structure, but can be split into a smn I: Mk with matrices Mk possessing a simple 
structure. This leads us to replace I - b:.tM by the approximate factorization ll(I - b:.tMk). 
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In this paper, we discuss the application of the approximate factorization technique to the four 
cases mentioned above and we present stability theorems for the resulting integration methods, 
many of which are new results. One of the results is that in the case of three-component splittings 
M = I:; Mt. where the Mk have purely imaginary eigenvalues, iterative approximate factorization 
leads to methods with substantial stability boundaries. Such methods are required in the numerical 
solution of three dimensional, convection-dominated transport problems. 

2. Noniterative factorized methods 

Consider an initial-boundary-value problem for the PDE 
ou(t,x) 

ot =L(t,x,u(t,x)), (2.1) 

where L is a differential operator in the d-dimensional space variable x = (xi. ... ,xd ). Spatial dis­
cretization yields an IVP for a system of ODEs 

dy(t) dt = f(t,y), y(to) =Yo· (2.2) 

In order to simplify the notations, we shall assume that (2.2) is rewritten in autonomous form. 
Furthermore, it will be assumed that the Jacobian matrix J(y) := of(y)/oy can be split into a sum 
of m matrices, i.e., J(y) = L:Jt- where the splitting is either according to the spatial dimensions (as 
in the early papers on splitting methods), or to the physical terms in the PDE (2.1 ), or according 
to any other partition leading to matrices Jk with a convenient structure. In this paper, we only use 
splittings of the Jacobian and not of the right-hand side function f(y ). This is often convenient in 
the case of nonlinear PDEs. 

We discuss three options for applying noniterative approximate factorization techniques, viz. ( i) 
the ADI method of Warming and Beam, (ii) approximate factorization of linearly implicit integration 
methods and (iii) approximate factorization in the linearization of nonlinear methods. 

2.1. The method of Warming and Beam 

Consider the linear multi step method ( LM method) 
µ 

p(E)Yn-µ+I = ~to"(E)f(Yn-µ+I ), p(z) := L Cl;Zµ-i, 
i=O 

µ 

u(z) := L b;zµ-i' a0 = 1, (2.3) 
i=O 

where Eis the forward shift operator and JI.~ I. Warming and Beam [28] rewrite (2.3) in the form 

p(E)(Yn-µ+1 - bo~tf(Yn-µ+1 )) = ~t(u(E) - hop(E))f(Y11-µ+1 ). (2.3a) 

Since the degree of p is larger than that of <J" - b0p, the right-hand side does not depend on Yn+I · 
In [28] it is assumed that f is linear, i.e., f(y) = Jy, so that (2.3a) becomes a linear system for 
p(E)Yn-p+I· However, by replacing (2.3a) with 

p(E)(yn-µ+1 - bo~tJYn-µ+I) = ~t(u(E) - bop(E))f(Yn-µ+1 ), (2.3b) 

we can also deal with ODE systems wheref is nonlinear (see [2]). Assuming that (2.3) is consistent, 
so that p(l)=O, it can be shown that (2.3b) is an O((~t)3 ) perturbation of (2.3a), and hence 



450 P.J van der Houwen, B.P. Sommeijer !Journal of Computational and Applied Mathematics 128 ( 2001) 447 466 

of (2.3 ). Method (2.3b) is linearly implicit in the quantity q,. := p(E)y,._1,+1 with system matrix 
I - b0 D..tJ =l -b0D..t I: Jk, where I denotes the identity matrix (in the following, the identity matrix 
will always be denoted by I without specifying its order, which will be clear from the context). 
Approximate factorization of this system matrix leads to the method of Warming and Beam: 

m 

flqn = D..t(a(E) - bop(E))f(Yn-µ+l ), IT:= IT (I - boD..tJk ), 
k=I 

(2.4) 

Y11+1 = q,, - (p(E) - E 11 )Yn-µ+1· 

Since q11 = O(D..t) it follows that (2.4) is an 0((6.t)3 ) perturbation of (2.3b) which was itself an 
0((D..t)3 ) perturbation of (2.3). Thus, if (2.3) is at least second-order accurate, then (2.4) is also 
second-order accurate. Since the LM method (2.3) cannot be A-stable if its order is higher than two 
and because A-stability of (2.3) will turn out to be a necessary condition for (2.4) to be A-stable 
(see Section 2.4 ), this order limitation is not restrictive. 

If the PDE is linear and if (2.3) is defined by the trapezoidal rule, then (2.4) is identical to the 
Peaceman-Rachford method ( 1.3) for m = 2. Hence, (2.4) might be considered as an extension of 
the Peaceman-Rachford method ( 1.3) (or ( 1.3a)) to nonlinear PD Es with multicomponent splittings. 

The computational efficiency of (2.4) depends on the structure of the successive system matrices 
I - b06.tJk. Let us consider the case of an m-dimensional convection-dominated problem where 
the convection terms are discretized by third-order upwind formulas. Using dimension splitting, 
the Jk become block-diagonal whose blocks are penta-diagonal matrices. The LU-decomposition of 
I - b06.tJk and the fo1ward/backward substitution each requires about 8N flops for large N, N 
denoting the dimension of Jk (see, e.g., [9, p. 150]). Hence, the total costs are only proportional to 
N, viz. 8mN flops per step and an additional 8mN flops if the LU-decompositions are recomputed. 
Moreover, there is scope for a lot of vectorization, so that on vector computers the solution of the 
linear systems in (2.4) is extremely fast. Furthermore, there is a lot of intrinsic parallelism, because 
of the block structure of Jk. However, the crucial point is the magnitude of the stepsize for which 
the method is stable. This will be the subject of Section 2.4. 

Finally, we remark that the Warming-Beam method (2.4) was originally designed as an ADI 
method based on dimension splitting, but it can of course be applied to any Jacobian splitting 
J=L::Jk, 

2.2. Factorized linearly implicit methods 

In the literature, vaiious families of linearly implicit methods have been proposed. The first meth­
ods of this type are the Rosenbrock methods, proposed in 1962 by Rosenbrock [22]. A more general 
family contains the linearly implicit Runge-Kutta methods developed by Strehmel and Weiner [26]. 
Here, we illustrate the factorization for Rosenbrock methods which are defined by ( cf. [ 11, p. 111]) 

Y11+1=Yn+(h1 ®/)K, K:=(ki), i=l, ... ,s, n~O, 

(I-T ® D..tJ)K = D..tF(e ® Yn+(L ® l)K), J ~ J(·y ) ·= of (Yn) 
~ ll . ay , (2.5) 

where b and e are s-dimensional vectors, e has unit entiies, T is an s x s diagonal or lower triangular 
matrix, L is a strictly lower triangular s x s matrix, and ® denotes the Kronecker or direct matrix 
product Furthermore, for any vector V = (vi),F( V) is defined by (f(v;)). If the order of the 
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method (2.5) is independent of the choice of the Jacobian approximation J, then (2.5) is called a 
Rosenbrock-W method [25]. Note that the steppoint formula in (2.5) is explicit, so that the main 
computational effort goes into the computation of the implicitly defined vector K. Since T is lower 
triangular and L is strictly lower triangular, the s subsystems for ki can be solved successively. 
Moreover, although the system for K is nonlinear, these subsystems are linear. 

Let us rewrite the system for K in the equivalent form 

(I - D ® !:ltJ)K = !:ltF(e ® Yn + (L ® l)K) + ((T - D) ® !::..tJ)K, 

where D is a diagonal matrix whose diagonal equals that of T. Then, approximately factorizing the 
block-diagonal system matrix I - D ® !:ltJ =I - D ® !:lt L,Jk leads to the factorized Rosenbrock 
method 

Yn+1 =Yn + (bT ®l)K, 
m 

llK = !:ltF(e ® Yn + (L ® I)K) + ((T - D) ® !:ltJ)K, n :=IT (I - D ® !:ltJk). 
(2.6) 

k=l 

If the Rosenbrock method (2.5) is at least second-order accurate and if J =J(y11 ) +0(/:lt), then (2.6) 
is also at least second-order accurate. However, as observed in [27], if (2.5) is a Rosenbrock-W 
method with a diagonal matrix T with constant diagonal entries K, then the approximate factorization 
does not affect the order of accuracy. This follows from the fact that for T = Kl we can write 
n =I - Kl® !:ltJ*. Hence, we may consider the factorized Rosenbrock method (2.6) as the original 
Rosenbrock-W method with J = J*. Since in Rosenbrock-W methods the Jacobian can be freely 
chosen, Rosenbrock-W methods and their factorized versions have the same order of accuracy. 

As to the computational efficiency of factorized Rosenbrock methods, we observe that if in the 
underlying Rosenbrock method T =D and L = 0, then the s subsystems for ki in (2.6) can be solved 
concurrently. These subsystems have the same structure as in the Warming-Beam method (2.4 ), so 
that the computational efficiency is comparable on a parallel computer system. As an example of 
such a parallel Rosenbrock method, we have 

h _ 1 ( 21<2 - 1 ) r = ( K0·1 

- 2(Kz - Ki) -2K1 + l ' 
(2.7) 

which is second-order accurate if J =J(yn) + O(!:lt). 
However, if either T i- D or Li- 0, then the s subsystems in (2.6) have to be solved sequentially. 

2.3. Approximate factorization of linearized methods 

Instead of starting with a linearly implicit integration method, we may also linearize a nonlinear 
method. In fact, the Rosenbrock methods of the preceding section can be introduced by linearizing 
diagonally implicit Runge-Kutta (DIRK) methods (cf. [11, p. 111]). In the literature, many other 
examples of linearization can be found. For instance, the linearization of the 8-method applied to 
the porns media equation (in [21, p. 203]), the linearization of the Crank-Nicolson method for 
hyperbolic conservation laws (in [l]) and the linearization of LM methods for the compressible 
Navier-Stokes equations (in [2]). In this paper, we consider the linearization of a class of methods 
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which contains most methods from the literature: 

Yn+I = (aT ® I)Yn+I + gn, Yn+I := (Yn+cJ, 
i = 1, ... ,s, n~O. (2.8) 

Here, a is ans-dimensional vector and T is again an s x s matrix. The steppoint value Yn+I and the 
components Yn+c, of Yn+I represent numerical approximations to the exact solution values y(t11 +At) 
and y(t11 + c;At ), where the C; are given abscissae. Yn+I is called the stage vector, its components 
Yn+c; the stage values. Gn and gn are assumed to be defined by preceding steppoint values Yn,Yn- 1, 
etc. and by the preceding stage vectors Yn, Y11 _i, etc. and their derivatives. Again, the steppoint 
formula is explicit, so that the main computational effort goes into the solution of the stage vector 
Yn+I· 

Let us linearize the stage vector equation in (2.8) to obtain for Yn+i the linear system 

(2.9) 

Here, yo is an approximation to Y11+i, for example, yo= Yn or yo= e ® Yn· However, with this 
simple choice, the order of the linearized method is not necessarily the same as the original method 
(2.8 ). For instance, if (2.8) has order p ~ 2 and if J =J(y11 ) + O(At ), then the order of the linearized 
method is in general not higher than two. If (2.8) has order p~3, then higher-order formulas for 
yo should be used. Of course, if the ODE system (2.2) is already linear, i.e., y' =Jy, then yo does 
not play a role, because (2.9) is identical with the stage vector equation in (2.8) for all Y 0 • Note 
that this also implies that the linear stability properties of (2.8) and its linearization are identical for 
all Y 0 . 

It turns out that approximate factorization of linear systems of the type (2.9) is most effective if 
T is either diagonal or (lower) triangular as in the case of the Rosenbrock method (2.5). Therefore, 
from now on, we impose this condition on T. Furthermore, instead of directly applying approximate 
factorization to the linear system (2.9), we first rewrite it into the equivalent form (compare (1.2a)) 

(I - AtD ® J)( Y11 +1 - Y 0 ) = Gn - Y 0 + At(T ® I)F( Y0 ) 

+ At((T -D) ® J)( Yn+1 - Y 0), 

(2.9a) 

where again D = diag(T). Proceeding as in the preceding section leads to the factorized method 

Yn+I = (aT ® I)Yn+I + g,., 
(2.10) 

with ll defined as in (2.6). If Y11+1 - yo= O(At), then (2.10) presents a third-order perturbation 
of (2.9). Hence, by setting Y 0 = Yn or yo= e ® y 11 , the resulting method is second-order accurate 
provided that (2.8) is also (at least) second-order accurate. We shall refer to the approximately 
factorized, linearized method (2.10) as the AFL method. 

If T is diagonal, then the subsystems for the components of Yn+I - yo can be solved concurrently, 
and if T is lower triangular, then these subsystems should be solved successively (note that T - D 
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is strictly lower triangular). The computational efficiency of solving the linear systems in (2.10) is 
comparable with that of (2.6). 

2.4. Stability 

As already remarked, the crucial point is the stability of the factorized methods. We shall discuss 
stability with respect to the model problem y' = Jy = L.,Jky, where the matrices Jk commute. 
Application of the factorized methods to this model problem leads to linear recursions. The roots ( 
of the corresponding characteristic equations define the amplification factors of the method. These 
amplification factors are functions of the vector z=(zi, .. . , Zm) T, where zk runs through the eigenvalues 
of .6.tJk. We call a method stable at the point z if its amplification factor ((z) is on the unit disk. 
Likewise, we shall call a function R(z) stable at z if R(z) is on the unit disk. In the stability 
definitions and stability theorems given below, we shall use the notation 

W(o:):={w EC: larg(-w)l~o:}, 

IR(/j) := (-/j, O], 

~(/j) := { w E C: arg(w) = ±~, lwl < P}. 
Definition 2.1. A method or a function is called 

• A(o:)-stable if it is stable for zk E W(o:), k = 1, . .. ,m, 
• A-stable if it is stable for zk E W(rr/2), k = 1, ... ,m, 
• A,(o:)-stable if it is stable for z1, ••• ,z, E IR( oo) A z,+i, ... ,Zm E W(rx). 

The first two definitions of stability are in analogy with the definitions in numerical ODE theory. The 
third type of stability was introduced by Hundsdorfer [ 17] and will be referred to as A,( c:t. )-stability. 
This type of stability is relevant in the case of convection-diffusion-reaction equations. For example, 
for systems of two-dimensional convection-diffusion-reaction equations in which the Jacobian of the 
reaction terms has real, stiff eigenvalues, we would like to have Ai(n/2)-stability for m = 3, that 
is, stability in the region IR(oo) x W(n/2) x W(n/2). Then, by choosing the splitting such that Ji 
corresponds to the reaction terms, and J 2 and J3 to the convection-diffusion terms in the two spatial 
directions, we achieve unconditional stability. We remark that in the case of a single two-dimensional 
convection-diffusion-reaction equation, we need only A-stability for m = 2, because we can choose 
the splitting such that J 1 corresponds to the reaction term and the convection-diffusion in one spatial 
direction, and J2 to convection-diffusion in the other spatial direction. Note that in this splitting, the 
matrices Ji and J2 both have a band structure with small band width. 

In the following, we shall often encounter stability regions containing subregions of the form 
§ 1 x § 2 x § 3 • In the case of approximate factorizations that are symmetric with respect to the 
Jacobians Ji,J2 and J3, as in the methods (2.4), (2.6) and (2.10), this means that the stability region 
also contains the subregions § 1 x § 3 x §z, § 2 x §i x §3, .... 

In the next sections, we give stability theorems for the method of Warming and Beam, and a few 
AFL and factorized Rosenbrock methods. 
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2.5. Method of Warming and Beam 

Applying the Warming-Beam method (2.4) to the stability test problem yields the following 
characteristic equation for the amplification factor ( = ((z) of the method: 

p(O - 1"<zla(O = o. 1"<zl := ,T, [boeTz + fj<1 -b,z,)r· (2.ll l 
Stability properties of (2.4) can be derived by using the following lemma of Hundsdorfer [17]: 

Lemma 2.2. Let Rm be the function defined by 
m 

Rm(w):=l +eTwfIO -kwk)-1, w=(wi, ... ,wm)T, m~2. 
k=I 

Rm is A( a)-stable if and only if a::::;; kn(m - 1 )-1 and A,.(rx.)-stable if and only if rx.::::;; kn(m - r)- 1• 

Theorem 2.3. Let the LM method (2.3) be A-stable. Then the Warming-Beam method (2.4) is 
(a) A(rx. )-stable for m ~ 2 if and only if rx.::::;; tn(m - 1)- 1• 

(b) A,.( a)-stable for m ~2 and r~ 1 if and only if a~ !n(m - r)- 1• 

(c) Stable in the region ~(/3i) x ~(/3i) x fR(/32) form= 3 if b~/3i(b0/32 - 3) = 1. 

Proof. If the method (2.3) is A-stable, then (2.4) is stable at the point z if Re(l/f(z))~O, or equiv­
alently, if IC 1 + clft(z))( 1 - cl/f(z))- 1 j::::;;1 for some positive constant c. Let us choose c = b0 (the 
A-stability of (2.3) implies that b0 > 0). Then, it follows from (2.11) that 

1 + bol/l(z) 
1 _ bol/l(z) = Rm(2boz), (2.12) 

where Rm is defined in Lemma 2.2. Applying this lemma with w = 2b0z proves part (a) and (b ). 
Part (c) is proved by analysing the inequality IR(2b0z)i::::;; 1 for z =(iyi,iy2,x3 ). Form= 3 this leads 
to 

((1- b~Y1Y2)(1- boX3) + 2boX3)2 + (bo(Y1 + Y2)(1 + boX3))2 

~(1 + b~y~ )(1 + b~y~)(I - box3)2. 

The most critical situation is obtained if y 1 and y2 assume their maximal value. Setting y 1 = y2 = {3 1 

and taking into account that x3 ~ 0, the inequality reduces to x3 ~ - (I + 3b~f3T )/b~f3T from which 
assertion ( c) is immediate. 0 

This theorem implies A-stability for m = 2, a result already obtained by Warming and Beam 
[28]. Furthermore, the theorem implies A(O)-stability for all m~2, and A(a)-stability with a::::;;n/4 
for m ~ 3. Hence, we do not have unconditional stability in the case where all Jacobians Jk have 
eigenvalues close to the imaginary axis. We even do not have stability in regions of the form 
0(11) x ll(/3) x ll(/3) or ~(/3) x ~(,8) x IR(oo) with p > 0 (see also [12]). However, part (c) of the 
theorem implies for m = 3 stability in W(n/2) x W(rt/2) x fR(3/b0 ). Such regions are suitable for 
systems of two-dimensional convection-diffusion-reaction equations with real, nonstiff eigenvalues 
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in the reaction part. Note that it is advantageous to use small b0-values, whereas L-stability of the 
underlying LM method does not lead to better stability properties. 

Remark 2.4. The amplification factors of the stabilizing corrections method of Douglas (cf [6,7]) 
are given by ( = H(z), so that it has similar stability properties as the Warming-Beam method. 

Remark 2.5. As already remarked in Section 2.1, (2.4) can be seen as a generalization of the 
Peaceman-Rachford method ( 1.3) to nonlinear PDEs with multicomponent splittings. In the literature, 
a second, direct generalization of ( l.3a) is known, however its stability is less satisfactory. For the 
definition of this generalization, let F be a splitting function with m arguments satisfying the relation 
F(y, ... ,y)=/(J') and define Fk by setting the kth argument of F equal to yk and all other arguments 
equal to yk- l. Then, the direct generalization of ( 1.3a) reads 

yo=y,,, /'=yk-l+l::..tFk> Yn+1=ym, k=l, ... ,m 
m 

(cf., e.g., [19, p. 278] and [16]). This scheme is second-order accurate for all F. Evidently, it reduces 
to ( l.3a) for linear problems and m = 2. Its amplification factor is given by 

((z) =IT m + eT z - zk, 

k=I rn - zk 

showing that unlike the Warming-Beam method, it is not even A(O)-stable for m~3 (e.g., ((ez0 ) ~ 

( 1 - m r as Zo --+ 00 ), SO that it is Only Of USe for m = 2. 

2.6. AFL-LM methods 

We start with APL methods based on the class of LM methods (2.3 ). Writing (2.3) in the form 
(2.8) and applying the APL method (2.10) to the stability test problem leads to the characteristic 
equation 

p(()-eTzo-(0= [1-boeTz- IT(l -bozd] ((-1)(µ-i_ 
k=I 

(2.13) 

This equation does not allow such a general stability analysis as in the case (2.11 ). Therefore, we 
confine our considerations to two particular cases, viz. the APL methods based on the trapezoidal 
rule and the BDF method. 

2.6.1. The trapezoidal rule 
The trapezoidal rule is defined by p( () = ( - 1, o-( O = ~ ( ( + 1 ). This leads to the characteristic 

equation ( =H(z), where H is defined in Lemma 2.2. Hence, according to the proof of Theorem 2.3 
the APL-trapezoidal rule and the Warming-Beam method with b0 = ~ possess the same stability 
region, so that Theorem 2.3 applies (with b0 = ~ in part (c)). 



456 P.J van der Houwen, B.P. Sommeijer I Journal of Computational and Applied Mathematics 128 (2001) 447-466 

2.6.2. The BDF method 
For the BDF with p(() = ( 2 - ~( + t, O"(() = t(2 the characteristic equation (2.13) assumes the 

form 

P(z) 
C1 = Q(z)' 

1 
C2 = Q(z)' P(z):=Q(z)+ 1 +2erz, 

m 

Q(z) :=3 IT (1 - tzk). 
(2.14) 

k=l 

In order to find the stability region, we use Schur's criterion stating that the amplification factors 
are on the unit disk if IC21 2 + IC1 - CtC2I ~ 1 . 

Theorem 2.6. The AFL-BDF method is A-stable form= 2 and A(rr/4)-stable form= 3. 

Proof. Let P* and Q* denote the complex conjugates of P and Q. Then, in terms of P and Q, the 
Schur criterion requires that the function R(z):= ICP(z)Q*(z)-P*(z))/(Q(z)Q*(z)-1)1 is bounded 
by one in the product space defined by Re zk < 0, k = 1, ... , m. Since I l - t zk 12 > 1 for zk in the left 
half-plane, we easily see that R( z) is analytic in this product space. Hence, the maximum principle 
reveals that we need to require IR(iy1, ••• ,iym)l~l, where we have written zk =iyk, with Yk real. 
This condition on its own is equivalent to requiring that the polynomial E( iy) := (IQ( iy >12 - 1 )2 -
IP(iy)Q*(iy) - P*(iy)j 2 with y := (yi, ... , _v111? is nonnegative. For m = 2 we straightforwardly find 
that 

It is easily seen that E(iyi,iy2 )~0 for all y1 and y 2, proving the A-stability for m=2. 
For m = 3 we set zk = xk - ixk> k = 1, 2, 3, with xk ~O and derived an expression for E(z) with 

the help of Maple. This expression has the form -er xs(x), where x = (x1,x2,x3? and s(x) consists 
of a sum of terms each term being of the form xf xix3, where p, q and r are nonnegative integers. 
We verified that the coefficients of these terms are all positive if p + q + r is even and negative 
otherwise (the length of the formulas prevents us from presenting s(x) here). Hence, E(z);:;=::O for 
all zk = xk - ixk with xk ~ 0. Likewise, it can be shown that E(z) ~ 0 for all zk = xk + ixk with xk ~ 0, 
proving the A(rr/4)-stability form= 3. 0 

In addition, we determined stability regions of the form ll(j31) x ll(/31) x IR(/32 ) by analysing the 
stability boundary curve E(iy1' iy2,x3)=0 with the help of Maple. In particular, we found that in the 
region W(rr/2) x W(rr/2) x IR(/3) the value of f3 is determined by the equation E(ioo, ioo, /3) = 0 and 
in the region 0(/)) x 0(/5) x IR(oo) by the equation E(i(3,if3,oo )=0. This leads to f3=(9+3JT7)/4 and 
fJ = ~J2, respectively. For the sake of easy comparison, we have listed a number of stability results 
derived in this paper in Table 1. This table shows that the AFL-BDF regions 0(/3) x ll(/3) x IR( oo) and 
W(rr/2) x W(rr/2) x IR(.8) are larger than the corresponding stability regions of the Warming-Beam 
method generated by the BDF (b0 = t ). We now even have stability in 0(/3) x 0(,8) x ~(,8) with 
nonzero imaginary stability boundary ,8, however these boundaries are quite small (/3 < 1/10). 
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2. 7. AFL-DIRK methods 

If we define in (2.8) g,, = ( l - ar e)y 11 and G,, = e ® y,,, then (2.8) becomes a diagonally implicit 
Runge-Kutta (DIRK) method. We define an APL-DIRK method by approximating Y,,+ 1 by means 
of (2.10) with Y0 = e ® y,,. The amplification factor with respect to the stability test model becomes 

( 
m )-1 

((z) =I +er zar IT (l - zkD) - er z(T - D) Te. 
k=I 

(2.15) 

Let us consider the second-order, I-stable DIRK methods 

Yn+l =(eJ ®l)Yn+l· Yn+I = (Yn+h), 
. Yn+I 

( /( 

Y11 +1 - i:lt(T 0 l)F( Y,,+1) = e ® J'n, T = l _ K ~) 
(2. l 6a) 

and 

J'n+1=(l-are)y11 +aTY11+i, Yn+i=( Yn+n:) 
)'n+l-K ' 

( 
K 

Y11 + 1 -!:lt(T01)F(Y11+1)=e®y11, T= 1 _ 2K 

a = _l ( 31' - 1 ) 
2K2 K ' 

~), 
(2.16b) 

where e2 = (0, I )r and K = l ± 1v12- The amplification factor (2.15) becomes in both cases 

m 

rc(z) := II (l - Kzk), K = l ± th. (2.17) 
k=I 

Theorem 2.7. The AFL versions 4(2.16) are A-stable for m=2 andA(rc/4)-stablef(ir m=3. 

Proof. Writing ((z)=P(z)Q- 1(z), where P and Qare polynomials in zi,z2 and z3 , it follows that we 
have A-stability if the £-polynomial E(z) := IQ(z)J2- IP(z)i2 is nonnegative for all purely imaginary 
Zk- Using Maple, we found for /( = l ± 1 J2 

which proves the A-stability for 111 = 2. Similarly, the A( n/4) stability can be shown for m = 3. D 

Thus, the A-stability and A(:x)-stability properiies of the Warming-Beam, APL-trapezoidal, AFL­
BDF, and the above AFL-DIRK methods are comparable for m~3. However, for the AFL-DIRK 
methods we found (nume1ically) the stability regions ~(/31) x il(/)1) x IR(oo) and W(rc/2) x W(rc/2) x 
IR(/)2 ) with [1 1 ~ 1.26 and /)2 ~ 10.2 for K = 1 - ~J2 and with [J1 ~ 0.28 and /)2 ~ 1.75 for 

/( = 1 + ~ J2. Hence, choosing ". = 1 - ~ J2 we have ~larger stability regions than the corresponding 
stability -regions of the other methods (see Table 1 ). We also have stability in regions of the type 
il(/3) x ~({J) x il(/)) with fJ > 0, but fJ is uselessly small. 
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2.8. Factorized Rosenbrock methods 

Finally, we consider the factorized Rosenbrock method (2.6). With respect to the stability test 
model its amplification factor is given by 

((z) ~I+ eTzbT ([i;u-z,D) -eTz(L + T-D)r 1 
e. (2.18) 

We consider the original, second-order, L-stable Rosenbrock method [20] defined by (2.5) with 

h=(~), T-(K - 0 K=l±.!.'2 2 v L., (2.19a) 

and the second-order, L-stable Rosenbrock-W method (see [4, p. 233]) with 

h=t(i), T-( K - -2K L-(0 - 1 (2.19b) 

The amplification factor (2.18) is for both methods (2.19) identical with the amplification factor 
(2.17) of the DIRK methods (2.16), so that all results of the preceding section apply to (2.19). The 
factorization of the Rosenbrock-W method (2.l 9b) in transformed form has successfully been used 
by Verwer et al. [27] for the solution of large scale air pollution problems. See also Sandu [23] for 
a discussion of this method. 

3. Factorized iteration 

Except for the factorized Rosenbrock-W methods, the factorized methods discussed in the pre­
ceding section are at most second-order accurate. As already observed by Beam and Warming [2], 
a simple way to arrive at higher-order methods that are still computationally efficient, is factorized 
iteration of higher-order integration methods. Evidently, if the iteration method converges, then we 
retain the order of accuracy of the underlying integration method (to be referred to as the corrector). 
Likewise, if the convergence conditions are satisfied, then the stability properties of the iterated 
method are the same as those of the corrector. Hence, the stability region of the iterated method 
is the intersection of the convergence region of the iteration method and the stability region of the 
corrector. Thus, if we restrict our considerations to A-stable, preferably L-stable correctors, then the 
stability region of the iterated method is the same as the convergence region of the iteration method. 

Perhaps, even more important than the possibility of constructing higher-order methods is the 
increased robustness of the iterative approach. The reason is that the stability problem for the nonit­
erative approach is replaced by a convergence problem for the iterative approach. However, unlike 
stability, which concerns accumulation of perturbations through a large number of integration steps, 
convergence can be controlled in each single step. 

In Section 3.1, we discuss (i) AFN iteration, that is, approximately factorized Newton iteration of 
the nonlinear stage vector equation in (2.8), and (ii) AF iteration, that is, approximately factorized 
iteration of the linearized stage vector equation (2.9). AFN and AF iteration enables us to achieve 
stability in regions of the form ll(/j) x ll(/3) x W(rc/2). 
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The AFN and AF methods treat all terms in the ODE system implicitly. In the case where the 
ODE system contains terms that are nonstiff or mildly stiff with respect to the other terms, it may 
be advantageous to treat these terms explicitly. This will be illustrated in Section 3.2. 

Finally, in Section 3.3 we show how A-stability for three-component Jacobian splittings can be 
obtained, albeit at the cost of an increase of the computational complexity. 

3.1. The AFN and AF iteration methods 

Applying Newton iteration to the stage vector equation in (2.8) yields the linear Newton systems 

(I - !:::..tT ®J)(Yi - yJ- 1) = Gn - yJ- 1 + !:::..t(T ® J)F(Yi- 1 ), }~ 1. (3.1) 

Next, we apply approximate factorization to obtain the AFN iteration method 

ll(Yi - yi- 1)= Gn- y1- 1 +!:::..t(T®l)F(Yl- 1)+8!:::..t((T-D)®J)(Yi- yi- 1), j~l, 

(3.2) 

where n is defined as before, yo is a suitable initial approximation to Yn+ 1, and where {) is a free 
parameter to be explained later. Note that after one iteration the AFN process is identical with (2.10) 
if we set () = 1 and if (2.10) and (3.2) use the same approximation Y 0. 

In the case of the linear system (2.9), we apply the AF iteration method 

ll(Yi - y1- 1) = Gn - y1-i + !:::..t(T ® l)F(Y0 ) + !:::..t((T ® J)(Yl- 1 - Y 0 ), (3.3) 

+e!:::..t((T-D)®J)(Yi - yJ- 1 ), j~l (3.3) 

which is of course just the linearization of ( 3.2 ). The AFN and AF processes are consistent for all 
8, that is, if the iterates Yi converge, then they converge to the solutions Yn+i of (2.8) and (2.9), 
respectively. Since the formulas (3.2) and (3.3) have the same structure as the AFL method (2.10), 
we conclude that, given the LU-decompositions of the factor matrices in n, the costs of performing 
one iteration are comparable with those of applying (2.10). Hence, the efficiency of the AFN and AF 
processes is largely determined by the number of iterations needed to more or less solve the implicit 
system. The large-scale 3D shallow water transport expe1iments reported in [ 15,24, 12] indicate that 
two or three iterations suffice. Also note that for e = 0 the subsystems in the resulting iteration 
processes can be solved in parallel, even if T is a triangular matrix. 

AFN iteration can also be applied for solving simultaneously the subsystems for the components 
k; of K from the Rosenbrock method (2.5 ). Similarly, AF iteration can be applied successively to 
these (linear) subsystems. Here, we shall concentrate on the iteration of (2.8) and (2.9). For details 
on the AFN and AF iteration of Rosenbrock methods we refer to [13]. 

3.1.1. The iteration error 
Let us consider the recursions for the error ei :=Yi - Yn+l· From (2.8) and (3.2) it follows that 

the AFN error satisfies the nonlinear recursion 

ei = zei- 1 + !:::..t<J>(ei-I), }~ 1, 

Z :=I - (ll - 81:::..t((T-D) ®J))- 1(! - !:::..tT ®J), (3.4) 

<l>(e) := (ll - 81:::..t((T - D) ® J))-1(T ® I)(F(Yn+1 + e) - F( Yn+1) - (I® J)e). 
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Similarly, we deduce from (2.9) and (3.3) for the AF error the linear recursion 

81 =z81-1, j~l. (3.5) 

It is difficult to decide which of the two iteration processes has a better rate of convergence. However, 
in a first approximation, the rates of convergence are comparable, because in the neighbourhood 
of the origin the Lipschitz constant of the function <P is quite small, provided that J is a close 
approximation to J(yn ). Therefore, we will concentrate on the amplification matrix Z. 

First of all, we consider the convergence for small 6.t. Since Z=(l-0)6.t(T-D)®J +0((.~t)2 ), 
the following theorem is easily proved ( cf. [ 13 ]): 

Theorem 3.1. The iteration errors of the AFN and AF iteration processes (3.2) and (3.3) satisfv 

c,l = 0((6.t )2i)c,0, j ~ 1 if T is diagonal or if 8 = 1, 

1 _ { 0((6.tY)e0 

e - 0((6.t)21+1-s)80 

for 1 ~j~s - 1 
for j~s 

if T is lower triangular and 0 =J. l. 

This theorem shows that we always have convergence if 6.t is sufficiently small. It also indicates 
that the nonstiff error components (corresponding with eigenvalues of Jk of modest magnitude) are 
rapidly removed from the iteration error. Furthermore, we now see the price to be paid if we set 
f) = 0, while T is lower tiiangular (and not diagonal). In such cases, the subsystems in ( 3 .2) and 
(3.3) can still be solved in parallel, however, at the cost of a lower order of convergence. 

3.1.2. Convergence and stability regions 
The eigenvalues A.(Z) of the amplification matrix Z will be called the amplification factors in 

the iteration process. As in the stability analysis, we consider the test equation where the Jacobian 
matrices Jk commute. For this model problem, they are given by the eigenvalues of the matrix 
1 - n-1u - 6.tT ® J), so that 

m 

A.(Z) = 1- (1-A.(T)e1 z) IJ (1- A.(T)zk)- 1. 

k=I 

Note that A.(Z) does not depend on the parameter e. We shall call a method convergent at z if A.(Z) 
is within the unit circle at z. This leads us to the following analogue of Definition 2.1. 

Definition 3.2. The iteration method is called 

• A( 1.1. )-convergent if it is convergent for zk E W( a), k = 1, ... , m, 
•A-convergent if it is convergent for zk E W(rc/2), k = 1, ... ,m, 
• Ar( ex )-convergent if it is convergent for Z1> ••• , Zr E ~( oo) A Zr+i. ..• , Zm E W( a). 

From now on, we shall explicitly assume that 

the corrector method is A-stable or L-stable, 
the matrix T has nonnegative eigenvalues, 
the iteration process is performed until convergence. 

(3.6) 
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These assumptions imply that the region of stability equals the region of convergence. The following 
theorem provides infonnation on the A(cr. )-stability characteristics [8]. 

Theorem 3.3. Let the conditions (3.6) he satisfied. Then, AFN and AF iteration is A(O)-stable for 
m ~ 2, A-stable for m = 2, and A(rc/4 )-stable fbr m = 3. 

A comparison with the Theorems 2.3, 2.6 and 2. 7 reveals that for m ~ 3 AFN and AF iteration 
have the same A(x )-stability characteristics as obtained for the noniterative methods discussed in this 
paper. However, the stability results of Theorem 3.3 apply to any A-stable or l-stable integration 
method of the fonn (2.8) or (2.9) with ),(T)~O. so that the order of accuracy can be raised beyond 2. 

Fuithem1ore, we found the stability region W( rc/2) x W( rc/2) x IR(fi) with f3 = ( 1 + /2)p-1 ( T), 
where p( T) denotes spectral radius of T (do not confuse p( T) with the Dahlquist polynomial p( () 
used in ( 2.3) ). Hence, this region can be made greater than the coITesponding stability regions of 
all preceding noniterative methods (see Table 1) by choosing c01Tector methods such that p(T) is 
sufficiently small. In Section 4, we give methods with p( T) in the range [0.13, 0.5]. 

An even greater advantage is that factorized iteration leads to stability in regions of the form 
H/3 1) x G(/Ji) x G(,62 ) with substantial values of /3 1 and /)2 • In [13] it was shown that 

f3 . . fj(X) 
1 = m1n mm --, 

iEA(T) O~x~Afh )" 

where 11( T) denotes the spectrum of T and fJ is defined by 4xq3 + 2(x2 - I )g2 - x2 - 1 = 0. Thus, if 
we choose /) 1 not larger than the minimal value of g(x )p- 1( T) in the interval [O, oo ], then we have 
stability in the region Q(/:)1 ) x Q(/) 1 ) x W(rc/2). This optimal value of /3 1 is given by 

/31 = 6 lT)(2 + (26 + 6J33) 1i 3 8(26 + 6v'33f 113 ) ~ 0.6T5 . (3.7) 
~- . . ~) 

Since usually p( T) is less than 1, we obtain quite substantial values for /31• This makes the iterative 
approach superior to the noniterative approach, where we found stability regions of the fonn G(/3) x 
0(/3) x G(/1) with at best quite small /J. The stability region G(/J1 ) x G(/31) x W(rc/2) enables us 
to integrate shallow water problems where we need unconditional stability in the vertical direction 
(because of the usually fine vertical resolutions) and substantial imaginary stability boundaries in 
the horizontal directions (because of the convection te1ms). The AFN-BDF method was successfully 
used in [15,24] for the solution of large-scale, three-dimensional shallow water transport problems. 

3.2. Partially implicit iteration methods 

The AFN and AF iteration methods (3.2) and (3.3) are implicit with respect to all Jacobians Jk in 
the splitting J(y)=l:,Jk. However, Table 1 frequently shows finite values for the stability boundaries. 
This raises the question whether it is necessary to treat all terms in the coITesponding splitting 
implicitly. Afterall, when applying the standard, explicit, fourth-order Runge-Kutta method, we have 
real and imaginary stability boundaries of comparable size, viz. f3 ~ 2.8 and 2/2, respectively. 

In [13] this question is addressed and preliminary results are reported for iteration methods where 
n does not contain all Jacobians Jk. In this approach, the iteration method can be fully tuned to the 
problem at hand. In this paper, we illustrate the pa1iially implicit approach for transport problems in 
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three-dimensional air pollution, where the horizontal spatial derivatives are often treated explicitly. 
In such problems. the Jacobian matrix J(y) can be split into three matrices where J, corresponds 
with the convection tenns and the two horizontal diffusion terms, J2 c01Tesponds with the vertical 
diffusion term, and J3 con-esponds with the chemical reaction terms. It is typical for air pollution 
tenns that J2 and J3 are extremely stiff (that is, possess eigenvalues of large magnitude), and that 
J1 is moderately stiff in comparison with J 2 and J 3 (see, e.g., [23,27]). This leads us to apply 
( 3 .2) or ( 3 .3) with n replaced with n 1 : =(I - !:::.tD ® J2 )(I - !:::.tD ® J3 ). Thus, only the vertical 
diffusion and the chemical interactions are treated implicitly. In the error recursions (3.4) and (3.5), 
the amplification matrix Z should be replaced by 

2 1 :=I -(ff 1 - (Jf:::.t(( T-D) ® J) )-1 (J-.6.tT ® J), fl 1 := (J-1:::.tD ® J2)(I-l:::.tD ® )3). 

Since 2 1 = 0(1:::.t ), the nonstiff components in the iteration error are less strongly damped than by 
the AFN and AF processes (see Theorem 3.1 ). This is partly compensated by the lower iteration 
costs when using n 1 instead of n. 

Let us assume that the eigenvalues z2 of .6.tJ2 are negative (vertical diffusion) and the eigenvalues 
z3 of J3 are in the left halfplane (chemical reactions). We are now interested to what region we 
should restrict the eigenvalues z1 of .6.U1 in order to have convergence. For the model problem this 
region is determined by the intersection of the domains bounded by the curve 

I . 12 2 , 3 I ) I ( ) ( 1 . 21 12 )(. l . )2 '4 21 12 )'21 + A Z2 Ill(Z3 Ill .z1. = +A Z3 . - ).Zz - A Z2 Z3 ' (3.8) 

where ;, E A(T), z2 E IR.(oo) and z3 E W(rr./2). It can be verified that this intersection is given by 
the points lzil < p- 1( T). Thus, we have proved: 

Theorem 3.4. Let the conditions (3.6) be sati.1:fied, let m = 3, let ff be replaced by ff 1 in the AFN 
and AF iteration 1nethods, and define the disk [D(fi) := {w EC: lwl < /~}. Then, the stability reqion 
contains the reqion [D(p- 1(T)) x ~(oo) x W(rr./2). 

We remark that the approximate factorization operator n 1 is not symmetric with respect to all 
three Jacobians. This means that the stability region of the methods of Theorem 3.4 also contain the 
region [D(p- 1(T)) x W(rr./2) x ~(oo), but not, e.g., the region ~(oo) x [D(p- 1(T)) x W(rr./2). 

3.3. A-stability for three-cornponent Jacobian splitting 

So far, the approximate factorization methods constmcted in this paper are not A-stable for 
three-component splittings. However, all these methods can be modified such that they become 
A-stable for m = 3. The idea is to stmi with, e.g., a two-component splitting J = J1 + J*, where 
J1 has the desired simple structure, but J* has not, and to solve the linear system containing J* 
iteratively with approximate factorization iteration. We illustrate this for the AFN process (3.2). 
Consider the process 

(I - l:::.t D ® J1 )f:/ = Gn - yJ-i + l:::.t(T ® l)F( yJ-i) + 81:::.t((T - D) ® J)( yJ - y1- 1 ), 

(3.9a) 

. - j 
(I - !:::.t D ® (J2 + ... +Jm))f:::.l = t::,., yi _ y.i-1 = t::,.i, (3.9b) 
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where j ~I. This method can be interpreted as the AFN method (3.2) with m replaced by 2 and 
J1 replaced by J1 + · · · + J,n. Hence, Theorem 3.3 implies that we have A-stability with respect 
to the eigenvalues of Ji and J1 + · · · + Jm (assuming that the coITector is A-stable). If the matiix 
J 2 + · · · + J"' does not have a 'convenient' structure (e.g., a small band width), then the system 
for t::,.i cannot be solved efficiently. In such cases, we may solve this system by an AFN (inner) 
iteration process: 

t::,.IO = f5/, 

(3.9c) 

m 

yJ = yJ-l + t::,.J,r, IT1 := IT(/ - tlt D@ Jk). 
k=2 

Since the stability theory of Section 3 .1 applies to this process, we can apply the stability results 
from this section. The following theorem summarizes the main results for {(3.9a),(3.9c)}. 

Theorem 3.5. Let (3.6) be sati41ed. Then, the inner-outer AFN process {(3.9a ), (3.9c)} is 

(a) A(O)-stable fin· 111~2, A-stable fin· m = 2 and m = 3, and A(n/4)-stab!e form= 4, 

(d) Stable in W(n/2) x D({J) x D(/J) x W(n/2) with f3;::::;; 0.65 p- 1(T) form =4, 
(e) Stable in W(n/2) x W(n/2) x W(n/2) x IR(/)) with fJ = (1 + J2) p- 1(T) fbr m = 4. 

Thus the process { ( 3. 9a ),( 3. 9c)} has excellent stability properties, but its computational complexity 
is considerably larger than that of (3.2). In order to compare this, let the number of outer iterations 
be denoted by q. Then (3.2) requires the solution of qm linear systems, whereas {(3.9a),(3.9c)} 
requires q(rm + 1 - r) linear system solutions. For example, if m = 3, then we need 3q and 
(2r + 1 )q linear system solutions, respectively, so that for r~2 the nested approach is more expen­
sive. 

Evidently, the above approach can also be applied to the AF method (3.3), but also to the nonit­
erative methods (2.4 ), ( 2.6 ), and (2.10 ). In the non iterative methods, the computational complexity 
increases from m to rm + 1 - r linear system solutions, i.e., by the same factor as in the iterative 
case. It should be remarked that there exist several splitting methods, not based on approximate 
factorization, that are also A-stable for three-component Jacobian splittings. We mention the ADI 

method of Gourlay and Mitchell [ 1 O] and the trapezoidal and midpoint splitting methods of Hunds­
dorfer [ 18]. These methods are second-order accurate and possess the same amplification factor 

((z) = I1f=1(1 + *zk)(l - *zk )- 1 from which the A-stability is immediate. However, the internal 
stages of these methods are ~not consistent, that is, in a steady state the internal stage values are not 
stationary points of the method. This leads to loss of accuracy ( cf. [ 1 7]). 

4. Methods with minimal p( T) 

The stability regions in Table 1 and the Theorems 3.4 and 3.5 indicate that small values of p(T) 

increase the stability regions of the iterated methods. Similarly, Theorem 2.3 shows that small values 
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of h0 increases the stability region ~(/J 1 ) x ~(/J 1 ) x lR(/12 ) of the Warming-Beam method (note that 
for LM methods h0 = p( T) ). Therefore, it is relevant to look for methods with small p( T). 

Let us first consider the two-parameter family of all second-order, A-stable linear two-step meth­
ods (cf. [28, Fig. 2]). Taking h0 and a2 as the free parameters (see (2.3)), this family is defined 
by 

( 4.1) 

where -1 ::::::; a2 < 1 and b0 :;;::: ~. Hence, the smallest value of ho is ~. Moreover, from an implemen­
tation point of view, the trapezoidal mle choice a2 = 0 is attractive. 

Next, we consider the family of DIRK methods. We recall that they are defined by (2.8) with 
g,, =(l -aTe)y11 and G,, =yo =e@y,,. In [14] a number of methods with minimal p(T), relative to the 
number of stages, have been derived. Here, we confine ourselves to presenting a few second-order, 
L-stab le methods by specifying the matrix T (in all cases a = es and p( T) = K): 

T= ( 
K Q) 

l-K K , 
K - 1 - l 0 ~ 0 ?9 - 2 V L rv ·- , 

K 0 0 

T= 
1 - 4K + 2r .. ·2 

0 K = Yz(9 + 3J3 - Jn+ 42J3) ;-.:::; 0.]8, 
2(1 - K) 

K 

0 1 - /( 

4K 

1 - 8K + l 6K2 + 8K3 

1 - 4K + 2K2 

0 

0 

K 

0 

2 - 8K + 4K2 

1 - K 

0 

4+2V2-/20+14V2 
K= ;-.:::;Q.13. 

4 

5. Summary of stability results 

0 0 

0 0 

0 

4(1 - K) 41\ 

(4.2) 

(4.3) 

(4.4) 

We conclude this paper with Table I which compares a number of stability results for various 
factorized methods based on three-component splittings. 
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Table 1 
Stability regions of approximate factorization methods with three-component splittings 

Methods 

Warming-Beam (2.4) and 
AFL-trapezoidal (bo = ~) 

AFL-BDF 

AFL-DIRK (2.16) and 
Factorized Rosenbrock (2.19) 

with K = 1 - ~J2 

AFN/ AF iteration (3.2 )/(3.3) 

AFN/ AF iteration (3.2)/(3.3) 
with ll 1 (Section 3.2) 

Nested AFN {(3.9a),(3.9c)} 

References 

Stability region 

W(1t/4) x W(it/4) x W(n/4) 
W( n/2) x W( it/2) x IR(./J) 
0(,8) x 0(,8) x IR(oo), 

W(n/4) x W(it/4) x W(n/4) 
W(n/2) x W(it/2) x IR(fI), 
0(,8) x ll(,8) x IR( oo ), 

W(n/4) x W(n/4) x W(n/4) 
W(n/2) x W(n/2) x IR(,8) 
0(/3) x ll(/3) x IR( oo ), 

W(n/4) x W(n/4) x W(n/4) 
W(n/2) x W(n/2) x IR(/3) 
0(,8) x ll(/3) x W(n/2) 

ll:D(/3) x IR(oo) x W(n/2) 

W(n/2) x W(it/2) x W(n/2) 

Stability boundaries 

f3 = 3/bo 
f3 = 0 

/3 = (9 + 3M)/4 Rj 5.34 

/3 = ~V2 Rj 1.06 

/3 Rj 10.2 
f3 Rj 1.26 

f3 = (1 + y'2)p- 1(T) Rj 2.41 p- 1(T) 
f3 Rj 0.65 p- 1(T) 

/3 = p-1(T) 
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