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Abstract

This paper contains a convergence analysis for the method of Stabilizing Corrections, which
is an internally consistent splitting scheme for initial-boundary value problems. To obtain
more accuracy and a better treatment of explicit terms several extensions are regarded and
analyzed. The relevance of the theoretical results is tested for convection-diffusion-reaction
equations.

1991 Mathematics Subject Classification: 65M06, 65M12, 65M20
Keywords and Phrases: Numerical analysis, initial-boundary value problems, splitting
methods.
Note: Work carried out under the project MAS 1.4 – Discretization of Initial Value Prob-
lems.

1. Introduction

In this paper we consider several splitting schemes based on stabilizing corrections for initial-
boundary value problems for partial differential equations (PDEs). It is assumed that the
spatial derivatives are discretized with finite differences or finite volumes, resulting in very
large systems of ordinary differential equations (ODEs), to which the splittings will be ap-
plied. In these stabilizing corrections splitting schemes all internal vectors are consistent with
the underlying equations which greatly facilitates the implementation of correct boundary
conditions.

Consider the initial value problem for a system of ODEs, arising as a semi-discrete system
from an initial-boundary value problem for a multi-dimensional PDE problem,

u′(t) = F (t, u(t)) (1.1)

with 0 ≤ t ≤ T and given initial value u(0). We shall consider numerical time stepping
schemes with step size τ yielding approximations un to the exact solution u(tn) at time levels
tn = nτ for n = 0, 1, 2, · · ·, starting with u0 = u(0).

It is often possible to decompose the function F into a number of simpler component
functions,

F (t, w) = F0(t, w) + F1(t, w) + · · ·+ Fs(t, w). (1.2)

Splitting methods use this decomposition by treating in each stage of the calculations at most
one of the components implicitly. We shall assume that the F0 component can be treated
explicitly, whereas the other Fj terms are stiff and need an implicit treatment.
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We first consider the following scheme, with parameter θ ∈ [1
2 , 1],

v0 = un + τF (tn, un),

vj = vj−1 + θτ
(
Fj(tn+1, vj)− Fj(tn, un)

)
(j = 1, 2, · · · , s),

un+1 = vs,

 (1.3)

where the vj are internal vectors for the step from tn to tn+1. This scheme has been called
the method of Stabilizing Corrections in [12, 18], since the calculation of the vectors vj,
j = 1, 2, ..., s, primarily serves to stabilize the forward Euler method that is used to calculate
v0. When applied with dimensional splitting, the ADI methods of Douglas and Brian with
θ = 1

2 , and Douglas-Rachford with θ = 1, see [7, 20], are special cases of interest. For linear
autonomous problems the scheme (1.3) fits in the general ADI framework of Douglas & Gunn
[8]. The formulation for nonlinear problems is due to van der Houwen & Verwer [12].

Originally these methods were introduced for purely parabolic problems, Fj ≈ ∂2/∂x2
j ,

without an explicit term. We shall consider more general convection-diffusion-reaction equa-
tions, describing for instance transport with chemical reactions in porous media or in the
atmosphere, where the term F0 may contain discretized convection operators. The scheme
(1.3) itself is not very suited for such applications, mainly because the explicit term is in-
tegrated with the forward Euler method, but (1.3) is a good starting point to derive more
suitable schemes.

A big advantage of (1.3) over many other splitting methods [18, 19] is that all internal
vectors vi are consistent approximations to the exact solution, namely at time tn+1. This
implies that if we are in a steady state F (u) = 0, with F independent of t, then this steady
state is also a stationary point of the scheme (1.3). Moreover, with time dependent boundary
conditions (included in the time dependent part of the Fj) the formula retains its consistency.

Instead of solving the nonlinear algebraic equations in (1.3), by a Newton iteration, we
can also linearize the equations (corresponding to 1 Newton iteration) to obtain the following
scheme, expressed here in terms of δj = vj − un,

δ0 = τF (tn, un), δj = δj−1 + θτ
(
Ajδj + τbj

)
, un+1 = un + δs, (1.4)

where Aj ≈ ∂Fj(tn+1/2, un)/∂u and bj ≈ ∂Fj(tn+1/2, un)/∂t. For autonomous equations this
is equivalent to the Rosenbrock type scheme with factorized Jacobian matrix

un+1 = un + (I − θτAs)−1 · · · (I − θτA2)−1(I − θτA1)−1τF (un).

For nonautonomous equations, arising for instance from a PDE problem with time dependent
boundary conditions, (1.4) gives a proper way to deal with the time-dependent terms.

The contents of this paper is as follows. In Section 2 an error analysis for the stabilizing
correction scheme (1.3) will be presented. The analysis will be restricted to linear problems
and thus it also applies to (1.4). In order to improve accuracy and treatment of the explicit
term we shall consider several extensions of (1.3) using the stabilizing corrections framework.
In Section 3 a multistep extension based on the BDF2 method is considered, but stability
restrictions make this extension only suited for purely parabolic equations if s ≥ 2. In Sec-
tion 4 the stabilizing correction concept will be incorporated in a two-stage Runge-Kutta
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method. Along with a discussion on stability we shall consider in detail the local and global
discretization errors of this new scheme. The final Section 5 contains numerical illustrations
and concluding remarks.

2. Error analysis for the stabilizing correction scheme (1.3)

2.1. Preliminaries
The methods in this paper are all formulated for arbitrary nonlinear problems (1.1),(1.2). The
analysis, however, will be mainly restricted to linear problems. In the following we present an
error analysis of the scheme (1.3) for

Fj(t, w) = Ajw + gj(t). (2.1)

with m×m matrices Aj and gj(t) ∈ IRm. It is assumed that the problem represents a semi-
discrete PDE, so the dimension depends on the mesh width in space h and some of the matrices
Aj will contain negative powers of h. For nonhomogeneous boundary conditions, the terms gj
will contain the boundary values relevant to Aj, which will also lead to negative powers of h,
see for example [13, 17] for a more detailed description.

In the following we consider on IRm the discrete L2-norm ‖w‖ = (w,w)1/2 with corre-
sponding inner product (v,w) = 1

mv
Tw. The induced matrix norm is also denoted by ‖ · ‖. It

will be assumed that we have for 0 ≤ j ≤ m

(v,Ajv) ≤ 0 for all v ∈ IRm, (2.2)

so that the ODE system (1.1) is stable. This assumption also implies that

‖(I − θτAj)−1‖ ≤ 1 for arbitrary θ, τ > 0. (2.3)

Frequently we shall need additional assumptions on the matrices Aj to ensure stability of the
numerical schemes; those additional assumptions will be specified when needed. Some results
could be extended to nonlinear systems as will be indicated in the text.

The error bounds derived in the next sections will not be adversely affected by the mesh
width h in the spatial discretization. In particular, we shal write O(τp) to denote vectors or
matrices whose norm can be bounded by Cτp with C > 0 independent of h. Further, we shall
use throughout the paper the notation Zj = τAj , Z = Z0 + Z1 + · · ·+ Zs and Qj = I − θZj.

2.2. Error recursions
We consider along with (1.3) the perturbed scheme

ṽ0 = ũn + τF (tn, ũn) + ρ0,

ṽj = ṽj−1 + θτ
(
Fj(tn+1, ṽj)− Fj(tn, ũn)

)
+ ρj (j = 1, 2, · · · , s),

ũn+1 = ṽs.

 (2.4)

The perturbations ρj may stand for round-off or errors introduced in the solution of the
implicit systems, for instance. Further on we shall use them to derive an expression for the
local discretization errors.
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Let en = ũn−un, εj = ṽj − vj . Subtraction of (1.3) from (2.4) gives for the linear systems
(2.1) the relations

ε0 = en + Zen + ρ0,

εj = εj−1 + θZj(εj − en) + ρj (j = 1, 2, · · · , s),
en+1 = εs.

We can eliminate the internal quantities εj by using εj − en = Q−1
j (εj−1− en + ρj), leading to

en+1 = Ren + dn (2.5)

with stability matrix
R = I +Q−1

s · · ·Q−1
2 Q−1

1 Z (2.6)

and with dn containing the internal perturbations,

dn = Q−1
s · · ·Q−1

1 (ρ0 + ρ1) +Q−1
s · · ·Q−1

2 ρ2 + · · ·Q−1
s ρs. (2.7)

So, the matrix R determines how an error already present at time tn will be propagated
to tn+1, whereas dn stands for the local error introduced during the step.

2.3. Stability
Stability in (2.5) requires that

‖Rn‖ ≤ K for all n ≥ 1 (2.8)

with stability constant K independent of the mesh width h.
General results for matrices Aj satisfying (2.2) are lacking. However, if we assume that

the matrices Aj are normal and commuting it suffices to consider the scalar test equation

u′(t) = (λ0 + λ1 + · · · + λs)u(t). (2.9)

Although normal commuting matrices hardly ever occur with practical problems, it is
common in the stability analysis of numerical schemes for nonlinear PDEs to linearize, neglect
boundary conditions and constant terms, freeze the coefficients and then apply a von Neumann
analysis (Fourier transformation). The λj in the test equation then correspond with the
eigenvalues of the linearized operators Aj = ∂Fj(t, u)/∂u. Due to the freezing of coefficients
and neglection of boundary conditions these Aj are assumed to be normal and commuting in
the von Neumann analysis.

For the scalar test equation, the stability matrix (2.6) reduces to the factor r = r(z0, z1, ..., zs)
given by

r = 1 +
z

p
, (2.10)

where zj = τλj , z =
∑s

j=0 zj and p =
∏s
j=1(1 − θzj). In the following we consider closed

wedges in the left half plane,

Wα = {ζ ∈ |C : | arg(−ζ)| ≤ α}.
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Ideally, we would like to have stability for arbitrary zj ∈ Wπ/2, but if s > 2 this is not
attainable. It was proved in [14, 16] that if z0 = 0 then

|r| ≤ 1 for all zj ∈ Wα ⇐⇒ α ≤ 1
s− 1

π

2
. (2.11)

Moreover, it was shown in [16] that with θ = 1 the above remains valid for |1 + z0| ≤ 1 if
s ≤ 3 (probably for all s but proof of that is lacking), but with θ = 1

2 and |1 + z0| ≤ 1 we need
α = 0, that is real zj ≤ 0, even if s = 1.

So it seems that the stronger stability of the underlying method with θ = 1 is essential to
obtain results with z0 6= 0. It should be noted, however, that considering arbitrary z0 with
|1+ z0| ≤ 1 is a bit strict; better results are obtained with θ = 1

2 if we require |ρ+ z0| ≤ ρ < 1,
for example. Moreover, in the above there is no relation assumed between z0 and the other
zj . Often we will have that Re(z1) << −1 if z0 is bounded away from 0, for instance if
λ0, λ1 correspond with eigenvalues of convection and diffusion operators in the same spatial
direction, and then the above can be much too pessimistic. If different directions are involved,
for example if F0 stands for horizontal convection and F1 for vertical diffusion or reactions,
then the corresponding eigenvalues should be considered as independent, and then the above
results are relevant.

Results of a different type, valid for s = 1 but with noncommuting operators were obtained
by Crouzeix [6], also for multi-step methods. Again, in these results it is required that θ > 1

2 ,
so that the underlying implicit method is strongly A-stable.

In the following we shall simply assume that the general stability condition (2.8) is valid
for the class of problems under consideration.

Remark. Since the explicit term is integrated in (1.3) in a forward Euler fashion, we need
in general |1 + z0| ≤ 1 for stability. If F0 represents a convection term then this eigenvalue
condition can only be satisfied with first-order upwind spatial discretization, which is inaccu-
rate and very diffusive. The extensions of method (1.3) that will be regarded in the following
sections do allow higher order upwind convection discretizations, also with flux-limiters, see
[22, 23]. 3

2.4. Local discretization errors
We shall use the above error recursion (2.5)-(2.7) to obtain bounds on the discretization errors.
The error bounds will be based on derivatives of the exact solution u(t) and ϕj(t) = Fj(t, u(t)).
If the PDE solution is smooth, we may assume that these derivatives are bounded uniformly
in the mesh width h.

Let ũn = u(tn) so that en = u(tn) − un is the global discretization error. To derive an
expression for the local discretization error dn we are free to chose the ṽj ; it is only the global
relation (2.5) that matters. Simple expressions for the residuals ρj are obtained by taking
ṽj = u(tn+1) for j = 0, 1, ..., s. Then

ρ0 = 1
2τ

2u′′(tn) + 1
6τ

3u′′′(tn) + · · · ,

ρj = −θτ
(
ϕj(tn+1)− ϕj(tn)

)
= −θτ2ϕ′j(tn)− 1

2θτ
3ϕ′′j (tn)− · · · , j = 1, ..., s.
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Inserting these residuals into (2.7) yields the local discretization error

dn = Q−1
s · · ·Q−1

1 · 1
2τ

2u′′(tn)−
s∑
j=1

Q−1
s · · ·Q−1

j · θτ2ϕ′j(tn) +O(τ3). (2.12)

Note that boundedness of the Q−1
j factors, see (2.3), implies that dn = O(τ2) uniformly

in the mesh width h, and thus we always obtain at least first-order convergence of the global
errors en independent of h.

This estimate can often be improved, but then we need to take a closer look on the error
propagation. We shall elaborate this for s ≤ 3, where we have

dn = Q−1
3 Q−1

2 Q−1
1

(
1
2τ

2ϕ′0(tn) + (1
2 − θ)τ2ϕ′1(tn) + [(1

2 − θ)I + θ2Z1]τ2ϕ′2(tn)+

+ [(1
2 − θ)I + θ2(Z1 + Z2)− θ3Z1Z2]τ2ϕ′3(tn)

)
+O(τ3).

(2.13)

Remark. The expressions for the residuals ρj leading to (2.12) are also valid for nonlinear
systems. It can be shown that the O(τ2) bound for the local discretization errors dn remains
valid for more general equations than (2.1). However, the manipulations needed to show
higher order convergence become very complicated for more general problems, even if stability
is assumed a priori. Moreover, stability considerations based on the linear test equation (2.9)
may not be very relevant anymore. These difficulties might be mainly theoretical; in nonlinear
tests our numerical experiments did not show a decrease in accuracy or stability. 3

2.5. Global discretization errors
Throughout this subsection it will be assumed that (2.2) is valid, so that the matrices Q−1

j

are bounded, and that the stability condition (2.8) is satisfied. As said before, this implies
convergence with order at least one, which is not the case with many other splitting methods,
see [13, 15] for instance. In this subsection some second-order convergence results will be
derived. It is obvious that second order can only be achieved if θ = 1

2 and F0 = 0, so this will
be assumed in this subsection. Then, for s ≤ 3, expression (2.13) simplifies to

dn = Q−1
3 Q−1

2 Q−1
1

(
1
4τ

2Z1ϕ
′
2(tn) + 1

4τ
2(Z1 + Z2 − 1

2Z1Z2)ϕ′3(tn)
)

+O(τ3).

In case s = 2 we can use this formula with Z3 = 0, ϕ3 = 0.
Consider the global error recursion (2.5) with a fixed time interval [0, T ]. According to the

general condition formulated in [13, Sect.5.1] we have second-order convergence if the local
error can be decomposed as

dn = (I −R)ξn + ηn with ξn = O(τ2), ηn = O(τ3) and ξn+1 − ξn = O(τ3). (2.14)

We note that convergence directly follows from en = dn−1 + Rdn−2 + · · · + Rn−1d0 and that
the above criterion is also necessary, see [13]. Using this framework, convergence results are
now easily obtained.

Theorem 2.1. Let θ = 1
2 , F0 = 0. Consider scheme (1.3) with s = 2 and assume that

A−1A1ϕ
(k)
2 (t) = O(1) for k = 1, 2 and t ∈ [0, T ]. Then en = O(τ2) for tn ∈ [0, T ].
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Proof. If s = 2 we have

dn = Q−1
2 Q−1

1
1
4τ

2Z1ϕ
′
2(tn) +O(τ3) = (R− I)1

4τ
2Z−1Z1ϕ

′
2(tn) +O(τ3).

Thus we can apply criterion (2.14) with ξn = Z−1Z1ϕ
′
2(tn) = A−1A1ϕ

′
2(tn) and ηn containing

the remaining O(τ3) terms. 2

For many splittings with standard convection-diffusion problems we will have ‖A−1A1‖ ≤ 1,
and hence the assumption A−1A1ψ2 = O(1), ψ2 = ϕ′2, ϕ

′′
2 , in this theorem is natural. Fur-

thermore we note that if A is singular, the above can be easily generalized: what we need to
prove second-order convergence is the existence of a vector υ = O(1) such that Aυ = A1ψ2.
In all of the following such generalizations can be made.

Theorem 2.2. Let θ = 1
2 , F0 = 0. Consider scheme (1.3) with s = 3 and assume that

A−1A1ϕ
(k)
j (t) = O(1) (j=2, 3), A−1A2ϕ

(k)
3 (t) = O(1) and A−1A1A2ϕ

(k)
3 (t) = O(τ−1) for

k = 1, 2 and t ∈ [0, T ]. Then en = O(τ2) for tn ∈ [0, T ].

Proof. Since R = I +Q−1
3 Q−1

2 Q−1
1 Z, the local discretization error can be written as

dn = (R − I)Z−1
(

1
4τ

2Z1ϕ
′
2(tn) + 1

4τ
2(Z1 + Z2 − 1

2Z1Z2)ϕ′3(tn)
)

+O(τ3).

Note that A−1A1A2ϕ
(k)
3 = O(τ−1) implies Z−1Z1Z2ϕ

(k)
3 = O(1). Thus we can apply (2.14) in

the same way as before with ξn containing the O(τ2) terms. 2

Compared to the situation for s = 2, Theorem 2.1, the essential new condition here with
s = 3 is A−1A1A2ψ3 = O(τ−1), ψ3 = ϕ′3, ϕ

′′
3 , that is,

Z−1Z1Z2ψ3 = O(1).

This may hold also if Z−1Z1Z2 6= O(1). As an example, consider Aj to be the standard second-
order difference operator for ∂2/∂xj

2, j = 1, 2, 3 with nonhomogeneous Dirichlet conditions
at the boundaries. Then the matrices Aj commute and ‖A−1Aj‖ ≤ 1 for all h. Further it
holds that Aγ1A

γ
2ψ3 = O(1) for any γ < 1

4 (with γ = 1
4 we have Aγ1A

γ
2ψ3 = O(log(h)), see [17,

Appendix]. So we can write

Z−1Z1Z2ψ3 = τ2γZ−1Z1−γ
1 Z1−γ

2 [Aγ1A
γ
2ψ3].

Taking τ ∼ h1+ε with ε = 1− 4γ > 0, it follows that

‖Z−1Z1Z2ψ3‖ ∼ τ2γ
( τ
h2

)1−2γ
= O(1).

Thus the conditions in Theorem 2.2 are fulfilled under a step size restriction τ ∼ h1+ε with
ε > 0 arbitrarily small. In a similar way it can also be shown that if τ ∼ h then the global
errors en can be bounded by τ2 log(τ), convergence with order practically equal to 2. Further
we note that if ϕ′3, ϕ

′′
3 satisfy homogeneous boundary conditions on the boundaries relevant to

A1 and A2 then no condition on the ratio τ/h is necessary, since then A1A2ψ3 = O(1).
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In conclusion, Theorem 2.2 indicates that also with s = 3 we will often have second-order
convergence, although a mild restriction on the step size might be necessary in this case.

For larger values of s a similar analysis could be performed, but verification of the ac-
curacy conditions becomes increasingly technical. For example, if s = 4 we get, in addi-
tion to conditions as in Theorem 2.2, the requirement Z−1Z1Z2Z3ψ4(t) = O(1), that is,
A−1A1A2A3ψ4(t) = O(τ−2). Although this may be fulfilled in many special cases, in general
an order of convergence between 1 and 2 must now be expected.

2.6. Comparison with related results
The above order 1 and order 2 convergence results compare favourably with splitting methods
that lack the internal consistency property for the internal vectors vj, see [5, 13, 15] and also
Section 5. The results for scheme (1.3) with s = 2, θ = 1

2 are similar to those given in [17]
for the Peaceman-Rachford ADI method, but that ADI scheme cannot be generalized (in a
consistent fashion) to s > 2.

On the other hand, if s > 2 stability restricts the class of problems to which the stabilizing
correction scheme (1.3) can be applied: the eigenvalues λj associated with the implicit terms
should not be too close to the imaginary axis. Convection dominated parts of the PDE
should therefore be included in the explicit term F0, with the corresponding CFL condition for
stability. In its present form the stabilizing correction scheme is not very suited for this, since
the explicit part F0 is just treated as with the explicit Euler scheme. In the following sections
generalizations will be considered where the explicit part is also integrated in a second-order
manner.

3. A 2-step stabilizing correction scheme

To improve treatment of the explicit term, we consider in this section a 2-step extension of
(1.3). Although this attempt to improve on (1.3) will turn out to have limited applicability,
it is instructive nevertheless. We consider the following BDF2-type method:

v0 = 4
3un −

1
3un−1 + 2

3τ
(

2F (tn, un)− F (tn−1, un−1)
)
,

vj = vj−1 + 2
3τ
(
Fj(tn+1, vj)− 2Fj(tn, un) + Fj(tn−1, un−1)

)
(j = 1, 2, · · · , s),

un+1 = vs,

 (3.1)

In case s = 1 this leads to a familiar implicit-explicit BDF2 scheme,

un+1 = 4
3un −

1
3un−1 + 2

3τ
(

2F0(un)− F0(un−1)
)

+ 2
3τF1(un+1)

in autonomous form. Stability and accuracy results for this scheme can be found in [1, 6,
10]. Stability of the explicit method now allows for example higher order upwind convection
discretizations to be included in F0.

Scheme (3.1) has a very nice structure of the local errors. Considering a perturbed scheme
with ṽj = u(tn+1), j = 0, 1, ..., s and ũk = u(tk) , gives in (3.1) residual errors

ρ0 = 4
9τ

3u′′′(tn) +O(τ4), ρj = −2
3τ

3ϕ′′j (tn) +O(τ5) (j = 1, ..., s).

Consequently, the local discretization error will contain only genuine O(τ3) terms and no order
reduction will take place.
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Unfortunately, if s ≥ 2 the scheme is stable only for very restricted classes of problems.
Consider the scalar test equation (2.9) with s = 2. Then the recursion (3.1) reduces to

(1− 2
3z1)(1− 2

3z2)un+1 = (4
3 + 4

3z0 + 8
9z1z2)un − (1

3 + 2
3z0 + 4

9z1z2)un−1.

Stability of this recursion was found to be satisfactory in [10] for s = 1, that is z2 = 0.
However, if we let z2 → −∞ we are left with

(1− 2
3z1)un+1 = −4

3z1un + 2
3z1un−1.

According to the Schur criterion this recursion is only stable if

(Im(2
3z1))2 ≤ 1

4 −Re(2
3z1),

which is a region around the negative axis enclosed by a parabola. Therefore, already for the
special situation z2 → −∞ there is no wedge Wα with positive angle α such that we have
stability for all z1 ∈ Wα. We note that Matlab experiments suggest that if z0 lies in the
stability region of the explicit method that underlies (2.13) and the other zj are real and
negative then the scheme will be stable (easy to prove if z0 = 0).

So, unconditional stability for the implicit zj with the scalar test equation will essentially
only hold if these zj , j = 1, ..., s are real and negative. Although this might be sufficient
for certain specific purely parabolic applications, in general it is too tight. For example, if
Fj represents a stiff chemistry term then the largest eigenvalues, corresponding to radical
elements, are often negative indeed, but the eigenvalues somewhat closer to the origin are
complex in general.

As a further word of warning, experiments in [14] with scheme (1.3) have shown that
instabilities with stabilizing corrections can occur after a long time period, due to the fact
that the growth factors can be very close to 1. Therefore these instabilities might be difficult
to detect. For this reason it is advisable to use such schemes only for problem classes where
one can be very sure about the behaviour of the eigenvalues of the Jacobian matrices F ′j over
the integration interval. Thus it seems that the range of problems to which the 2-step scheme
(2.13) can be applied if s ≥ 2 is essentially limited to multi-dimensional heat equations (with
dimension splitting), a very restricted class of problems.

The above stability analysis was repeated for a class of 2-step Adams methods considered
in [10], but it was found that this class does not yield methods with better stability properties
than the above BDF2 type scheme if s > 1. Further attempts to find more stable 2-step
extensions with stabilizing corrections have not been tried. Since (3.1) is based on the implicit
BDF2 scheme, which itself is in a certain sense the most stable 2-step scheme possible, it
seems unlikely that such extensions exist.

Remark. The above scheme (3.1) can be viewed to fit in the framework of Douglas & Gunn [8],
although in that paper only linear equations without explicit terms were considered. Different
splittings with multi-step schemes applied to linear equations can be found in Warming &
Beam [24]. These splittings appear to be more stable, see van der Houwen & Sommeijer [11],
but they contain internal vectors vj that are not consistent with the full problem and for which
special boundary conditions have to be constructed. 3
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4. A 2-stage stabilizing correction scheme

In this section we shall consider the following extension of (1.3) with two stabilizing correction
stages,

v∗0 = un + τF (tn, un),

v∗j = v∗j−1 + θτ
(
Fj(tn+1, v

∗
j )− Fj(tn, un)

)
(j = 1, 2, · · · , s),

u∗n+1 = v∗s ,

v0 = un + 1
2τ
(
F (tn, un) + F (tn+1, u

∗
n+1)

)
,

vj = vj−1 + θτ
(
Fj(tn+1, vj)− Fj(tn+1, u

∗
n+1)

)
(j = 1, 2, · · · , s),

un+1 = vs.


(4.1)

Linearization of this scheme similar as in (1.4), with increments δ∗j = v∗j −un and δj = vj−
u∗n+1, leads to a Rosenbrock type method that was successfully used in [23]. The above scheme
has been constructed with this Rosenbrock method as reference. As with (1.4), linearization
of scheme (4.1) gives a proper way to include time dependent boundary conditions.

In case s = 1 scheme (4.1) reduces to the following implicit-explicit Runge-Kutta method,
given here in autonomous form,

u∗n+1 = un + τF0(un) + τ
(

(1− θ)F1(un) + θF1(u∗n+1)
)
,

un+1 = un + 1
2τ
(
F0(un) + F0(u∗n+1)

)
+ τ
(

1
2F1(un) + (1

2 − θ)F1(u∗n+1) + θF1(un+1)
)
.

Several other methods of this type were studied in [2], but the accuracy analysis in that paper
was confined to classical ODE convergence, without taking order reduction effects into account
that can already occur with standard Runge-Kutta methods of either implicit or explicit type,
see [3, 21].

In the following we shall derive accuracy results for (4.1) by considering systematically the
errors introduced in the various stages of the scheme. It will be assumed in this section that
θ ≥ 1

4 , so that the underlying implicit method (with s = 1, F1 = F ) is A-stable.

4.1. Error recursions
As before, we consider a perturbed version of (4.1) with perturbed internal vectors ṽ∗j = v∗j+ε∗j ,
ṽj = vj +εj and perturbations ρ∗j , ρj on the corresponding stages. For the linear systems (2.1)
this leads to a recursion for the errors en = ũn − un,

ε∗0 = (I + Z)en + ρ∗0, ε∗j = en +Q−1
j (ε∗j−1 − en + ρ∗j ), e∗n+1 = ε∗s,

ε0 = en + 1
2Z(en + e∗n+1) + ρ0, εj = e∗n+1 +Q−1

j (εj−1 − e∗n+1 + ρj), en+1 = εs,

with j = 1, 2, · · · , s. In the following we denote P = Q1Q2...Qs.
From the previous results in Section 2 we know that

e∗n+1 = (I + P−1Z)en + d∗n, d∗n = P−1ρ∗0 +
s∑
j=1

Q−1
s ...Q−1

j ρ∗j . (4.2)
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Writing
ε0 = (I + Z)e∗n+1 + σ0, σ0 = (I + 1

2Z)(en − e∗n+1) + ρ0.

we get in a similar way

en+1 = (I + P−1Z)e∗n+1 + P−1σ0 +
s∑
j=1

Q−1
s ...Q−1

j ρj.

Elimination of σ0 and e∗n+1 now gives

en+1 = Ren + dn (4.3)

with stability matrix
R = I + 2P−1Z − P−2Z + 1

2(P−1Z)2 (4.4)

and local error

dn = (I − P−1 + 1
2P
−1Z)d∗n + P−1ρ0 +

s∑
j=1

Q−1
s ...Q−1

j ρj. (4.5)

4.2. Stability
Stability will be discussed here under the assumption that the matrices Aj are normal and
commuting, so that it suffices to consider the scalar test equation (2.8). The stability factor
r = r(z0, z1, ..., zs) with scheme (4.1) is given by

r = 1 + 2
z

p
− z

p2
+ 1

2

z2

p2
(4.6)

where z =
∑s

j=0 zj and p =
∏s
j=1(1− θzj). This is the scalar counterpart of (4.4).

If s = 0 we obtain r = 1 + z0 + 1
2z

2
0 , which is a familiar stability factor with explicit two-

stage Runge-Kutta methods. In contrast to the the forward Euler method, this now allows
explicit treatment of convective terms discretized in space with second-order upwind or third
order upwind-biased spatial discretizations, see [22]. In this subsection we discuss stability if
implicit terms are included. As in Section 2, we assume that z1, z2, ..., zs are in a wedge Wα

with angle α.

General upper bound: To begin with, it will be shown that the angles given in (2.11) for
scheme (1.3) cannot be improved with scheme (4.1) or related schemes. Consider z0 = 0,
z = z1 + z2 + · · ·+ zs and q = q(z1, ..., zs) given by

q = 1 +
φ(z1, z2, ..., zs)

ψ1(z1)ψ2(z2) · · ·ψs(zs)
z,

where φ is a polynomial in each zj and the ψj are all polynomials without zeros in the left
half plane. This is the general form of a stability factor q of a method with a factorized
denominator and with the property that {z = 0 ⇒ q = 1}, which is necessary to maintain
stationary solutions for the trivial case of (2.8) with

∑s
j=0 λj = 0.
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Consider equal zj = −t eiβ, (j = 1, ..., s), with 0 ≤ β ≤ α, and assume that

φ(−t eiβ, ...,−t eiβ)
ψ1(−t eiβ) · · ·ψs(−t eiβ)

= C(t eiβ)−k +O(t−k−1), t→∞

with integer k and constant C 6= 0. Then, for t→∞,

q = 1− sC t1−k ei(1−k)β +O(t−k).

Hence stability for all β ≤ α requires that C > 0 and

|k − 1| α ≤ 1
2π.

Now, stability for fixed zi < 0 (i 6= j) and zj → −∞ implies that the degree of φ in zj is
less than the degree of ψj . Consequently k ≥ s and thus we get the condition

α ≤ 1
s− 1

π

2
,

the same upper bound as in (2.11).
We note that the same upper bound is obtained with zs = −∞ (similar proof as above).

Hence, a priori knowledge of one zj to be real and negative does not lead to a larger angle α;
for that we need at least two zj ≤ 0, see also [14, 16].

Experimental bounds: Analytical results for the stability factor (4.6) with lower bounds for
the admissible angles α are very difficult to obtain. Therefore we have determined in an
experimental way the maximal α for which stability holds.

This has been done by considering zj = −tje±iα with tj assuming the values −1 +
exp(20k3/m3) for k = 0, 1, ...,m. For 1

4 ≤ θ ≤ 1
2 some extra points z1 ≈ (2θ − 1)/(2θ2)

were added. For z0 we consider 2 cases: |1 + z0 + 1
2z

2
0 | ≤ 1 and z0 = 0. In the first case

2m points are taken on the corresponding boundary curve. The calculations were done with
m = 50 and m = 100, and the estimated accuracy of the results is below 1%. The experimen-
tal results are found in the following Figures 4.1, 4.2 where the fraction a, corresponding to
an angle α = aπ/2, is plotted as function of θ.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.2

0.4

0.6

0.8

1

s = 1

s = 2

s = 3

Figure 4.1. Fractions a = 2α/π versus θ for s = 1, 2, 3 and |1 + z0 + 1
2z

2
0 | ≤ 1.
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Figure 4.2. Fractions a = 2α/π versus θ for s = 1, 2, 3 and z0 = 0.

Note that if s = 1 then A-stability of the implicit term is maintained in the presence of
an explicit term with parameter value θ = 1

2 . This is rather surprising since the underlying
stability function of the implicit method with θ = 1

2 is ”just” A-stable (no damping at ∞).
We note that this fact can also be easily shown analytically by writing out the stability factor
for s = 1,

r(z0, z1) =
(1 + z0 + 1

2z
2
0) + (1− 2θ)(1 + z0)z1 + (1

2 − 2θ + θ2)z2
1

(1− θz1)2
.

If θ = 1
2 and |1 + z0 + 1

2z
2
0 | ≤ 1, then |r| ≤ (1 + 1

4 |z1|2)/|1− 1
2z1|2 ≤ 1 whenever Re z1 ≤ 0.

Further we note that if s ≥ 2 we get an angle α = 0 for 1
4 ≤ θ ≤ 1

2 , which is due to
z1 ≈ (2θ − 1)/(2θ2) and z2 → −∞. In Figure 4.2 we also see that if s = 2, z0 = 0 then
1
2π whenever θ exceeds some threshold value; in the recent report [4] it was shown that this
threshold value equals 1

2 + 1
6

√
3.

From the Figures 4.1, 4.2 we conclude that if the implicit terms are splitted, s = 2, 3,
values of θ between 0.6 and 0.8 seem optimal. If there is no explicit term and s = 2 it is
advisable to take θ ≥ 1

2 + 1
6

√
3, but with s = 3 all values θ ≥ 1

2 give an angle α = 1
4π.

Additional tests were performed to study the admissible angles α if z1 ∈ Wα with real
zj ≤ 0 for j ≥ 2. There identical results were obtained with s = 2 and s = 3. In case z0 = 0
the optimal angles correspond with the curve for s = 2 in Figure 4.2. In case |1+z0 + 1

2z
2
0 | ≤ 1

we now get optimal angles corresponding to the minimum of the curves for s = 1 in Figure
4.1 and s = 2 in Figure 4.2, which is for 0.5 ≤ θ ≤ 0.7 somewhat larger than the s = 2 curve
in Figure 4.1.

Comparison with the first-order method (1.3), θ = 1, reveals that method (4.1) allows a
larger stability region for z0, but, as shown by Figure 4.1, we lose some stability in the implicit
terms if 1

2 ≤ θ ≤ 0.8 (with other values of θ we lose a lot).
In the remainder of this section it will be tacitly assumed that the general stability condi-

tion (2.8) is valid with stability matrix R given by (4.4).
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4.3. Discretization errors
To obtain bounds on the discretization errors, we consider a perturbed version of (4.1) with
ṽ∗j = u(tn+1) and ṽj = u(tn+1) for j = 0, 1, ..., s. Then the corresponding perturbations in the
various stages are

ρ∗0 = 1
2τ

2u′′(tn) + · · · , ρ∗j = −θτ2ϕ′j(tn) + · · · (j = 1, ..., s),

ρ0 = − 1
12τ

3u′′′(tn) + · · · , ρj = 0 (j = 1, ..., s).

From (4.5) we thus obtain

dn = (I − P−1 + 1
2P
−1Z)d∗n +O(τ3) (4.7)

where d∗n is the local discretization error of the 1-stage method (1.3), given by formula (2.12).
As before, stability implies that the order of convergence is at least 1.

In the following we shall consider the condition for second-order convergence with s ≤ 3.
Denoting

an = 1
2ϕ
′
0(tn) + (1

2 − θ)
(
ϕ′1(tn) + ϕ′2(tn) + ϕ′3(tn)

)
,

bn = θ2
(
ϕ′2(tn) + ϕ′3(tn)

)
, cn = θ2ϕ′3(tn),

we have, in view of (2.13),

d∗n = P−1
(
τ2an + Z1τ

2bn + (I − θZ1)Z2τ
2cn

)
+O(τ3),

Hence the local discretization error of scheme (4.1) is given by

dn = P−1(P − I + 1
2Z)P−1

(
τ2an + Z1τ

2bn + (I − θZ1)Z2τ
2cn

)
+O(τ3). (4.8)

Further
R− I = P−1(2P − I + 1

2Z)P−1Z.

Therefore, see (2.14), the essential criterion for second-order convergence is

Z−1P (2P − I + 1
2Z)−1(P − I + 1

2Z)P−1
(
an + Z1bn + (I − θZ1)Z2cn

)
= O(1). (4.9)

To simplify the situation, we assume in the following that the matrices Aj commute. We
consider the cases s = 1 and s = 2, 3 separately.

Case s = 1. Since bn = 0, cn = 0 if s = 1 we are left with the condition

(I + 1
2Z0 − (2θ − 1

2)Z1)−1Z−1(1
2Z0 + (1

2 − θ)Z1)an = O(1).

Therefore second-order convergence is obtained in this case if we assume that Z−1Z1an = O(1)
and

(I + 1
2Z0 − (2θ − 1

2)Z1)−1 = O(1). (4.10)
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Note that even if Z1 = 0, in which case we are dealing with an explicit Runge-Kutta
method, we have to impose a condition on Z0 so that it is bounded away from −2I, see
Sanz-Serna et al. [21]. We assume here that there is a γ > 0 such that

(Z0v, v) ≥ 2(γ − 1)‖v‖2 for all v ∈ IRm. (4.11)

Then for any θ ≥ 1
4 we have

((I + 1
2Z0 − (2θ − 1

2)Z1)v, v) ≥ γ‖v‖2 or all v ∈ IRm,

which implies

‖(I + 1
2Z0 − (2θ − 1

2)Z1)−1‖ ≤ 1
γ
.

Summarizing, we have shown that the condition (4.9) for second-order convergence with
s = 1 is fulfilled if A0 and A1 commute, A−1A1an = O(1) and (4.11) is satisfied.

Case s = 2, 3. For s > 1 no clear analytical results were found. Some computer experiments
were performed for scalar problems, similar as with the stability question.

Let z =
∑s

j=0 zj , p =
∏s
j=1(1 − θzj), as before, and v = p − 1 + 1

2z, w = 2p − 1 + 1
2z.

Further let
ψ1 =

v

wz
, ψ2 =

vz1

wz
, ψ3 =

v(1− θz1)z2

wz
.

Then the condition (4.9) reads

ψ1an = O(1), ψ2bn = O(1), ψ3cn = O(1).

Note that cn = 0 if s < 3, so then the last condition vanishes.
Experiments with Matlab for this scalar case did show that if |1+z0 + 1

2z
2
0 | ≤ 1, |z0 +2| >

δ > 0 and the other zj are in wedge Wα with angle α such that we have stability according
to Figure 4.1, then ψ1 and ψ2 are bounded. (The critical part here is to verify that w 6= 0 for
such zj). Hence the experiments indicate that the conditions for s = 2 will be satisfied.

For s = 3 we need an additional assumption of the type z−1z1z2cn = O(1), in order to
deal with the situation where both z1, z2 → ∞. This is completely similar to the situation
as discussed after Theorem 2.2 for the 1-stage method with θ = 1

2 without an explicit term.
Therefore, as concluded in Section 2.5, for many problems this will hold, but a mild step size
restriction might be necessary.

In conclusion, although we were not able to prove second order convergence beyond the
s = 1 case, the experimental results strongly suggest that in general scheme (4.1) will be
second order accurate.

4.4. Remarks
The two-stage scheme (4.1) is more expensive per step than (1.3), whereas with θ = 1

2 the
implicit terms are already integrated in a second-order fashion in (1.3). A cheaper way to
improve the treatment of the explicit term would be to replace the first line in (1.3) by

v∗0 = un + τF (tn, un), v0 = v∗0 + 1
2τ
(
F0(tn+1, v

∗
0)− F0(tn, un)

)
, (4.12)
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so that now the explicit term is treated as with the second-order explicit Runge-Kutta method
underlying (4.1). A similar effect is obtained by replacing the final line in (1.3) by

un+1 = vs + 1
2τ
(
F0(tn+1, vs)− F0(tn, un)

)
. (4.13)

However, with respect to improving stability of the explicit term both these modifications fail.
Considering the scalar test equation u′(t) = (λ0 + λ1)u(t), with s = 1, the modifications yield
un+1 = r(z0, z1)un with stability factor

r(z0, z1) = 1 +
1 + 1

2z0

1− 1
2z1

(z0 + z1).

If z1 → −∞ then r(z0, z1) → −(1 + z0), and therefore we then still need the condition
|1 + z0| ≤ 1 on the explicit term, the same as with the forward Euler method.

The actual ratio of the cpu costs of (4.1) and (1.3) will depend on the implementation for
specific problems. If the two stabilizing correction stages in (4.1) are treated as a separate
step in (1.3) this ratio will be 2, but the linear algebra costs with (4.1) may be relatively lower
since preconditioners or LU factorizations can be reused more often than with (1.3).

Scheme (4.1) was constructed to obtain a method with properties similar to the Rosenbrock
type method that was successfully used in [23] for atmospheric transport-chemistry models.
With (4.1) time-dependent boundary conditions are included in a natural way, so that second
order convergence is obtained in general. It is not clear however whether (4.1) is an optimal
scheme in terms of stability-accuracy properties: the stabilizing correction procedure can be
applied to any diagonally implicit Runge-Kutta method and (4.1) could also be applied with
different values of θ for the different functions Fj. The results in this section show that both
stability and convergence should be very carefully examined.

5. Numerical tests

The second order convergence criterion for scheme (4.1) turned out to be difficult to analyze
if s ≥ 2. In this section some numerical illustrations are given for the stabilizing correction
schemes applied to 2D convection-diffusion-reaction equations. We shall refer to the 1-stage
scheme (1.3) as SC1 and to the 2-stage scheme (4.1) as SC2, and for both schemes parameter
values θ = 1

2 and 1 are considered.
We consider here the following 2D equation, on spatial domain Ω = [0, 1]2 and t ∈ [0, 1],

ut + α
(
ux + uy

)
= ε
(
uxx + uyy

)
+ γu2(1− u). (5.1)

The solution is the traveling wave

u(x, y, t) =
(

1 + exp(a(x+ y − bt) + c)
)−1

, (5.2)

with a =
√
γ/4ε determining the smoothness of the solution, b = 2α +

√
γε the velocity of

the wave and c = a(b − 1) a shift parameter. Initial and Dirichlet boundary conditions are
prescribed so as to correspond with this solution.

For this scalar test example splitting is not really necessary, but the structure of the
equations is similar to many real-life problems where splitting cannot be avoided with present
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day computer (memory) capacities. In [23] a linearized version of scheme (4.1) has been
tested for a large scale application from atmospheric dispersion. In the present tests we found
little difference between forms (1.3), (4.1), as used here, and the linearized (Rosenbrock)
counterparts, except that instabilities are sometimes more pronounced with the latter schemes.

5.1. Reaction-diffusion test
We consider (5.1) with α = 0. To give an illustration of the convergence behaviour of the
various methods we take γ = 1/ε = 10, which gives a relatively smooth solution and allows
comparison with tests in [15].

The spatial derivatives are discretized with standard second order finite differences. Let
G(x)(t, u) = A(x)u + g(x)(t) stand for the finite difference approximation of εuxx with the
associated time-dependent boundary conditions for x = 0 and x = 1. Likewise G(y)(t, u)
approximates εuyy with boundary conditions at y = 0, y = 1. Further, H(t, u) represents the
reaction term γu2(1− u) on the spatial grid.

We consider the following two splittings with s = 3 and F0 = 0,

F1 = G(x), F2 = G(y), F3 = H, (5.3)

and
F1 = H, F2 = G(x), F3 = G(y). (5.4)

Since the reaction term in (5.1) with γ = 10 is not stiff, we also consider here the case where
this term is taken explicitly,

F0 = H, F1 = G(x), F2 = G(y). (5.5)

The spatial grid is uniform with mesh width h in both directions. The errors in the L2-
norm are calculated at output time T = 1 with τ = h = 1/N , N = 10, 20, 40, 80. In the Figure
5.1 these errors are plotted versus τ on a logarithmic scale. The results for the SC1 scheme
(1.3) are indicated by dashed lines with squares if θ = 1 and circles if θ = 1

2 . Likewise, the
results for the SC2 scheme (4.1) are indicated by solid lines with squares if θ = 1 and circles
if θ = 1

2 .
For comparison, results of the well-known fractional step method of Yanenko [25] are

included, indicated by dotted lines with stars. With this method fractional steps are taken
with the implicit trapezoidal rule vj = vj−1 + 1

2τFj(tn, vj−1) + 1
2τFj(tn+1, vj), with v0 = un.

After each step the order of the Fj is interchanged to achieve symmetry and second order (in
the classical ODE sense). If an explicit term F0 is present, the implicit trapezoidal rule is
replaced by its explicit counterpart (equal to method (4.1) with s = 0) for the fractional step
with F0.

It is known that Yanenko’s method needs boundary corrections to obtain second-order
convergence for initial-boundary value problems, otherwise order of convergence can be lower,
see [5, 13]. In the present test we get convergence with order 1

2 approximately. The same test
with boundary corrections was performed in [15] for the splittings (5.3) and (5.4), but still
the results have less accuracy than with the second-order stabilizing correction schemes. It
should be noted that the errors for Yanenko’s method given here are slightly different from
those in [15, Table 6.1, 6.3], due to the fact that we used here only time levels tn and tn+1 in
the fractional steps.
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Finally we note that boundary corrections were also attempted on the scheme (1.3), similar
to formula (101) in Mitchell & Griffiths [19]. In the above test this did lead to smaller errors,
reduction with a factor ranging between 1.2 and 2, but the convergence behaviour did not
change fundamentally. Since boundary corrections have to be derived for each individual
problem, it is a favourable property of the stabilizing correction schemes that such corrections
are not necessary to get a genuine second-order behaviour.
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Figure 5.1. L2-errors versus τ = h for the splittings (5.3), (5.4) and (5.5). Methods
SC1 (dashed lines) and SC2 (solid lines) with θ = 1

2 (circles) and θ = 1 (squares).
Results for Yanenko’s method are indicated with stars.

5.2. Convection-diffusion-reaction test
To illustrate the improved stability behaviour of the 2-stage scheme SC2 over SC1 if a sub-
stantial explicit term is present, we now consider equation (5.1) with a convection term with
α = −1 that will be taken explicitly. Further we choose γ = 100, as before, and ε = 0.01, 0.001
which gives solutions that have a steep gradient, relative to the mesh widths used here.

The splitting is such that F0 contains the convective terms, F1, F2 diffusion in x and y di-
rection, respectively, and F3 the nonlinear reaction term. The convective terms are discretized
with third-order upwind-biased differences (4-point stencil). For the diffusion terms standard
second-order differences are used as before.

The results with ε = 0.01 are given in the Figures 5.2, 5.3. In the plots of Figure 5.2 the
solutions h = 1/40 and τ = 1/80 are found, represented as contour lines at the levels 0.1,
0.2,...,0.9, with solid lines for the numerical solution and dotted lines for the exact solution.
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Quantitative results are given in Figure 5.3, where the L2-errors are plotted as function of the
time step for a 40× 40 and 80× 80 grid with τ = h, 1

2h and so on. As in Figure 5.1 results for
SC1 are indicated with dashed lines, for SC2 with solid lines, and with squares if θ = 1 and
circles if θ = 1

2 .
It is obvious that the 2-stage schemes SC2 give much better results than the corresponding

1-stage schemes SC1. To achieve a level of accuracy comparable to the SC2 schemes we need
much smaller time steps with the SC1 schemes, see Figure 5.3. This is primarily due to the
more stable treatment of the explicit convection term with the SC2 schemes. The explicit 2-
stage Runge-Kutta method underlying (4.1) is stable for third-order convection discretization
up to Courant number 0.87 (experimental bound). On the other hand, some of the eigenvalues
associated with this discretization are always outside the stability region of the explicit Euler
scheme. In this test it is the (implicit) diffusion part that provides a stabilization for the
smaller step sizes. (In fact, for ε = 0.01 similar results were obtained with second order
central convection discretization, but not anymore with ε = 0.001). Further we note that
instabilities do not lead to overflow since the solutions are pushed back to the range [0,1] by
the reaction term, but the resulting numerical solutions are qualitatively wrong.

Decreasing the value of the diffusion coefficient ε gives a clearer distinction between the
methods. Results with ε = 0.001 are given in the Figures 5.4 and 5.5. The grids chosen are
80 × 80 and 160 × 160, since the 40 × 40 grid gives quite large spatial errors with this small
ε. The results are essentially the same as above: the 1-stage schemes SC1 need much smaller
time steps than the SC2 schemes to obtain reasonable solutions.

For more realistic problems, with stiff reaction terms, nonlinear convection discretizations
with flux limiters are recommended to avoid oscillations, and this fits easily into the present
framework, see [23] for instance.

5.3. Concluding remarks
In this paper it has been shown that the stabilizing correction scheme (1.3) is in general for
s ≤ 3 convergent with order 2 if θ = 1

2 and F0 = 0, and with order 1 otherwise. This the
same as the classical ODE order which is only valid for nonstiff equations. The fact that the
same orders are obtained for initial-boundary value problems for PDEs is due to the consistent
treatment of all internal vectors vj in (1.3).

Multi-step extensions of (1.3) seem not sufficiently stable in case s ≥ 2. On the other hand
for problems with F = F0 + F1, that is s = 1, such multi-step methods do perform well, see
for instance [22] for tests with the BDF2 type scheme.

The 2-stage stabilizing correction scheme (4.1) is capable to deal with splittings of implicit
terms, s ≥ 2. Numerical tests on problems more complicated than considered here are found
in [23] with the linearized (Rosenbrock) version. In that paper a parameter value θ = 1+ 1

2

√
2

was used, in order to obtain fast damping of the implicit terms (L-stability). In the present
tests the exact solution was known and it was found that smaller values of θ give much
better accuracy due to smaller error constants. Therefore, a recommended parameter range
is 1

2 ≤ θ ≤ 1, where θ = 1
2 seems most accurate but θ = 1 gives more damping of the implicit

terms.
The stability results in this paper show that the large eigenvalues of the implicit terms

should have a dominant negative real part. For this reason the stabilizing correction schemes
are not suited as black-box solvers. However, with many practical problems splittings of

19



implicit terms that meet the above requirement are possible (diffusion dominated terms or stiff
reactions), and for such problems stabilizing correction schemes provide consistent splitting
methods that do not need elaborate boundary corrections to achieve reasonable accuracies.
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Figure 5.2 Contour lines for ε = 0.01 with h = 1/40, τ = 1/80.
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Figure 5.3. L2-errors versus time step τ on 40× 40 grid (left) and 80× 80 grid
(right) for ε = 0.01. Various methods indicated as in Figure 5.1.
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Figure 5.4 Contour lines for ε = 0.001 with h = 1/80, τ = 1/160.
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Figure 5.5. L2-errors versus time step τ on 80× 80 grid (left) and 160× 160 grid
(right) for ε = 0.001. Various methods indicated as in Figure 5.1.
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