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#### Abstract

We work in a general framework where the state of a physical system is defined by its behaviour under measurement, and the relation between different systems is constrained by a no-signalling principle. We characterize symmetric states in such theories, showing that their marginals can be approximated by convex combinations of independent and identical conditional probability distributions. This generalizes the classical finite de Finetti theorem of Diaconis and Freedman. Our results have application to the foundations of physics, quantum cryptography, and the study of classical channels. In particular, they apply to correlations obtained from quantum states even when there is no bound on the local dimension, so that known finite quantum de Finetti theorems cannot be used.


The finite de Finetti theorem states that taking a random sample from a set of objects is approximately the same as sampling independent and identically distributed (i.i.d.) random variables, as long as the sample size is small compared to the total number of objects in the set. This is intuitively clear, but the error of the approximation was not quantified until 1980 [1]. We prove the analogous statement when the objects in the set are not classical particles, but particles in a more general, probabilistic, physical theory, which we analyse in the convex sets framework (see [2, 3]).

We now give a brief description of the setting and our results; precise definitions are given later on. A physical system in a probabilistic physical theory is made up of a number of-in our case identical-subsystems, called particles. On each particle different measurements from a set $\mathcal{X}$ can be performed and outputs from a set $\mathcal{A}$ are obtained. The state of a particle is specified by a conditional probability distribution $P[A \mid X]$ : the probability of obtaining result $a$ when performing measurement $x$ is given by $P[A=a \mid X=x]$. The set of allowed states $\Omega$ is assumed to be convex (so that probabilistic mixtures of states are valid states) and there is a rule for determining which states of $n$ particles are valid. Different rules lead to different theories; they have in common, however, a no-signalling property, which ensures that the reduced state on a subset of the particles is always well-defined.

Our main result is that the joint state $P\left[A^{k} \mid X^{k}\right]=$ $P\left[A_{1} \cdots A_{k} \mid X_{1} \cdots X_{k}\right]$ of $k$ particles randomly chosen from $n$ particles - or equivalently, the state of the first $k$ particles of a permutation-invariant state of $n$ particlescan be approximated by a convex combination of identical and independent conditional probability distributions,

$$
\begin{equation*}
P\left[A^{k} \mid X^{k}\right] \approx \int d m(\lambda) P_{\lambda}[A \mid X]^{\otimes k} \tag{1}
\end{equation*}
$$

and that the error in the approximation is bounded by $|\mathcal{X}| k(k-1) / n$ in the appropriate distance measure, where $|\mathcal{X}|$ is the number of different possible measurements [28]. Our result generalizes the finite de Finetti theorem of Diaconis and Freedman, who proved for classical probability distributions $(|\mathcal{X}|=1)$ that the error in the approximation is no more than $k(k-1) / n$ [1].

This work is motivated by recent work on finite quantum de Finetti theorems, i.e., statements of the form

$$
\begin{equation*}
\rho^{k} \approx \int d \sigma \sigma^{\otimes k} \tag{2}
\end{equation*}
$$

where $\rho^{k}$ is the $k$-particle reduced density matrix of a permutation-invariant density matrix of $n d$-dimensional particles, with the error at most $4 d^{2} k / n$ in the trace distance [1, 54 30. Our results do not imply the quantum de Finetti theorem in full generality, but do have consequences for quantum correlations that do not follow from known quantum de Finetti theorems. In particular, our results are relevant when there is no bound on the dimension of the quantum particles (so that the error in Eq. (2) cannot be controlled) but there is a bound on the number of different measurements $|\mathcal{X}|$ (so that the approximation in Eq. (1) is good). We also prove a finite quantum de Finetti theorem for separable $\rho^{n}$, in which case there is an approximation of the form in Eq. (2) with error $k(k-1) / n$, independent of the dimension. This highlights the difference between classical correlations and entanglement in quantum states.

Applications.-This work has applications to three areas. The first is to the foundations of physics: Just as the classical de Finetti theorem allows a Bayesian of de Finetti's subjective school to connect with the prior probabilities of the objectivist [6], our results establish the same correspondence for measurement results in theories that obey a no-signalling principle.

The second is in quantum cryptography, specifically the security of Quantum Key Distribution (QKD). QKD schemes [7, 8] allow the generation of cryptographic keys that are provably secure under the assumption that quantum mechanics provides a correct description of physical reality. This presents a major advantage over classical schemes, where security relies on assumptions about the limited computational power of an eavesdropper. The role of a quantum de Finetti theorem in proving the security of a key distribution scheme is to establish that the most general attack an eavesdropper can make is only a little more powerful than a collective attack, where the adversary is assumed to apply the same transformation to each subsystem [9, 10. Recently, Barrett, Hardy, and Kent have devised a scheme to produce a key bit from quantum correlations and their protocol is secure even when the eavesdropper is only restricted by a nosignalling principle and can do operations not allowed by quantum theory [11] (see also 12, 13, 14]). Although it is reasonable to assume that quantum theory is correct, such a strong security proof has advantages as it still applies when the communicating parties do not have full control over their measurement apparatus and, in particular, when they cannot control the dimension of the quantum states from which they obtain the correlations. Therefore, quantum de Finetti theorems do not directly apply, since they are necessarily dimension-dependent [5], but our results do not have this limitation.

The third application is to the study of classical channels. Up to now we have described de Finetti theorems as bounding the distance between states in a physical theory, and have not addressed operations or channels on those states. Fuchs, Schack and Scudo have used the Jamiolkowski isomorphism to transfer the infinite quantum de Finetti theorem $(n=\infty, k<\infty)$ 115, 16, 17] to quantum channels (18]. Since a conditional probability distribution can be viewed as a classical channel with probability distributions as input and output, our results also provide a de Finetti theorem for classical channels.

Outline.-Our first task is to define an appropriate distance measure on states of $k$ particles in probabilistic theories, in order to quantify the error in Eq. (11). The distance between states should bound the probability of distinguishing them by measurement, and so we need to be clear about what measurement strategies are allowed. One possibility, which we explore in [19], is to restrict to strategies where each of the $k$ particles is measured individually. But when the conditional probability distributions arise from making informationally complete local measurements on entangled quantum states, the resulting distance measure fails to bound the trace distance between the quantum states. Therefore, in this Letter we work in the convex sets framework, a very general setting in which all noncontextual measurements are allowed, including all joint quantum-mechanical measurements. We describe this framework in the next section.

We then state and prove our results.
Convex sets framework.-Let $\Omega$ be the set of states of a particle. We assume that $\Omega$ is convex, compact, and has affine dimension $n$. In probability theory, for example, $\Omega$ is the simplex of probability distributions $\left(\omega_{1}, \ldots, \omega_{n+1}\right)$, $\omega_{i} \geq 0, \sum_{i} \omega_{i}=1$, while in quantum theory, $\Omega$ is (isomorphic to) the set of positive operators $\omega$ with trace one on a Hilbert space $\mathcal{H} \cong \mathbb{C}^{d}$. We are particularly interested in the case where $\Omega$ is specified by a set of conditional probability distributions $\left\{P_{\lambda}[A \mid X]\right\}$, whose elements are indexed by a label $\lambda$. This is partly because quantum states can be described in this way. For instance, the state $\rho$ of a qubit, a spin- $\frac{1}{2}$ system, is uniquely determined by the probabilities of obtaining spin up or down when it is measured along the $x, y$, or $z$ axes of the Bloch sphere. Thus a qubit can be described by a conditional probability distribution $P[A \mid X]$ with $\mathcal{A}=\{\uparrow, \downarrow\}$ and $\mathcal{X}=\{x, y, z\}$. Not all conditional probability distributions can be obtained by making local measurements on quantum states. This led Barrett to define generalized theories [20], where the state space $\Omega$ is the set of all conditional probability distributions $\left\{P_{\lambda}[A \mid X]\right\}$, denoted $\square$. When $|\mathcal{X}|=1$, this reduces to classical probability theory. In fact, every $\Omega$ can be mapped to a convex subset of $\square$ for some number of fiducial measurements and outcomes (e.g., one measurement and $\operatorname{dim} A(\Omega)$ outcomes $\|_{2}$, Lemma 1]).

The most general measurement that can be performed on a quantum system is a positive operator-valued measure (POVM), whose elements are termed effects. An effect $r$ can be written as $r(\omega)=\operatorname{Tr}(R \omega)$ for some nonnegative operator $R$ with $R \leq \mathbf{1}$, where $r(\omega)$ is the probability of obtaining the outcome associated with effect $r$ when the state is $\omega$. Effects in a generalized theory will be functions mapping states to probabilities, and these functions should be affine so that they are compatible with preparing convex combinations. The vector space of affine functions $a: \Omega \rightarrow \mathbb{R}$, denoted $A(\Omega)$, is isomorphic to $\mathbb{R}^{n+1}$. The cone of nonnegative affine functions on $\Omega$ is denoted $A_{+}(\Omega)$. The order unit of $A(\Omega)$ is the element $e \in A(\Omega)$ satisfying $e(\omega)=1$ for all $\omega \in \Omega$. An effect is an element $a \in A(\Omega)$ satisfying $0 \leq a(\omega) \leq 1$ for all $\omega \in \Omega$. The set of all effects is denoted $[0, e]$. There is a natural embedding of $\Omega$ into $A(\Omega)^{*}$, the dual space of $A(\Omega)$, given by $\omega \mapsto \hat{\omega}$, where $\hat{\omega}(a)=a(\omega)$ for all $a \in A(\Omega)$. Furthermore, if $\hat{\omega} \in A(\Omega)^{*}$ satisfies $\hat{\omega}(a) \geq 0$ for all $a \in A_{+}(\Omega)$ and $\hat{\omega}(e)=1$, then $\hat{\omega}$ is the image of some state $\omega \in \Omega$ 21, Section 2.6]. We identify $\hat{\omega}$ with $\omega$ in what follows. It is easy to check that $\|\cdot\|=\sup _{a \in[0, e]}|a(\cdot)|$ is a norm on $A(\Omega)^{*}$. For more details about the convex sets framework, see [2, 3].

A natural distance measure on the set of states, which generalises the variational distance between classical probability distributions and the trace distance be-
tween quantum states, is given by

$$
\begin{equation*}
\left\|\omega-\omega^{\prime}\right\|=\sup _{a \in[0, e]}\left|a(\omega)-a\left(\omega^{\prime}\right)\right| \tag{3}
\end{equation*}
$$

In quantum theory, systems are combined by taking the tensor product of the Hilbert spaces for each system. In the convex sets framework, the space $A(\Omega)^{\star}$ is not a Hilbert space but a Banach space and, although we still combine systems via a tensor product, the tensor product space is no longer unique. The action of the tensor product on states is the usual one: $\omega \otimes \omega^{\prime}$ is defined to be the product state where system $\Omega$ is in state $\omega$, system $\Omega^{\prime}$ is in state $\omega^{\prime}$, and the two systems are independent. Taking the closure under convex combinations yields:

Definition 1. The minimal tensor product of $\Omega$ and $\Omega^{\prime}$, denoted by $\Omega \otimes_{\min } \Omega^{\prime}$ consists of convex combinations of product states $\omega \otimes \omega^{\prime}, \omega \in \Omega$ and $\omega^{\prime} \in \Omega^{\prime}$.

States in $\Omega \otimes_{\min } \Omega^{\prime}$ are said to be separable. The action on effects is also the standard one: if $a$ is a valid effect for system $\Omega$ and $a^{\prime}$ a valid effect for system $\Omega^{\prime}$, then $a \otimes a^{\prime}$ is the effect defined on product states via $a \otimes a^{\prime}\left(\omega \otimes \omega^{\prime}\right)=a(\omega) a^{\prime}\left(\omega^{\prime}\right)$. If such effects (and convex combinations thereof) are to be allowed, the state space must only contain states in the maximal tensor product, defined via duality as:

Definition 2. The maximal tensor product of $\Omega$ and $\Omega^{\prime}$, denoted by $\Omega \otimes_{\max } \Omega^{\prime}$ consists of all bilinear functions $\mu: A(\Omega) \times A\left(\Omega^{\prime}\right) \rightarrow \mathbb{R}$ that satisfy $\mu(a \otimes b) \geq 0$ for $a, b \geq 0$, and $\mu\left(e \otimes e^{\prime}\right)=1$.

Thus $\mu \in \Omega \otimes_{\max } \Omega^{\prime}$ can be written as a linear combination of product states, possibly with negative weights. In classical probability theory, the minimal and the maximal tensor product coincide. In general, a tensor product $\Omega \otimes \Omega^{\prime}$ is a convex set with $\Omega \otimes_{\min } \Omega^{\prime} \subseteq \Omega \otimes \Omega^{\prime} \subseteq \Omega \otimes_{\max } \Omega^{\prime}$. In quantum theory, $\Omega \otimes \Omega^{\prime}$ is the set of trace one positive operators on the (unique) Hilbert space tensor product of $\mathcal{H}$ and $\mathcal{H}^{\prime}$. Note that $\Omega \otimes \Omega^{\prime}$ lies strictly between the maximal and minimal tensor products in the quantum case. The set of separable quantum states is $\Omega \otimes_{\min } \Omega^{\prime}$.

For a state $\mu \in \Omega \otimes \Omega^{\prime}$, we say that $\mu_{\Omega} \in \Omega$, defined by $a\left(\mu_{\Omega}\right)=a \otimes e^{\prime}(\mu)$ for all effects $a$, is the partial trace of $\mu$ with respect to $\Omega^{\prime}$. An effect on the tensor product is an element $a \in A\left(\Omega \otimes \Omega^{\prime}\right)$ satisfying $0 \leq a \leq e \otimes e^{\prime}$. The larger the set of joint states, the smaller the set of allowed effects. This means that the distance measure that we defined in Eq. (3), when applied to states of more than one particle, depends on which tensor product we use. It is true, however, that $\left\|\omega-\omega^{\prime}\right\| \leq\left\|\omega-\omega^{\prime}\right\|_{\min }$, the distance measure for the minimal tensor product, since in that case the set of effects is largest. Also note that a physical theory may place additional restrictions on which effects are allowed but, even then, $\left\|\omega-\omega^{\prime}\right\|$ provides an upper bound on the probability of distinguishing $\omega$ and $\omega^{\prime}$.

In generalized no-signalling theory (GNST), particles are combined according to the maximal tensor product. It can be shown that the state space of $n$ particles is precisely the set of all no-signalling conditional probability distributions 20, 22, including Popescu-Rohrlich boxes [23]. A bipartite distribution $P\left[A_{1} A_{2} \mid X_{1} X_{2}\right.$ ] is said to be no-signalling if the marginal distribution $P\left[A_{1} \mid X_{1} X_{2}\right]$ is independent of $X_{2}$ and likewise $P\left[A_{2} \mid X_{1} X_{2}\right]$ is independent of $X_{1}$. A multipartite distribution is no-signalling if all the bipartite distributions obtained by grouping the particles into two sets are nosignalling. The no-signalling principle ensures that the marginal distribution $P\left[A^{m} \mid X^{m}\right] \in \square^{\otimes_{\max } m}$ of a state $P\left[A^{n} \mid X^{n}\right] \in \square^{\otimes_{\max } n}$ is well-defined.

Results.-Suppose we have $n$ particles in state $P\left[A^{n} \mid X^{n}\right] \in \Omega^{\otimes n}$. If we interchange the particles according to a permutation $\pi \in S_{n}$, the resulting state is

$$
\begin{aligned}
& \pi P\left[A^{n}=a_{1} \cdots a_{n} \mid X^{n}=x_{1} \cdots x_{n}\right] \\
& =P\left[A^{n}=a_{\pi^{-1}(1)} \cdots a_{\pi^{-1}(n)} \mid X^{n}=x_{\pi^{-1}(1)} \cdots x_{\pi^{-1}(n)}\right]
\end{aligned}
$$

We say that a conditional probability distribution $P\left[A^{n} \mid X^{n}\right]$ is symmetric if it is invariant under all permutations $\pi \in S_{n}$. If $|\mathcal{X}|=1$, this definition reduces to the usual definition of a symmetric probability distribution. We can now state our main result:

Theorem 3. Let $\Omega$ be a convex subset of $\square$. Suppose that $P\left[A^{n} \mid X^{n}\right] \in \Omega^{\otimes n}$ is symmetric. Then there is a measure $m(\lambda)$ on single-particle conditional probability distributions $P_{\lambda}[A \mid X] \in \square$ such that

$$
\begin{align*}
\| P\left[A^{k} \mid X^{k}\right]- & \int d m(\lambda) P_{\lambda}[A \mid X]^{\otimes k} \| \\
& \leq \min \left(\frac{2 k|\mathcal{X}||\mathcal{A}|^{|\mathcal{X}|}}{n}, \frac{|\mathcal{X}| k(k-1)}{n}\right) \tag{4}
\end{align*}
$$

This establishes that the state of a random subset of $k$ out of $n$ particles is well approximated by a convex combination of independent and identical conditional probability distributions. To prove Theorem 3, we first show that if $P\left[A^{n} \mid X^{n}\right]$ is symmetric and $m$ is chosen to be sufficiently small, then $P\left[A^{m} \mid X^{m}\right]$ is separable (Lemma (4). We then establish a de Finetti theorem for separable states, Theorem 5, which will complete the proof of our main result, Theorem 3. We continue with Lemma 4.

Lemma 4. Let $n \geq|\mathcal{X}|$ and set $m=\lceil n /|\mathcal{X}|\rceil$. Suppose that $P\left[A^{n} \mid X^{n}\right] \in \Omega^{\otimes n}$ is symmetric. Then $P\left[A^{m} \mid X^{m}\right] \in$ $\square \otimes^{\min m}$.

Proof. In order not to obscure the main argument, we prove the statement for integral $m=n / \mid \mathcal{X}$ | 31]. Our technique can be traced to Werner 24, 25, 26. We imagine the $m$ particles to be separated in space and note that $P\left[A^{m} \mid X^{m}\right]$ is separable if and only if it can be simulated by a local hidden variable model. Such a simulation is described in Fig. 1. We now provide the formal proof. We


FIG. 1: Since $n=m|\mathcal{X}|$, we can divide the particles into $m$ groups of $|\mathcal{X}|$ particles. In each of these groups we measure one particle according to each measurement in $X$ in advance and record a list of all the results. In the simulation, if particle $i$ is supposed to be measured according to a measurement $x \in X$, we just look through the $i$ th group until we come to the particle on which measurement $x$ was performed in advance, and output the result we find.
construct a separable conditional distribution $Q\left[A^{m} \mid X^{m}\right]$ and then show that it is equal to $P\left[A^{m} \mid X^{m}\right]$. We assume that $\mathcal{X}=\{1,2, \ldots,|\mathcal{X}|\}$, define a vector $y^{n}=\left(y_{j}\right)_{j=1, \ldots, n}$ with coordinates $y_{j}=(j \bmod |\mathcal{X}|)+1$, and define the separable state

$$
Q\left[A^{m} \mid X^{m}\right]=\sum_{b^{n}} q_{b^{n}} Q_{b^{n}, 1}\left[A_{1} \mid X_{1}\right] \cdots Q_{b^{n}, m}\left[A_{m} \mid X_{m}\right],
$$

where $b^{n} \in A^{n}$ is distributed according to $q_{b^{n}}=P\left[A^{n}=\right.$ $\left.b^{n} \mid X^{n}=y^{n}\right]$ and the single-particle conditional distributions are deterministic and defined by $Q_{b^{n}, i}\left[A_{i}=\right.$ $\left.a_{i} \mid X_{i}=x_{i}\right]=\left[a_{i}=b_{(i-1)|\mathcal{X}|+x_{i}}\right]$, where $[t]=1$ if $t$ is true and 0 otherwise. Let $\mathcal{L}=\{1,2, \ldots, n\}, \mathcal{L}_{1}=$ $\left\{(i-1)|\mathcal{X}|+x_{i}: i=1,2, \ldots, m\right\}$ and $\mathcal{L}_{2}=\mathcal{L} \backslash \mathcal{L}_{1}$. Further let $A^{\mathcal{L}}=A^{n}, A^{\mathcal{L}_{1}}=\left(A_{x_{1}}, A_{|\mathcal{X}|+x_{2}}, \ldots, A_{(m-1)|\mathcal{X}|+x_{m}}\right)$ and $A^{\mathcal{L}_{2}}=A^{\mathcal{L}} \backslash A^{\mathcal{L}_{1}}$ and define $b^{\mathcal{L}}, b^{\mathcal{L}_{1}}$ and $b^{\mathcal{L}_{2}}$ similarly. We find

$$
\begin{aligned}
& Q\left[A^{m}=a^{m} \mid X^{m}=x^{m}\right] \\
& =\sum_{b^{n}} P\left[A^{n}=b^{n} \mid X^{n}=y^{n}\right] \\
& \quad \times\left[a_{1}=b_{x_{1}}\right] \cdots\left[a_{m}=b_{(m-1)|\mathcal{X}|+x_{m}}\right] \\
& =\sum_{b^{\mathcal{L}_{2}}} P\left[A^{\mathcal{L}_{1}}=a^{m}, A^{\mathcal{L}_{2}}=b^{\mathcal{L}_{2}} \mid X^{\mathcal{L}_{1}}=x^{m}, X^{\mathcal{L}_{2}}=y^{\mathcal{L}_{2}}\right] \\
& = \\
& P\left[A^{\mathcal{L}_{1}}=a^{m} \mid X^{\mathcal{L}_{1}}=x^{m}\right]=P\left[A^{m}=a^{m} \mid X^{m}=x^{m}\right]
\end{aligned}
$$

where we started with the definition of $Q\left[A^{m} \mid X^{m}\right]$, split the summation over $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$, dropped the conditioning over $X^{\mathcal{L}_{2}}=y^{\mathcal{L}_{2}}$ because of the no-signalling property of $P$, used the definition of a marginal state, and, lastly, the permutation-invariance of $P$.

Our next statement is a de Finetti theorem for convex set theories with the minimum tensor product.

Theorem 5. Let $\Omega$ be a convex set with $E$ extreme points ( $E$ may be infinite). Suppose $\omega^{n} \in \Omega^{\otimes_{\min } n}$ is symmetric.

Then there is a measure $m(\tau)$ on states $\tau \in \Omega$ such that

$$
\begin{equation*}
\left\|\omega^{k}-\int d m(\tau) \tau^{\otimes k}\right\|_{\min } \leq \min \left(\frac{2 k E}{n}, \frac{k(k-1)}{n}\right) \tag{5}
\end{equation*}
$$

Proof. Let $\tau_{1}, \ldots, \tau_{E}$ be the extreme points of $\Omega$. Any symmetric separable state is a convex combination of states of the form $\omega^{n}=\frac{1}{n!} \sum_{\pi} \tau_{i_{\pi^{-1}(1)}} \otimes \cdots \otimes \tau_{i_{\pi^{-1}(n)}}$, where $1 \leq i_{1}, \ldots, i_{n} \leq E$. Define $\tau:=\frac{1}{n} \sum_{j=1}^{n} \tau_{i_{j}}$. We expand

$$
\begin{equation*}
\tau^{\otimes k}=\sum_{j_{1}=1}^{n} \cdots \sum_{j_{k}=1}^{n} M_{n}\left(i_{j_{1}}, \ldots, i_{j_{k}}\right) \tau_{i_{j_{1}}} \otimes \cdots \otimes \tau_{i_{j_{k}}} \tag{6}
\end{equation*}
$$

where $M_{n}\left(i_{j_{1}}, \ldots, i_{j_{k}}\right)=1 / n^{k}$ is the multinomial distribution. To compare this expression with $\omega^{k}$, write

$$
\begin{equation*}
\omega^{k}=\sum_{j_{1}=1}^{n} \cdots \sum_{j_{k}=1}^{n} H_{n}\left(i_{j_{1}}, \ldots, i_{j_{k}}\right) \tau_{i_{j_{1}}} \otimes \cdots \otimes \tau_{i_{j_{k}}} \tag{7}
\end{equation*}
$$

where $H_{n}\left(i_{j_{1}}, \ldots, i_{j_{k}}\right)$ is the hypergeometric distribution for an urn with $n$ balls (see [1]). Then

$$
\begin{align*}
& \left\|\omega^{k}-\tau^{\otimes k}\right\|_{\min }=\| \sum_{j_{1}, \ldots, j_{k}}\left(H_{n}\left(i_{j_{1}}, \ldots, i_{j_{k}}\right)\right. \\
& \left.\quad M_{n}\left(i_{j_{1}}, \ldots, i_{j_{k}}\right)\right) \tau_{i_{j_{1}}} \otimes \cdots \otimes \tau_{i_{j_{k}}} \|_{\min } \\
& \leq \sum_{j_{1}, \ldots, j_{k}}\left|H_{n}\left(i_{j_{1}}, \ldots, i_{j_{k}}\right)-M_{n}\left(i_{j_{1}}, \ldots, i_{j_{k}}\right)\right| \\
& \leq \min \left(\frac{2 k E}{n}, \frac{k(k-1)}{n}\right), \tag{8}
\end{align*}
$$

where we used the triangle inequality and Diaconis and Freedman's result on estimating the hypergeometric distribution with a multinomial distribution [1].

Proof of Theorem 3. Set $m=\lceil n /|\mathcal{X}|\rceil$ and apply Lemma 4 . Then apply Theorem 5 to $P\left[A^{m} \mid X^{m}\right]$, noting that $\square$ has $|\mathcal{A}|^{|\mathcal{X}|}$ extreme points (the deterministic functions $\mathcal{X} \mapsto \mathcal{A})$ and that $\|\cdot\| \leq\|\cdot\|_{\min }$.

Our final result is an application to quantum theory. Let $\Omega$ be the set of density operators on $\mathbb{C}^{d}$ and note that a separable density operator on $n$ systems is an element of $\Omega^{\otimes_{\text {min }} m}$. Since $\|\rho-\sigma\|_{1}=\operatorname{Tr}|\rho-\sigma|=2 \sup _{0 \leq R \leq 1} \mid \operatorname{Tr}(\rho-$ $\sigma) R \mid=2\|\rho-\sigma\|_{\text {min }}$, we obtain:

Corollary 6. If $\rho$ is a separable permutation-invariant density operator on $\left(\mathbb{C}^{d}\right)^{\otimes n}$, then there is a measure $m(\sigma)$ on states $\sigma$ on $\mathbb{C}^{d}$ such that

$$
\begin{equation*}
\left\|\rho^{k}-\int d m(\sigma) \sigma^{\otimes k}\right\|_{1} \leq 2 \frac{k(k-1)}{n} \tag{9}
\end{equation*}
$$

We conclude with an open question. Is Theorem 3 true if the conditional probability distributions $P_{\lambda}[A \mid X]$ are restricted to be elements of $\Omega$ (rather than $\square$ )? If so,
we would have a finite de Finetti theorem for all theories in the convex sets framework.
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