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ABSTRACT

In this paper we consider the controllability problem for hybrid systems, namely that of
determining the set of states which can be driven into a given target set. We show that given a
suitable definition of controllability, we can effectively compute arbitrarily accurate under-
approximations to the controllable set using Turing machines. However, due to grazing or
sliding along guard sets, we see that it may be able to demonstrate that an initial state can be
controlled to the target set, without knowing any trajectory which solves the problem.
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Abstract

In this paper we consider the controllability problem for hybrid systems,
namely that of determining the set of states which can be driven into a given
target set. We show that given a suitable definition of controllability, we can
effectively compute arbitrarily accurate under-approximations to the control-
lable set using Turing machines. However, due to grazing or sliding along
guard sets, we see that it may be able to demonstrate that an initial state can
be controlled to the target set, without knowing any trajectory which solves
the problem.

Key words. Hybrid system; controllable set; computable analysis.
AMS subject classifications. 93B03; 93-04, 68Q17, 93B40.

1 Introduction

In this paper we consider the problem of computing the controllable set of a gen-
eral nonlinear hybrid system. We restrict to hybrid systems without noise, but some
nondeterminism still unavoidably enters the analysis due to difficulties in comput-
ing whether and when a discrete transition should take place.

This controllability problem is dual to the safety problem for noisy closed-loop
systems, but harder since we have to simultaneously deal with choice and nonde-
terminism, whereas for safety we deal only with with nondeterminism. We see that
a forwards approach to controllability is complicated by the need to consider sets
of possible jump times, leading to multiple possibilities for further evolution which
must be considered separately. Instead, a backwards approach yields a simple high-
level algorithm which can still be implemented. The problem of computing the
controllable set is equivalent to computing the unsafe set for a closed-loop system

*This research was supported by the Nederlandse Organisatie voor Wetenschappelijk Onderzoek
(NWO) Vidi grant 639.032.408.



with nondeterministic noise. For we can consider the nondeterministic noise as
the input of the “environment”, and showing that a state is unsafe is equivalent to
showing that the environment can guide the state into the unsafe set.

Over-approximations to reachable sets of hybrid systems for safety verification
can be computed using various tools, including [HHWT97, HHMWTO00, ADMO1,
BISCO00, Fre05, BCT02] using a forwards analysis. For the controllability problem,
when using a forwards analysis, we need to show that the target can be reached
from all points in the initial state set. For these reasons, backwards analysis meth-
ods based on dynamical programming are usually preferable. A comparison of
forwards and backwards for reachability methods including a discussing of numer-
ical issues is given in [Mit07].

Since the behaviour nonlinear hybrid systems can be extremely complicated, it
is unclear whether it is even possible to compute the controllable set in all cases.
Further, since we deal with objects in continous spaces, it is even unclear how we
should describe such objects in general, and what the meaning of a valid compu-
tation should be. To solve these difficulties, we therefore use the framework of
computable analysis [Wei00], which provides a formal theory of computation on
objects in continuous spaces, including concrete machine representations of funda-
mental types, a basic collection of effectively computable operators on these types,
and conditions under which a function or operator is uncomputable.

The theory is based on topology and analysis, and the concrete representations
of objects in a space correspond to topologies in the space. The fundamental result
is that only continuous operators can be computable. If an operator is uncom-
putable, then we can see if it becomes computable using different representations,
which correspond to strengthening the input data or weakening the requirements
on the output.

There are many approaches to computable analysis, including domain the-
ory [Sco82], locale theory [Vic89] and type-two effectivity [Wei00]. However, all
yield equivalent representations and the same computable operators. In this paper,
we shall therefore only list the classes of objects which we need to work with, and
the computable operations, and mostly omit details of how objects are represented
and which operations are computable.

It should be noted that computable analysis is a framework for defining ap-
proximate numerical computations with nonzero errors but known error bounds.
This means that some problems, which are solvable in an exact algebraic frame-
work, become unsolvable in computable analysis. However, typically only specific
instances become decidable in the algebraic setting, and general problem remains
undecidable. In the computable analysis setting, solvability is intimately related to
robustness, and we have the advantage of a richer class of computable operators
to work with. Computable analysis has the advantage over traditional numerical
analysis in that we can write algorithms using high-level operations which have
been shown to be computable, rather than try to work explicitly with error bounds
and epsilon-delta style proofs.

In this paper, as well as the familiar hyperspace of open sets, we also make



use of the hyperspace of overt sets. An overt set is a closed set represented by
listing the open boxes it intersects, or equivalently, by a dense sequence of points.
Overt-valued maps are ideal for describing control systems, since we have pre-
cisely enough information to determine whether an initial point can be controlled
into an open target set.

The main contribution of this paper is that we give a notion of robustly con-
trollable set which can be effectively computed, and an algorithm for performing
the computation. We also show that in certain cases, the controllable set cannot be
computed, but that our algorithm gives an under-approximation which is in some
sense optimal. A weaker notion of robust controllability was given in [ColOS8].

The paper is organised as follows. In Section 2 we give a minimal definition of
a hybrid system and describe its solutions. In Section 3, we sketch the results from
computable analysis which we need. In Section 4, we show that the controllable
set varies discontinuously in system parameters as a result of discontinuities in the
system evolution. In Section 5, we show that the controllable set can be computed
given the correct definitions. Finally, we give some conclusions and suggestions
for further research in Section 6.

2 Hybrid Systems

A hybrid system is a system in which continuous evolution is interspersed with
discrete transitions at which the state jumps discontinuously. There are many hy-
brid system models in the literature; in this paper we choose a framework which is
general enough to exhibit the difficulties which may occur and how these can be
adressed, without introducing additional complications.

Definition 2.1. A hybrid system is a tuple H = (X, E, ®,{D., A¢,R. | e €
E}) where X is the state space, E is a set of events, ® : X = C(R', X) is
a multivalued flow giving the system dynamic, and for each event e € E, A,
is the set in which e is active, D, is the set in which e can be delayed and and
R, : X =2 X is the reset map.

Here, the arrows = indicate that the functions ® and R, are multivalued, which
takes into account the possibility of being able to choose different continuous dy-
namics or resets from a given point. We assume that & and R, are everywhere-
defined.

Notice that in the definition there is no explicit mention of discrete states. How-
ever, we can think of the state space X as being the disjoint union of spaces X,
for ¢ € @, where @ is a finite set of discrete states. Also, rather than a global
invariant, we instead give, for each event e, a set D, such that event e will occur if
the system is about to leave the set D..

To represent a trajectory of a hybrid system, we need to take into account the
possibility that more than one discrete transition occurs at a given time. To cap-
ture the intermediate states, we use the following definition of hybrid time do-
main [Col04, GHTT04], which is based on work of [LISE99]:



Definition 2.2 (Hybrid trajectory). Let (¢, )n<co be an increasing sequence in R*U
{oo} with ¢ty = 0. Then the t,, define a hybrid time domain T C Rt x Z* by

={(t,n) e R* x Z" |t <t <tny1}

oo
U tnstns] X {n}.

A hybrid trajectory is a continuous function £ : 7 — X for some hybrid time
domain 7. The trajectory & is Zeno if lim,,_. t,, < 00, and infinite otherwise.

We can define solutions of a hybrid system as a hybrid trajectory.

Definition 2.3 (Solution of a hybrid system). A hybrid trajectory is a solution or
execution of the hybrid system H = (X, E, ®,{D,, A, R.}) if

t,n) € (.ep De Whenever t,, <t < t,i1,

&(
§(-,n) € D(E(tn, n)),
&(tn,n—1) € A, , and
&(

tn,n) € Re, (&(tn,n—1)).

In order to ensure that the system is non-blocking, we make the following key
assumption about the active and delay sets.

Assumption 2.4 (Non-blocking). For every event e, we have Dy U A, = X

This assumption is natural in the sense that an event cannot block continuous
evolution if it is not active. We need to take the interior of D, since the formal
semantics prohibits event e at a point z ¢ A, even if z € 0A.. We note that if
D2 U A2 = X, then the event time is nondeterministic, whereas if D2 N A = (),
then the event e occurs as soon as the state touches 0 A,.

3 Computable analysis

We now outline how to describe objects such as points, sets and functions in
the framework of computable analysis. In this article we use a higher-level
form loosely based on fype theory or lambda calculus rather than the low-level
foundational approaches. Much of the material in this section can be found
in [Wei00, Col05]. We say that a representation of a type is a way of describ-
ing objects of that type by infinite binary streams, and a name of an object is a
stream describing it. In a topological space, we consider representations which
are admissible with respect to the topology, which means that the names can be
interpreted as giving increasingly accurate approximations to the object.



We consider a state space X, which can be taken as any locally-compact second
countable Hausdorff space, such as Euclidean space. In Euclidean space, we can
describe a point z as a monotone intersection of open rational boxes.

We will be interested in the hyperspaces of open and overt subsets of X, de-
noted O and V respectively. We can describe an open set U as a countable union of
compact rational boxes, and an overt set A by listing all open rational boxes inter-
secting A. If A is overt and U is open, we can prove that A intersects U by finding
a rational box I such that AN T # () and I C U. We space of closed subsets of
X with the lower Fell topology is equivalent to our overt sets; for a more detailed
description of overtness, see [Esc04, TayOS8].

Theorem 3.1. We have the following computable operations on sets:
e Finite intersection O x O — O.
e Countable union ON — O.

and the following computable predicates:
e intersection ANU # () as a functionV x O — S,

where S is the Sierpinski space {T,1}.

We now consder the space of continuous functions X — Y. We use the
compact-open topology on C(X,Y’), which is generated by the sets 5(K,U) =
{n € C(X,Y) | n(K) C U} for compact K andopen U. If f : X — Y is
continous and 2 € X, then we can effectively evaluate f(x) from names of f and
z in the corresponding admissible representations.

We also wish to consder multivalued functions X = YV i.e. X — P(Y). We
can consider overt-valued functions X — V(Y').

Theorem 3.2. Let F : X — V(Y') an overt function. Then if A C X is overt and
V C Y is open, we can compute F(A) € V(Y) and F~1(V) € O(X) from names
of F, Aand V.

In other words, if we can compute the image of a point as an overt set, then
we can compute the image of any overt set, or the preimage of any open set. The
condition on the preimages says that the effectively lower-semicontinuous closed-
valued functions are precisely the overt functions.

We now consider continuous-time evolution. Recall that a flow is a function
¢ : X xR — X, such that (i) ¢(z,0) = z for all z € X and (i) ¢p(x,s +t) =
d(¢p(z,s),t) forall z € X and s,t € R. A flow satisfies the differential equation
i = f(z)if p(z,t) = f(¢(x,t)) for all z,t. Equivalently, we can also think of
a flow as a function ¢ : X — C(R,X) such that ¢ = ¢(x) if £(0) = z and
§(t) = o(x, 1)

Analogously, a multivalued flow is a function ® : X = C'(R, X') which satis-
fies the multifiow conditions (i) £(0) = x for all £ € ®(x), (ii) if £ € ®(x), then



the function 7 defined by n(t) = £(t + s) is in ®(£(s)), and (iii) if £ €
n € ®(&(s)), then the function ¢ given by ((t) = £(t) fort < sand ((t)
fort > sisin ®(x).

A multivalued flow is overt if it is continuous as a function X — V(C(R, X)).
From Theorem 3.2, we immediately deduce:

®(z) and
=1n(t—s)

Corollary 3.3. If @ is an overt flow, K a compact interval and U is open, then

e~ ({n | n(K) c U})
={zxeX |3 P(x)stnK)CU}

is an open subset of X, and can be computed from names of ®, K and U.

We can generate multivalued flows by differential inclusions & € F(x). In
this paper, we work directly with flows, and do not consider explicitly consider
differentiable formalisms of the continuous dynamics. This is actually no restric-
tion, since the solution of a locally Lipschitz continuous differential inclusion was
shown to be effectively computable (using different terminology) in [PVB96]. We
can refine this result and consider only lower-semicomputability.

Theorem 3.4 (Computability of differential inclusions). Ler ® : X = C(R, X)
denote the flow of the differential inclusion & € F(z). If F is locally Lipschitz with
convex overt values, then the solution operator flow ® is overt-valued, and can be
effectively computed from a name of F'

4 Nondeterministic Behaviour at Discontinuities

In this section we consider the evolution of a hybrid system and discontinuities
caused by the discrete events.

Definition 4.1 (Controllability). A hybrid system H is controllable from xg to T'
if there exists a solution & of H such that £(0,0) = zp and £(¢,n) € T

A system H is robustly controllable from x( to T if for any sufficiently small
perturbations z{, of zo, 7" of T'and H' of H, the system H' is controllable from
zyto T,
Example 4.2. Consider a hybrid system on R with flow £ = —1, and a single
event with D = (0, 0], A = [—00,0]) and reset 2’ = x + 3. Then the system is
controllable from xp = 1 to 7" = (2, 4) since the hybrid trajectory £(¢,0) =1 —¢
fort € [0,1] and £(1,1) = 3 is a solution. However the perturbed system H' with
A" = [—00, —¢] for € > 0 is blocking at state z = 0, since no any trajectory must
leave D’ before entering A’. Hence H’ is not controllable.

The system H’ in the above example does not satisfy the Assumption 2.4. This
shows that the non-blocking assumption DUA = X is not a topological condition,
but a logical condition on the flow, and that a numerical approach to computing the
system evolution without explicitly considering this non-blocking assumption will
necessarily fail.



Example 4.3. Consider a hybrid system with state space R?, flow & = 1, § = a,
activation A = {(z,y) | vy > 2%}, domain D = R? \ A and reset (2/,y) =
(x + 2,y + (). Suppose the initial state is pg = (—1,0) and the target set 7" is
{(z,y) | (x—2)%>+(y—~)? < 1/2}. Thenif @ = 0 and v = 3 = 1, the continuous
evolution touches the guard set G = 0A at p; = (0,0) when ¢ = 1 and jumps to
p2 = (2,1) in T. Now suppose that there is a small negative drift of y in the flow,
so a € (—¢,0). Then the continuous evolution misses the guard set and so misses
the target. The system is not robustly controllable.

Finally, suppose that v = 8 = 0 and there is some small drift in the flow. Then
for « € [0, €), the continuous evolution hits the guard set at p; = (0,0) and jumps
tops ~ (2,0)in 7. For o € (—¢, 0), the continuous evolution misses the guard set,
but continues to reach the target set at p3 = (2, 3a). Hence the system is robustly
controllable from g to 7', even though we cannot say exactly which trajectory is
follows.

Remark 4.4 (for logicians). The above example shows that we can prove the ex-
istence of a solution reaching the target, even though we cannot compute any tra-
Jjectory reaching the target which is definitely a solution of the system. This goes
against common notions of constructive existence.

The above example illustrates that discontinuity points of the evolution, such
as points of tangential grazing with guard sets, can cause non-robustness of the
controllable set, and hence that it may not be possible to compute the controllable
set using approximative numerical methods. The difficulty is that there are two
possibilities for the evolution, either an event occurs or an event does not occur,
and due to numerical errors we cannot determine which. We need to consider both
possibilities, and can only deduce that the system is controllable if we can continue
from both eventualities to the target set.

Let us consider how to perform forwards reachability analysis from an initial
state. We can formalise the situation as follows. We take a compact set C' param-
eterising the different qualitative behaviours which we cannot distinuish between.
We consider a continuous function from C to the hybrid trajectory space such that
every function is a solution, and contains every solution which is effectively equiv-
alent to a solution in C'. We can then hope to prove that every trajectory in C' leads
to a target state.

Consider a continuous trajectory & such that £(t) € D for all t < 7, and
£(t) € D for T < t < e. Then the set 7 = £~ 1(A N D) is the set of possible event
times for &, and is clearly a compact set. We can then attempt to continue from
{n(t) | t € 7} with a locally-continuous selection from each point of C'. In other
words, we can partition C' into finitely many pieces, and try to prove the existence
of a starting from C'.

In the above forwards analysis, we had to consider all possible different qual-
itative behaviours, and show that for each the system could be controlled into the
target set, leading to a complicated procedure for controllability. It turns out that it
is easier to analyse the system using a backwards analysis.



S Computability of the controllable set

In this section, we compute the set of points which can be robustly controlled into a
target set by a recursive backwards construction. The construction is based on the
one-step controllable set, which contains all points which can be controlled into
T either by purely continuous evolution, or by continuous evolution followed by a
single jump.

Definition 5.1. Let 7' C X be an open target set. We say that x is one-step
controllable into T if there exists a continuous trajectory 1 with 7(0) = z such
that

L. n(t) € Neep De forall t € [0, 7).
2. (1) € TU (U,ep(A4e N RSY(T))), and

It is clear that the controllable set C' can be written as C' = | J;~, Cy,, where
Cy is the continuously controllable set and C), 11 is the one-step controllable set
for C,.

When trying to prove numerically that a point = is one-step controllable into
T, we need to consider a robust verision of the one-step controllable set, which
involves taking the interiors of the sets D, and A., and also checking the invariant
at time ¢t = 7. Then the conditions for one-step controllability become

1. n(t) € Neep D¢ forall t € [0,7], and.
2. (1) € TUU,ep(A2NR;(T))), and

Unfortunately, this presents us with a problem. For if e is an urgent event, by
which we mean D, = X \ A, then DS N A2 = (), so any continuous trajectory
entering A. must first leave D¢ which is forbidden by the formal semantics. If, on
the other hand, D, and A. are open for all e, then the robustly controllable set and
the one-step controllable set are equal.

In order to solve the problem, we use the conditions of Assumption 2.4 to
analyse the defining formula for the controllable set before passing to the robust
interpretation. Suppose x is one-step controllable into 7" due to an event which
occurs at time 7. Then

vVt € [0,7), n(t) € Neep De

However, z is also one-step controllable into 7" if an event occurs at time ¢ < 7 for
which we can jump into 7. Hence we can weaken the controllability condition to

vt € [0,7), n(t) € (Nucp De) U (Uper(Ae N BSD)):

By taking the sets A. U R_!(T) into the first set in the above formula, we have

vt € [0,7), n(t) € (Moep(De U (Ac N RZH(T))))
U (Ueep(Ae N RZY(T))).



Now since D, U A, = X, we have

D.U(A.NR;YT)) = (D.UA.) N (D, URNT))
= XN (D.URNT))
= D.URYT).

Hence the flow condition for one-step controllability can be changed to

vt e [0,7), n(t) € (meeE(De U R;l(T)))
U (Ueep(Ae N RZY(TY))).

Taking a robust version of this predicate gives

vt € [0,7], n(t) € (Neep(Dg U RN(T)))
U (Ueep (42 N RZH(TY)).

At the final time, the robust condition is

n(r) € TU (Ueep(42 N RIH(T))).

Note that the improvement in the condition for being controllable occurs only in
the robust version, and not in the formal version.

Definition 5.2. Let 7" C X be an open target set. We say that x is robustly one-step
controllable into T if there exists a continuous trajectory 1 with 7(0) = x such that

L n(t) € Neep(De URZHT)) forall ¢ € [0,7], and

2. (1) €T U (U,ep A°NRTYTY))).

Note that we take R;!(T) in the whole space X, and not just in the set of
points for which an action is possible. This is in order to keep the sets open, and
does not cause any difficulties since if no transition is possible at a time ¢, then the
conditions ensure that either a transition is possible at some time ¢’ > ¢, or that the
target may be reached without transitions.

Theorem 5.3 (Robustly controllable set). Let H = (X, E,®,{D., A¢,R. | € €
E}) be a hybrid system such that ® is an overt multiflow and the R. are overt
multimaps. Suppose further that D U A. = X for all e, so the system is non-
blocking. Let T be an open set. Then the robustly controllable set C' is an open set,
and can be effectively computed from names of T, ®, R., D? and Ag.

Proof. Let Cy be the set of points which are continuously controllable into 7',
and C)4; be the set of points which are one-jump controllable into C),. Note
that trivially, every point of C), is single-step controllable into C),. Recall that by
B(K,U)wemean{f | f(K) C U}.



Then Cy is effectively computable since we can write
Co={zeX|Ie®(x),7cQstn(r)eT
and ([0, 7]) € Neep De}
= Uregr @' (BH7HT) N B([0, 7}, Neer D2))-

which is a computable open set.
Further, if C), is computable, then C,,; is also effectively computable since
we can write

Chii={rcX|Imcd(z), TcQ"

st (1) € Upep(AS N RZY(Cy))
and ([0, 7]) C Neep(DE U R H(Cn))

= Ureqr ® (BT} Ueer (42 N R.H(CR)))
N B([0, 7], neeE(Dg U Re_l(cn))))7

demonstrating that C,, 1 is a computable open set.
The result follows since C' = J;~ , C;, and countable union of open sets is
computable. O

Since the above proof gives an explicit formula for the robustly controllable
set in terms of computable operations, we have an algorithm for computing this
set which can be effectively implemented. If the sets D, and A, are open then we
immediately obtain:

Theorem 5.4 (Interior controllable set). Let H = (X, E, ®,{D., Ac,R. | e €
E}) be a hybrid system such that ® is an overt multiflow, the R, are overt mul-
timaps, and the D, and A, are open sets. Suppose further that D, U A, = X for
all e, so the system is non-blocking. Let T' be an open set. Then the controllable
set equals the robustly controllable set, so is an open set, and can be effectively
computed from names of T, ®, R, D. and A..

6 Concluding Remarks

We have considered the effective computability of controllable sets for a hybrid
system using techniques from computable analysis. We have seen that conver-
gent under-approximations to the robustly controllable set can be computed from
the system data, and that for some systems, the robustly controllable set equals
the controllable set. The algorithm is based on a backwards computation of the
controllable set, and is easy to write down in terms of fundamental computable
operations. The algorithm can also be seen as computing the set of unsafe initial
states of a closed-loop hybrid system with nondeterministic noise.

In further research, we plan to give an implementation of the algorithm as part
of the hybrid systems reachability tool Ariadne. This will complement the existing
functionality for reachability analysis and safety verification.
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