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ABSTRACT

The ecological condition othe Continental Shelf is of great concdor many countries. The

understanding of the integratedfects that result in thepresentand future situation requires

answers on many research topics, suclilaas modelling, including turbulencand largeeddy

simulation, transporprocesses, chemistrgcology,etc. This paperfocuses orthigh performance

computing issues’ for flux modelling.

Flux modelling of contaminants, nutrierdaad ecosystenparameters in general in the Continental

Shelf is essential to improtbe understanding of this importagstosystemFrom a computational

point of view, flux modelling is a ‘grand challenge’; its computational demands are sthatigke

present state-of-the-agibesnot yield numerical models of desired accuracy. Several assumptions

and simplifications areneeded to arrive at ‘manageable’ numerical mod#éisserun times are

acceptably low.

In an attempt to relievéhe computational burden on flux modelling, a significant amount of

research at the institutes participating in N@WESP projechasbeenand still isdirected towards

high performance computing techniques. In the quest for faster models several approaches are used:

» parallelization of (sequential) codes on parallel/vector computers of shared memory type;

» parallelization of (sequential) codes on parallel computers with distributed memory;

» development of numerical techniquésat (areexpected to) lead to bettefficiency and
robustness of flux models.

Developments ofhe latter kindusually take into accounhe use of aparallel machine but ialso

includes the implementation of sophisticated iterative solution techniqueslving systems of

equations. This may already pay off on sequential machines.

In this paper wessesshe progress made in recemars orhigh performance flux modelling. In

the spirit of the learning-by-doingrocess adopted ithe NOWESP projectthis assessment is

followed by somerecommendations for future research further overcome the lack of

computational power that is needed for full scale flux models.

1991 Mathematics Subject ClassificatioB5M20, 65M55, 65L.20

Keywords and Phrase3ransport models, Shallow water, HPCN, Domain Decomposition.

Note Work carried out undgproject MAS1.2 - ‘Numerical Algorithms for Surface Water Quality
Modelling'.

Note The North-West European Shelf Program(d®WESP) is an EU-funded projegtithin the
MAST Il project), in which 18 institutes from 8 European countries participateihg theyears
1993-1997. The primarpbjective of NOWESP was tguantify (in spaceand in time) the
ecologically significant processes on the shelf, with the help of measured data and models.

1. Introduction
The complexity of flux modelling inthe North Sea ikighly influenced bythe largevariety of time
and spatial scales. To mention but a few:



» Tidal variations;

» Day/night variation (temperature/thermocline);

» Seasonal variation (fresh water inflow, temperature, ...);

* Random variations (wind, emissions, temperature, ...);

» Spatial variations (vertical scales/horizontal scales, bottom topography, coastlines,...);
» Small scale random variations due to turbulent motion.

In principle, for accuratenodelling, numerical models must be able to resalveelevant scales. In
practice, however, this impossible. This leads to elimination of scalesbyne kind of averaging.
Averaging leads to closure assumptions. Closure assumptions rekjllsrand sometimes a-priori
knowledge of the contaminant distribution by thedeller. This a-priori knowledge must increase
as theaveraging interval, in some dimension, is increasing. In geoeeatould argue thatraodel
formulation must fulfil the following requirements:

1. Giventhe modellingpurpose, thenodel formulation must contain relevapttysical effects and
geometrical/topological details;

2. Giventhe modelling purpose, atable numerical solution must be obtained within a reasonable
amount of computational effort;

3. Given the modelling purpose, the numerical solution must be sufficiently accurate.

To fulfil requirement 1, the following processes are to be taken into account:

Flow

Of course,flow is input to flux modelling. The vertical structure of thealmost horizontal
Continental Shelf Flow plays amportant role for transport afontaminants. Hence, flomodels
must simulate thistructurewith sufficientaccuracy, and consequently timodels must be three
dimensional.

Turbulence

For the computation of theertical structure and for subgrid effects in horizontal direction
anisotropic turbulence models must be added.

Transport of salinity and heat

The intensity of turbulence is greatly influenced by dengitgdients. Density ofvater isprimarily
influenced by salinityand temperature, hentdee model needs equatiofier the transport ogalinity
and heat.

Transport of contaminants including decay and reactions

The waterquality ofthe North Sedollows from concentrations of constituents such as suspended
sediments with heavy metals or biologisalbstances such as bacteftar a conplete process
description not only transport but also decay and reactions play a role.

For the processes as described, a large variation of model descriptivasaisle. If we applgtate-
of-the-art 3D flow models as are used ifadustrial flows, then we would end up wite following
model formulations:

A.1 3D non-hydrostatic flow formulation;

A.2 At least a two equation turbulence model (e.g), lout preferably a ‘Reynolds stress model’;
A.3 Transport of heat and salinity;

A.4 Transport of contaminants based on eddy diffusivity resulting from (A.1-A.3).

Such a model (type A) seems toibeally suitablefor our aim of accuratelux modelling; however
this is still impossible for computational reasons:

The model is ofcourse threadimensional, and hendke grid is threedimensional.The spatial
variationthat should be resolved by theodel is ofthe order ofmagnitude ofthe depth. In the
Continental Shelf this is d(10 m). Thesmaller scaleare supposed to be turbulent eddrest are



dissipated by the turbulence model. To reprepaahomena with eninimumlength scale of 10 m,
a grid size ofO(1 m) isimperative. If we assume isotropic turbulence, then this grid size must be
isotropic aswell. This meanghat thegrid size must be othe sameorder of magnitudeboth in
horizontal and vertical directiof:or theContinental Shel{1006 1000 km* 40 m) thenumber of
grid pointsthat isneeded becomes roughlyl4™. At each point at least 25 numberg to be kept
in memory. This requires a computer with a RAM memory of at least 40@@Ebyte, 1 Th=1&
byte). This is far beyond of what is presently available. Memories of 2 Gbligigal Gb=10
byte) rank among the largest available. Also the computational speedigfioegntfor thiskind of
flux modelling. Some contaminants have a residence timsooé than one year. fliix modelling is
supposed to resolve themallest scaleghen thetime step is supposed to keuivalent to the
Courantnumber related tohe flow speed.This implies a timestep of 1 second. For oryear of
computation this requires 320’ time steps.Assumingthat eachtime step needs at least 100
floating point operationsper grid point, atotal simulation will require (3.210")+(10°)
*(4+10")=1.3-10" floating point operationfor roughly one year okimulation. This require4000
years of computation on 4era flop’ machine (167 floating point operationgper second). In
summary, such a modelling approach is certainly impossible, also during the next decade.

To arrive at realistic models, more knowledgj@out theflow has to be built in intadhe model
formulation. A general assumption relateshe difference in horizontal and vertical length scales,
leading to the hydrostatic pressure assumption. This will allow larger horizontal gridsoofiéneof

1 km. The grid becomes anisotropihich automaticallymplies ananisotropic turbulence model.
This is a consequence tfe fact that the horizontatalesaremuch larger thamhe vertical scales.

In other words, &o-called horizontal sub-grid modeillvioe added to the equationghis gives the
following type B model:

B.1 3D hydrostatic flow formulation;

B.2a At maximum, a two equation turbulence model for vertical eddy viscosity and
diffusivity (e.g., k€);

B.2b Simple sub-grid formulation for horizontal dispersion bbth vector andscalar quantities
(simple constant orsomething like ‘Smagorinsky’, oother ‘Large Eddy Simulation’
formulations);

B.3 Transport of heat and salinity;

B.4 Transport of contaminants based on eddy diffusivity resulting from (B.1-B.3).

The number of grid points needéat such amodel is roughly 410°. Again assuming 25 single
precision numberper grid pointyields 4 Gb ofrequired memory. The timstep,because of the
increased grid size, can be chosen ofoitter ofmagnitude ofL00 secondsThis leads to a number
of floating point operations for one year of simulation of 1058°. On a tera flop machine this would
lead to 1300 seconds of computatidtowever, mosthigh performance computers at present
perform in thegiga flop rangeThis results in a computational timetime order ofseveral days,
provided the availability of software that performs in an optimal senselsaichealkperformance is
realized. It seemshough thatwithin the foreseeable future this type @tix modelling will be
possible. On today's singteocessor workstatiorthis type ofmodellingwould be at least 5imes
as slow,leading again tc&omputations that aneot feasible. Withinthese B type models various
assumptions can be made to redtiee computational effort or to reduce the procam®plexity
such as:

» Flow averaging over a tidal cycle to generate residual flows;

» Simplification of vertical exchange models;

* Prescribingthe density gradients instead of computing them (diagnostisus prognostic
mode).



Especially flow averaging eliminates smaller time scales sucHatiggr timesteps can bapplied.
This leads to modekhat canoperate on today's workstations. Tieev model must run in general
for a neap-spring tideycleand is thereforstill quite demanding. Models of this type will balled
‘reduced B type models’. In practice, even reduced B typdelsare still yielding computational
problems leading tahe lastclass of models: C modelblere, themodelsare integrated in the
vertical. This gives the following formulations:

C.1 Tidal averaged 2D hydrostatic flow formulation;

C.2 Horizontal(basically non-isotropic in horizontal direction) dispersion formulation, resulting
from vertical integration;

C.3 At maximum horizontal density gradients;

C.4 Depth averaged transport of contaminants based on dispersion formulations.

Models of this C-type allovilexible operation on most of the hardware infrastructaneslable at
European institutions. A drawback of thesedels isthat the reduction of theertical dimension
neglects vertical variation dhe densitythat issometimes crucidlor ecological parameter#lso

the dependence of in principle non-isotropic dispersion coefficients in horizontal direction as a result
of averagingover vertical velocity profiles is a seriousspecthamperingthe predictiveability of

these type of models.

From thenumerical/mathematicgloint of view model equations of type B consistlug following
equations:

» Hydrostatic free surface flow equations (B.1);
» Transport equations including production and decay (B.1-4).

In general, numerical models of this type will be characterised by:

» Largedifference between horizontal and vertical grid sizes. The vertical grid sraecis smaller
while at the same time the number of vertical grid points is much smaller too;

» Dominance of hydrostatipressure in horizontal direction and of eddgcosity in vertical
direction for flow formulation;

» Dominance of advection in horizontal direction andliffision in verticaldirection fortransport
formulation;

» Large stiffnessratio for all equations because of grid size variation and production/decay
formulations.

For anefficient numerical simulation, it is crucial take theseypical characteristics intaccount.
This motivateghe development adpecial techniquefor these problems. In the approaches of all
the NOWESP partnerthis has played &ole. For efficient implementatiorthe following aspects
have been considered:

Parallelization of existing code;

Domain decompositionincluding fastiterative methods formplicit equations resultingrom
implicit time integration techniques;

Special transport solvers for transport of contaminants;

Efficient vertical discretization for vertical flow structure including krodels;

Special approachdsr vertical discretization to redudke ‘hydrostaticconsistency’ limitation of
the so-callea -transformation.

In the following sections each of these topics will be briefly described.



2. Parallelization of existing code

At the start of the NOWESP projedeveral partnergwvolved in Task Group B (theso-called
‘Modelling Group’) already had &ot of experience with parallgvector) computersvith shared
memory. During the last years however, there has been a growing intgrastliielcomputerswith
distributed memory, because they offer more perspetdivéigh performances at a reasonable
price. Therefore K.U. Leuven anb.U. Delft have worked on theparallelization of numerical
models for execution on parallel computers with distributed memory. When writingarqukerallel
machines it is tempting to start from existing code and tpatallelize(and/or vectorize) it without
modifying or replacinghe underlying numerical algorithms. Thegproach cawnly beusedwhen
the underlying algorithm is sufficiently parallelizabldowever,this approach oftefails, especially
whenonewishes tousemanyprocessors. Ithis casethe parallel ‘scalability’ ofthe algorithms is
very important. This is illustrated bythe research done at K.Ueuven and af.U. Delft on the
parallelization of numerical model®r the ContinentalShelf, which are based on the ADI
(Alternating Direction Implicit) time integratiomethod. The ADI method is a powerfuimerical
technique, which ishowever difficult to parallelize ondistributed memory systems because it
requires a rather large amountogimmunication. The researgnoup at K.U.Leuven investigated
several alternative strategies fibve parallelization ofthe ADI method,within the framework of
solving the ShallowWater Equations (Song, et'dl). These strategies have beéemplemented on
two different parallelcomputers, viz., an Intel iPSC/860 and an IE¥?2. For amodel for the
Continental Shelf with aesolution of 4 km 4 km (44302 wegrid points), the performance results
are very satisfactory up to 3processors. Foexample, on a 1@rocessor iPSC/860, arallel
speedup of 12.Bas been obtained (i.e.parallel efficiency 080%). On 32 processors, a speed-up
of 22 has been obtained.

Also a differentapproach can be followed. By introducisigght modifications irthe ADI method,
the communication betwegprocessors can be decreasatistantially, and hendbke parallelization
becomes easier and also meffcient. However,this modification also leads to a slowemerical
convergence. Thigpproach has been followed tye research group atU. Delft. In co-operation
with RIKZ (Rijkswaterstaat) and other partnerishin the NOWESP projecthey have investigated
and implemented parallel versionstbé TRIWAQ software. TRIWAQ is a thraBmensional flow
andtransportsimulationprogram developed at RIKZ of the Dutch Rijkswaterstaawhith ADI is
used as théme integratiormethod.Parallel versions of TRIWAQ have been develofhed run on
the Parsytec PowerXplorer and a cluster of workstationsR@ést, et al?*® and Vollebregt, et
al***9. For asmallmodel involving only 500@rid points, speed-up factors of 17 and 30 Hzaen
obtained with 24 and 6drocessorsiespectivelyFor larger models an even better speed-up can be
expected. The increased computational speed gidtadlel implementations has enabled RIKZ to
make more complex and more accurate simulations.

Summarizing, it can be saitlat the use oparallelcomputers imposesvo major requirements on
the algorithmsthat can be used. First, theherent parallelism of an algorithgimould be asigh as
possible (which includethe necessity of a @od load balancing)Second, the datdependency
among the operations in afgorithm should be as low as possible. This is necefsaahigh data
locality andminimal communication overhead. It must be stregbed in order taealize this, it is
essential to modify some of the existing numerical algorithms.

3. Domain decomposition

Domain decomposition has been recognized as an important tdbk idevelopment of new
generationflux models. Apart from theossibility to design efficient parallel algorithms, it also
provides a numerical modeller withore modelling flexibility. This isbased on the observatitmat
many fluxmodelsare based on the use of structured gismain decomposition theopens the
gate to e.g. a morfexible geometry handling, andcally definedgrid resolutions (onlfine where



needed). As such, mhay help in reducinghe totalnumber of grid points, atrategywhich easily
pays off consideringhe number of specieg/pically involved in bio-chemicatransport (sealso
section 4.1) Experiments have showthat for atypical application with a complegeometry, a
domain decompositioapproach for thélow solver gave already rise to a memaeguction of
more than 75%CW!I's approach will be describedwhich the time integration method itosely
coupled in the horizontal direction’ iarder to minimize the work in adomain decomposition
method. A differenapproach hasden followed at Delft Hydraulics where research has deee
on the construction ahterface conditions. Aroperchoice of thenterface conditionsnay reduce
the computational complexity of a domain decomposition method with a factor 3. This ideshas
implemented in the sequential version of Delft Hydraulics' flow solver (De Goedé?*t al.

3.1 lterative solvers

In many current flow solvers ADI factorisation methodare employed in solving systems of
equations. The reason for this can be founthénpastwhen ADI methodsvere used as thi@me
integration technique. With littleffort this could be extended to iteration methods of ADI-type.
However, ADI iteration methods can diverge for lagystems in which larg€ourantnumbers
occur. Ajoint study of K.U. Leuven and Delft Hydraulics shothsit the use omodern iterative
solversmay help in improvingthe robustness arefficiency of flow solvers.For oneparticular
application, a long termimulation ofthe hydrodynamics irthe Clyde, thdime step could be taken

4 times as large. As a result, the model was approximately 3 times faster.

4. HPC time integration for bio-chemical transport

4.1 Introduction

Anotherexample of higlperformance computing fdlux modelling is given byCWI's research on
new, parallelizable (and vectorizable) time integration mettodsio-chemicaltransport. The
mathematical model describirigansport processes eélinity, pollutants, etc. in wategombined

with their bio-chemical interactions, is defined by an initial-boundary value prdolethe system

of 3-D advection-diffusion-reaction equations

o 9 9 0\ 00 060,00 6, a7 g
o) ay(vq)JrE(Wq)"&% axd oy ayd az%

+g(tX Y26 ) EL

(1)

wherec; denote the unknown concentrations of the contaminantslo€hkfluid velocitiesu, v, w
(to beprovided by ehydrodynamic model) anithe diffusion coefficients,, €, €, areassumed to be
given functions. The equations in (1) are mutually coupled by means fohtti®nsg; which model
the (concentration-dependebip-chemicaleactions an@missions fronsources. Thelefinition of
the physical domairand of theinitial and boundary conditions completes the moBellowing the
Method of Lines approach, equation (1), togetherth the initial condition and theboundary
conditions, is converted into the semi-discrete initial value problem

S0 < F,cv):= Het C)+ 6l O), A1) = G @

Here, C is a vector ofdimensionmN containingthe m concentrations; at the totalnumber of
N := N¢Ny#N, grid points N« or y or - denotes thenumber of grid points irthe variousspatial
directions, respectively). The terhi(t,C(t)) originates from the discretization of the advection-



diffusion terms (including the boundary conditions), ar@(t,C(t)) is the discrete analogue of the
reaction terms and emissions. Finafly,contains the initial values.

Sincethe functionsH and G have quite a different origin, theyve rise to a completely different
coupling of the unknowns: iH the concentrations of the variosigeciesare uncoupled, but there is
of course a coupling in space, due to the underlying spatial differepgahtorgin our experiments
we have used a third-order upwifmmula to discretizéhe advection terms, and second-order
symmetric discretization dhediffusionterms). InG, on the othehand, we have in each grid point
a local coupling othe concentrations. Another observation is tias linear inC, whereasG is
usually non-linearThese observations should be taken into accouselecting a suitable time
integration method. In this contexguitable’ meanghat the methodhould havethe following
properties:

1. sufficient stability in the ContinentalShelf we are primarily concerned withtransport in
shallow seas, resulting irsmall values for the mesh size inthe vertical direction. As a
consequence, stiffness is introduced thi® discretesystem. To avoid unrealisticalymall time
steps,time integration methods should befficiently stable, which excludethe use offully
explicit methods.

2. manageable level of computational effort; order to keep theoupling of unknowns as
loosely as possible which helps in reducthg computationatomplexity ofthe model, we
strive for a reduction of the amount iafplicitness, while maintaining sufficient stability. For
this item it is also relevanthat thetime integration method has good vectorization and
parallelization properties.

3. realistic accuracy;in this PDE contexthigh precisionresults (e.g., produced tygh order
methods) are usually not necessary. Orotherhand, since predictiorever longtime periods
are an essential part in these kind of simulations, first order accuracy is, in our dpioiom.
Therefore, we restrict our attention to methods that are second order in time.

4. storage economyalthough present-day computers are equipped with largmories, the
nature offlow problems, especially ithreedimensions, stilhecessitates a careful selection of
an algorithm withrespect to itstoragerequirements. A situation which wearedealing with
N=1C grid points andn = 10 to 20 species, is certainly not unusual.

5. domain decompositionin many practical situations, different resolutions in space will be
required in various regions of tli®main.For example, neathe coasts and in estuarie$ire
grid is unavoidable t@apture thephysicalphenomena. A natural way #dficiently copewith
this demand is to apply a domain decomposition approach, in Wigakarioussubdomains are
discretized with an appropriate resolution. Then the (sub)problems on the \asmanains
can be solved in paralldHowever, to obtain aefficient process for th@verall solution, the
coupling of these subproblems shontat betoo tight, since inthat casenanyiterations would
be necessary to matdfe interface conditions orthe boundaries of thessubdomains.
Therefore, we are aiming at methods that are ‘loosely coupled in the horizontal direction’.

With these requirements mind, CWI hasdevelopedwo HPCtime integration techniques. One is
based on a splitting method (s&@mmeijer and KokR*, Van der Houwen anSommeijet®®). The
other one isased on theémplicit BDF2 method in combination with a special iteratgsheme
which has been designedander to reduce the amount of linedgebrawork involved (see, Van
der Houwen, et af’’ and Eichler-Liebenow, et &). Experiments confirmthat both time
integration methods can be vectorized guadallelized very well. Inthe next sections wayill
concentrate on the performance results of both methods.



4.2 A splitting method of hopscotch type

The splitting method ohopscotch typgincluding specially designed bargblvers to exploit
vectorization) has beemplemented orthe multi-processor Cray C90 vector mae. As atest
problem we used a model with 2 speciggluding reaction termsdescribing theirchemical
interaction. We tested the code on three different spatial grids of increasing resolution:

Grideoarss Nx =N, = 41,N, = 6, amounting to ~ 6 f@nternal grid points;
Gridmigaie Nx = N, = 81,N, = 11, amounting to ~ 5.6 1ternal grid points;
Gridine:  Nx =N, = 161,N, = 21, amounting to ~ 4.8 1thternal grid points.

The performance results due to vectorization are summarized in Table 1.

Table 1L  Global performance and speed-up factors obtained by the hopscotch
method on various grids. The CPU times are per time step.

Gr‘idcoarse Gr‘idmiddle Gridﬂne
CPU Mflop CPU Mflop CPU Mflop
scalar 0.44 28.8 2.44 30.7 15.9 31.6
vector 0.062 206 0.28 276 1.46 351
speed-up 7.0 8.8 10.9

Next, we investigated the speed-iqat can be obtained by exploiting sevepabcessors othis
machine. Tothat end we used aitility (available onthe Cray) to estimate the speed-up factors,
which are given in Table 2.

Table 2 Parallel performance of the hopscotch code.

processors 2 4 6 8 10 12 14 16

speed-upon Grighe 192 363 505 597 7.00 8.25 8.46 8.64
speed-up on Grigge 195 375 541 690 7.80 9.65 9.92 11.17
speed-up on Grigk 196 375 541 694 814 971 10.43 12.06

In conclusion, wanay saythatthis method is very suitabfer implementation on a multi-processor
vector nachine, sincéhe speed-up due to vectorization is close to 10 and, moreoveaigtnghm
possessesufficient parallelism toobtain almost lineaspeed-up wherusing moreprocessors.
Compared with a sequential code run in scalar mode, a code pwentor processorsan be 10
timesfaster. Theonly disadvantage is of algorithmicature: the methodllows onlymodest CFL
numbers (<2.7) and haghe peculiarproperty that thé¢ime step must go faster teero than the
mesh width in order tgetconvergence.This leads us to consitierapproach described in the next
section.

4.3 Iterative solution of a fully implicit method

In order to copevith thestiffness ofthe discretesystem of ordinary differenti@quations (2), our
starting poinwill be a fully implicit time discretization methofsee also thérst aim asformulated

in Section 4.1). Asuitable candidate ithe second-order (ckim 3) Backward Differentiation

Formula (BDF2). To solvehe (non-linear)system of equations in each tirseep weemploy a
technique which is called ‘approximatactorization’ in the literatureThis technique ifficient

both inmemory and in floatingpoint operations. Moreover, it is vectorizable amtien extended
with a domain decompositiospproachparallelizable. A convergen@analysisshows (cf. Eichler-
Liebenow, et al’®) that large CFL numbersire nowpossible. As a result, imany practical

situations, theéime stepcan be chosen on thmasis of accuracy considerationather than being



restricted bystability conditions,while the amount ofmplicitness iskept quite modest (seem 2).
This method has beemmplemented and itturns out that 2-3 iterations aresufficient to
(approximately) solveéhe underlyingfully implicit BDF2 method. In comparing the BDF approach
and the hopscotch method, we observe that:

» BDF yields a higher accuracy for the same step size;

* one step with BDF (in vector mode) on Ggideand Gridhigae requires 0.024 sec. and 0.13 sec.,
respectively, which is more than twice as fast as hopscotch (compare the timings in Table 1);

» the CFL condition in the BDF approach is much better, allowing for larger time steps;

* thetime step and thenesh widthmay arbitrarily tend to zero in order tket the BDF-solution
converge to the PDE-solution.

From these considerations it is clear that the BDF approach is to be preferred. It needs, however,
slightly more memory than the hopscotch approach.

5. Efficient vertical discretization for vertical flow structure including k- € models

The 3D model for flow and transport simulation is supposed to be given by the following set of
equations:

the continuity equation

Omi=0, (3.2)

the momentum equations in horizontal direction

DUi 1 ap 6 6 Uj 6 6 ui . .
s =90 _ 9, + -2y i=1,2,j=1,2, (3.b)
Dt poaxi an Han 0 X3 TaXS :
the hydrostatic pressure equation
0
a_P: ~pg , (3.0)
X3
and the transport equation
%—?+D[E?,=GI,I=1,...,IC, (3.d)

whereu; = velocity inx direction,p = pressurep = density,po = reference density,= concentration of

scalar quantities (e.g., salt and temperatlfe¥, concentration flux, due to advection and diffusion,

vy = horizontal eddy viscosity, sometimes assumed to be a constant value sometimes related to some
‘Large Eddy Simulation’ approach such as the ‘Smagorinky models vertical eddy viscosity
computed by a k-model, Dy, / Dt =9y /dt+you/d x, where the summation convention is used,

and G, modelsthe (concentration-dependertijo-chemicalreactions, productiondissipation or
emissions from sources.

We will also use the following notation=u,, V=, W=Us, X=X, Y=X%;, Z=%. The vertical co-ordinateis
bounded by

—dx,y)szs {(xY,1),
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whered = depth below some plane of reference @rdvater level above some plane of reference.
The density follows from an equation of state given by

p=p(s,T), (3.€)

wheres = salinity andT = temperature.
The eddy viscosity+ is, after dropping the indéx given by

2
V= cuk— . (3.9
The transport equations fekiande are given by

Dk 0 v okQd

—=—0— +Bk—€ , 3.
Dt ozto, 0z L€ B (3.9)
De 9 [0Ov o0

et Al e —E: . 3.h
Dt ozt 9z ¢ ¢ 3h)

Here the production ternf& andP, the dissipation terngs €. and the buoyancy effeBt are defined as

u vifU € 3/2 2 vV ad
Pk:v%ﬁ-i-%gl]! P€:C15_Pk, SZCDk_, SSZCZSS_, Bk:_g_p . (4)
z zU O k L k o, p 0z

The constants are given @s= 0.09,c, = 1.44,C, = 1.92,0, = 1.0 ando, = 1.3. These are the usual
constants for a standarceknodel. For nearly horizontal flows, as in the North Sea, horizontal velocity
gradients are supposed to be much smaller than the vertical ones. This allows neglecting the horizontal
production and horizontal gradient fluxes of k and

Horizontal discretizations of (3) are very similar to what is used for the approximation of shallow water
equations in 2 dimensions (see, e.g., Leend&itssteling®®). Very important however for efficiency

of the numerical model is the accuracy of the vertical discretizations. The primary aim of the vertical
discretization is the limitation of the required number of layers. By application of so-called ‘compact
differencing’ techniques, and by a special implementation of thenkidlel the number of layers can be
kept as small as possible, often limited to a maximum of 10 to have sufiicemacy even in case of
stratified flows (see Stelling.

6. Sigma co-ordinates

In three dimensional shallowwater models a sigmao-ordinate transformation is ofteapplied
(Phillips™®"). For an elaboratdiscussion orthe advantages and disadvantagethisfapproach, see
Deleersnijder and Beckéf& In ouropinionthe main advantage dis co-ordinatesystem is the
fact that it is fitted both to theoving free surface and tbe bottom topographythis is essential
for the accurate approximation of thertical flow distributionwithout avery large number of
vertical grid points.Moreover, these ‘terrairfollowing co-ordinates’ allow arefficient grid
refinement near the free surface (in case of wind driven flow) and near the bed.

In this paper the-co-ordinate system is defined as

X =X, y*=y,0=%, t'=t, (5)
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whereH = {+d (total water depth)x = {(x,y,) or o = 0, at the freevater surfaceandz = — d(x,y)
or o = -1, at the bottom.
The derivatives irthe original Cartesiarco-ordinatesystemare expressed o co-ordinates by the
chain rule
9.0 00 ©
ot o0t ot do
0_0,000
Oxi 0x O0x 00
0 10

=12

6x3 H oo

and substituted into (1).
The velocitiesy; , i = 1,2,3 are defined by

. : . Do
u=u,=1,2 w=w=H — 7
° Dt "

The velocitiess,” andu, remain the strictly horizontal components of the velocity vector.

For numerical approximation a grid has to be defined. Such argytieteriorate quite strongly in

the presence of steep bottom slopessrallowareas foexamplenear tidal flats othe Continental

Shelf edge (see Figure 1). Grids of this type cause problems when computing horizontal gradients as
is recognized by severauthors (e.gGary®"® Janji¢®”’, Mesinger andlanjic®®®, Leendertsg€®",
Haney®*", or Deleersnijder and Beckét¥).

For example, if we consider the transformation of the horizontal pressure gradient which reads

@:ap*+a_o-ap*:ap*—iwz+o'a_H[Dp* (8)
ox 0x 0x do 0x HFPx  oxHic

then near steep bottostopessmall pressure gradientsight bethe result of thesum of relatively

large terms with opposite sign. Small truncation errors in the approximation of both terms result in a
relatively large error in the pressure gradient. This might produce artificial flow. Observations of this
kind have led tathe notion of ‘hydrostaticonsistency’ (cf.e.g.Janjic®”. In a notation used by
Haney*®", this consistency relation is given by

o oH

™ Ax< Ao 9

whereAx andAo are grid sizes.

If this relation is not satisfied then a numerical scheme mighbbeconvergent. Howevédal flats
are characterised by 0, which means that convergence might become impossible.

There aresimilar difficulties for the approximation of the horizontal gradidiok for transport of
matter, such as salinity and heat.
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\ sigma=-1.0
Figure 1, o-grid
Diffusive fluxes are given by
Fi= DH:—;,i=1,2,F3= Dvaa—)(; (10)

where Dy and Dy denote the eddyliffusion coefficients in arizontal and vertical direction,
respectively. The vertical eddjiffusion coefficient is determined bytarbulence closure scheme,
the horizontakddy diffusion coefficientlepends on the horizontal grid resolution, angsisally an
order of magnitude larger.

Transformation of the horizontdiffusion terms tox, y, o, t is a tedious tasksince applying the
chain rule leads to variousoss derivatives-or example,the transformation of a simple second
order derivative leads to

2 * 2 * 2 2 *
cZ+Eﬁjgac+26_0 a*c L9%0dc . 11)
x2 0x oxdodg? o0x0x 0o 0x°00

a’c

(o]

(o]

For such a combination of terms itdsfficult to find a numericaapproximationthat isstable and
positive. Near steepottom slopes or near tidal flats whetiee total depthbecomes vengmall,
truncations errors in thepproximation of the horizontdiffusive fluxes ino-co-ordinates arékely

to become very largesimilar to the horizontal pressure gradient. Some authors (dgjlor and
Blumberd®®?, omit several terms of the transformation, which yields the following diffusive fluxes
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. oc

F.i= DHa_f(*

oc

F.= DHa_y*

F*_&a_c*
" H o (12)

The physical conditions (upwelling) whidause this new formulation tpve a béter description of
the transport process, arertainlynot fulfilled in many estuaries. If we omit verticaiffusion, then
this new formulation wilktill cause somaumerical vertical diffusion, especialhyear steep bottom
slopes such as near tidal flaBue to this phenomenon it will kaifficult to simulatethe density
stratification due to temperature @alinity near steep bottom slopes. Hence, twmnplete
transformation must be includeBut in thatcasenumerical problemsre encounteredoncerning
accuracy stability and monotonicity. In Stelling and Véester®®® a method is introducedhich
gives a consistent, stable and monotonic approximatiothefhorizontaldiffusion terms and
baroclinic pressure, even whethe hydrostaticconsistency condition is violated. The method is
based upon a Finite Volume Method.

7. Conclusions and recommendations
The experiences with High Performance Computing techniques leihe following conclusions
and recommendations:

» Theavailability of parallelcomputers with distributechemory offers interesting possibilities for
large scale simulation. Althougtime development of codes for thesmchines is mucimore
difficult and time-consuming thdior sequentiamachinesand for vector processors, the usage of
parallel computersalleviatesthe computational burden quite a bit, at faene time increasing
memoryresources. As a result, it opens the gate tolarger modelsfiner resolutions and
modelling ofmore physicalphenomena. Models defined as type B in tkisort arerealistic to
use also for long term simulations.

* The numerical algorithms employed in existing modgelg., ADItime integration)are often hard
to parallelize.Therefore, new generatidlux modelsshould make use afumerical algorithms
which are notonly choserfor mathematical propertidike robustnessstability, efficiency, and
accuracy but also forhigh performance computing properties likgarallelizability and
vectorizability. Examplesare the domain decomposition methods atite time integration
methods fobio-chemicakransport, asleveloped at CWI. With suaewly developedhumerical
algorithms significantlyfastersimulation is indeed possible as experiment€\at, KUL, TUD,
and DH show.

* It is important to realizeéhat besides increasinthe parallel properties ofnumerical algorithms,
effort must also beut inimprovingthe mathematical ansumericalproperties of algorithms. As
an examplethe executiortime of mostnumericalmethods increases faster thare&r with the
number of grid points. Models of fine(r) resolutitrus may give rise to a dramatic increase in
the executiortime. Hence, there is a need to devehopnerical schemethat come close to a
computational complexity that is linear in the number of grid points.

* Some other topics that require further research are:
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- the usage of locally refined grids. In particular the question should be answered how to deal
with (internal) boundaries, where grids of different resolution meet;

- drying-and-flooding procedures;

- the development of algorithms based on a finite element discretization, which allows to use
irregular grids.

» The currentphysical models need to be improvednder toallow moreaccuratesimulations.
Bottlenecks of the curremhodelsare forinstancethe usage oimprecise boundary conditions
(more accuratéenformationabout whathappens at the edge of the ContineStalf isneeded)
and theimprecise modelling ofhe forcing terms (usage of averaged wirglds, because of the
lack of informationaboutlocal wind fields). Alsopropermodelling of horizontal exchange of
momentum for L.E.S. is an important research field.

» The mosttomplex numerical problems ptesent deal witlthe correct representation wértical
structureresulting from density stratification. Much research on tbEc is needed to obtain
efficient flux models of the Continental Shelf.
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