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a b s t r a c t

A Helmholtz equation in two dimensions discretized by a second order finite difference
scheme is considered. Krylov methods such as Bi-CGSTAB and IDR(s) have been chosen
as solvers. Since the convergence of the Krylov solvers deteriorates with increasing wave
number, a shifted Laplacemultigrid preconditioner is used to improve the convergence. The
implementation of the preconditioned solver on CPU (Central Processing Unit) is compared
to an implementation on GPU (Graphics Processing Units or graphics card) using CUDA
(Compute Unified Device Architecture). The results show that preconditioned Bi-CGSTAB
on GPU as well as preconditioned IDR(s) on GPU is about 30 times faster than on CPU for
the same stopping criterion.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Initially driven by the gamer market, GPUs (Graphics Processing Units) recently became suitable for high performance
computing applications. A GPU or simply a graphics card is a multi-threaded, many-core processor which was originally
developed for graphics processing.With the evolution of General Purpose computing on Graphics Processing Units (GPGPU)
it became possible to accelerate a wide range of applications traditionally computed on a CPU (Central Processing Unit).
One of the market leaders, Nvidia, developed a parallel computer architecture called CUDA (Compute Unified Device
Architecture); see [1]. CUDA is a subset of the C languagewith some extensions which allows us to program the Nvidia GPUs
in an easyway. Themore recent initiative of Applewithin Khronos Group is called OpenCL (Open Computing Language), that
is an open standard and can be used to program CPUs, GPUs and other devices from different vendors. It has been shown
that converting a CUDA program to an OpenCL program involves minimal modifications; see [2]. According to Du et al. [3],
at this moment CUDA is more efficient on the GPU than OpenCL.

In this paper we focus on iterative solvers for the Helmholtz equation in two dimensions on GPU using CUDA. The
Helmholtz equation represents the time-harmonic wave propagation in the frequency domain and has applications inmany
fields of science and technology, e.g. in aeronautics, marine technology, geophysics, and optical problems. In particular we
consider the Helmholtz equation discretized by a second order finite difference scheme. The size of the discretization grid
depends on thewave number, thatmeans, the higher thewave number themore grid points are required. For instance to get
accurate results with 7-point discretization scheme in three dimensions, at least 10 grid points per wave length have to be
used; see [4]. For highwave numbers the discretization results in a very large sparse systemof linear equationswhich cannot
be solved with direct methods on current computers within reasonable time. The linear system is symmetric but indefinite,
non-Hermitian and ill-conditioned which brings difficulties when solving with basic iterative methods. The convergence of
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the Krylov methods deteriorates with increasing wave number, so the need for preconditioning becomes obvious. In this
paper we consider Bi-CGSTAB (see [5]) and IDR(s) (see [6]) as Krylov solvers.

There have been many attempts to find a suitable preconditioner for the Helmholtz equation, see, for example, [7,8].
Recently the class of shifted Laplace preconditioners evolved, see [9–12]. In thiswork,we focus on a shifted Laplacemultigrid
preconditioner introduced in [11,13], to improve the convergence of the Krylov methods.

The purpose of this work is to compare the implementations of the Krylov solver preconditioned by the shifted Laplace
multigrid method in two dimensions on a CPU and a GPU. The interest is triggered by the fact that some applications on
GPU are 50–200 times faster compared with a CPU implementation (see e.g. [14,15]). However there are no recordings
of a Helmholtz solver on a GPU which we present in this paper. There are two main issues: the first one is the efficient
implementation of the solver on GPU and the second one is the behavior of the numerical methods in single precision.
Nevertheless, even on a modern graphics card with double precision units (for example, Tesla 20 series or Fermi), single
precision calculations are still at least two times faster. The first issue can be resolved by knowing the insides of a GPU and
CUDA. The second issue can be addressed by using mixed precision algorithms; see e.g. [16].

The paper is organized as follows. In Section 2 we describe the Helmholtz equation and its discretization. Also the
components of the solver are described, including Krylov methods such as Bi-CGSTAB and IDR(s) and the shifted Laplace
multigrid method. The specific aspects of the GPU implementation for eachmethod are considered in detail in Section 3 and
optimizations for the GPU are suggested. In Section 4 two model problems are defined: with constant and variable wave
numbers. We solve those problems with Krylov methods preconditioned by the shifted Laplacian on a single CPU and a
single GPU and compare the performance. Finally Section 5 contains conclusions and an outlook of this paper.

2. Problem description

The two dimensional Helmholtz equation for a wave problem in a heterogeneous medium is considered

−
∂2φ(x, y)

∂x2
−

∂2φ(x, y)
∂y2

− (1 − αi)k2(x, y)φ(x, y) = g(x, y), x, y ∈ Ω (1)

where φ(x, y) is the wave pressure field, k is the wavenumber, α is the damping coefficient, g(x, y) is the source term. The
corresponding differential operator has the following form:

A = −∆ − (1 − αi)k2,

where∆ denotes the Laplace operator. In this paperwe consider a rectangular domainΩ = [0, X]×[0, Y ]. There are several
boundary conditions:

• Dirichlet boundary conditions φ|∂Ω = 0,
• Non-reflecting boundary conditions

– First order radiation boundary condition (described in e.g. [17,18])
−

∂

∂η
− ik


φ = 0, (2)

where η is the outward unit normal component to the boundary. The disadvantage of this boundary condition is that
it is not accurate for inclined outgoing waves.

– Second order radiation boundary condition (described in [18])

Bφ|edge := −
3
2
k2φ − ik

2−
j=1,j≠i


±

∂φ

∂xj


−

1
2

∂2φ

∂xi
= 0, (3)

Bφ|corner := −2ikφ +

2−
i=1


±

∂φ

∂xi


= 0, (4)

where xi is a coordinate parallel to the edge for Bφ|edge. The ± sign is determined such that for outgoing waves the
non-reflecting conditions are satisfied.

In many real world applications the physical domain is unbounded, and artificial reflections should be avoided. Therefore,
we consider here the first order radiation boundary condition (2).

2.1. Discretization

The domain Ω is discretized by an equidistant grid Ωh with the grid size h

Ωh := {(ih, jh) | i, j = 1, . . . ,N}.

For simplicity we set the same grid sizes in x- and y-directions. After discretization of Eq. (1) on Ωh using central finite
differences we get the following linear system of equations:

Aφ = g, A ∈ CN×N , φ, g ∈ CN . (5)
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The matrix A is based on the following stencil for inner points x ∈ Ωh/∂Ωh:

Ah =
1
h2

 −1
−1 4 − (kh)2(1 − αi) −1

−1

 . (6)

The Dirichlet boundary conditions do not change the matrix elements at boundaries and the matrix will be structured and
sparse.

The first order radiation boundary condition (2) is discretized using a one-sided scheme, for example on the right bound-
ary at xN+1 the solution can be expressed as

uN+1,j =
uN,j

1 + ikhx
.

The matrix stencil at the boundaries change accordingly.

2.2. Solvers

The discretizedmatrix A in (5) is complex-valued, symmetric, non-Hermitian, i.e. A∗
≠ A. Moreover, for sufficiently large

wave numbers k, the matrix A is indefinite, that means there are eigenvalues of A with a positive real part and eigenvalues
with a negative real part. Furthermore, thematrix A is ill-conditioned. Thementioned properties of thematrix are the reason
that the classical iterative methods (such as Jacobi et al., etc.) simply diverge. However, we may still be able to use them
e.g. as smoothers for a multigrid method.

2.3. Krylov methods

2.3.1. Bi-CGSTAB
Oneof the candidates to solve the discretizedHelmholtz equation (5) is the Bi-CGSTABmethod (see [5,19]). The advantage

of this method is that it is easily parallelizable. However, even if the Bi-CGSTAB method converges for small wave numbers
k, the convergence is too slow and it strongly depends on the grid size; see [4]. The original system of linear equations (5)
can be replaced by an equivalent preconditioned system:

AM−1u = g, M−1u = φ, (7)

where the inverse ofM is easy to compute. Thematrix AM−1 is well-conditioned, so that the convergence of Bi-CGSTAB (and
any other Krylov method) is improved.

As the preconditioner for Bi-CGSTAB we consider the shifted Laplace preconditioner introduced by Erlangga et al., see
[11,13,12], which is based on the following operator:

M(β1,β2) = −∆ − (β1 − iβ2)k2, β1, β2 ∈ R, (8)

with the same boundary conditions as A. The system (5) is then preconditioned by

M(β1,β2) = −L − (β1 − iβ2)k2I, β1, β2 ∈ R (9)

where L is the discretized Laplace operator, I is the identity matrix and β1, β2 can be chosen optimally. Depending on β1
and β2, the spectral properties of the matrix AM−1 change. In [12] the Fourier analysis shows that (9) with β1 = 1 and
0.4 ≤ β2 ≤ 1 gives rise to favorable properties that give rise to considerably improved convergence of Krylov methods
(e.g. Bi-CGSTAB); see also [20].

2.3.2. IDR(s)
An alternative to Bi-CGSTAB to solve large non-symmetric linear systems of Eqs. (5) is the IDR(s) method, which was

recently proposed in [6]. IDR(s) belongs to the family of Krylovmethods and it is based on the Induced Dimension Reduction
(IDR) method introduced by Sonneveld; see e.g. [21]. IDR(s) is a memory-efficient method to solve large non-symmetric
systems of linear equations.

We are currently using the IDR(s) variant described in [22]. This method imposes a bi-orthogonalization condition on
the iteration vectors, which results in a method with fewer vector operations than the original IDR(s) algorithm. It has
been shown in [22] that this IDR(s) and the original IDR(s) yield the same residual in exact arithmetics. However the
intermediate results and numerical properties are different. The IDR(s) with bi-orthogonalization converges slightly faster
than the original IDR(s).

Another advantage of the IDR(s) algorithmwith bi-orthogonalization is that it ismore accurate than the original IDR(s) for
large values of s. For s = 1 the IDR(1)will be equivalent to Bi-CGSTAB. Usually s is chosen smaller than 10. In our experiments
we set s = 4, since this choice is a good compromise between storage and performance; see [23].
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The preconditioned IDR(s) method can be found in [22] and is given in Algorithm 1.

Require: A ∈ CN×N
; x, b ∈ CN

; Q ∈ CN×s
; ϵ ∈ (0, 1);

Ensure : xn such that ‖b − Axn‖ ≤ ϵ

Calculate r = b − Ax ;
gi = ui = 0, i = 1, . . . , s; M = I; ω = 1 ;
while ‖r‖ > ϵ do

f = Q Hr, f = (φ1, . . . , φs) ;
for k=1:s do

Solve c from Mc = f, c = (γ1, . . . , γs)
T ;

v = r −
∑s

i=k γigi ;
v = P−1v ;
uk = ωv +

∑s
i=k γiui ;

gk = Auk ;
for i=1:k-1 do

α =
qHi gk
µi,i

;
gk = gk − αgi ;
uk = uk − αui ;

end
µi,k = qH

i gk, i = k, . . . , s, Mi,k = µi,k ;
β =

φk
µk,k

;
r = r − βgk ;
x = x + βuk ;
if k + 1 ≤ s then

φi = 0, i = 1, . . . , k ;
φi = φi − βµi,k, i = k + 1, . . . , s ;
f = (φ1, . . . , φs)

T ;
end

end
v = P−1r ;
t = Av ;
ω = (tHr)/(tHt) ;
r = r − ωt ;
x = x + ωv ;

end
Algorithm 1: Preconditioned IDR(s)

2.4. Shifted Laplace multigrid preconditioner

If Aφ = g in (5) is solved using the standard multigrid method, then conditions on the smoother and the coarse grid
correction must be met. For the smoother the conditions are:

• k2 must be smaller than the smallest eigenvalue of the Laplacian;
• The coarsest level must be fine enough to keep the representation of the smooth vectors.

Furthermore, the standard multigrid method may not converge in case k2 is close to an eigenvalue of M . This issue can be
resolved by using subspace correction techniques (see [24]).

Because of the above reasons, we choose a complex-valued generalization of the matrix-dependent multigrid method
in [25] as a preconditioner, as shown in (7). It provides an h-independent convergence factor in the preconditioner, as shown
in [12].

In the coarse grid correction phase, the Galerkin method is used in order to get coarse grid matrices:

MH = RMhP, (10)

where MH and Mh are matrices on the coarse and fine grids, respectively, P is prolongation and R is restriction. The
prolongation P is based on the matrix-dependent prolongation, described in [25] for real-valued matrices. Since the matrix
Mh is a complex symmetric matrix, the prolongation is adapted for this case; see [4]. This prolongation is also valid at the
boundaries.
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The restriction R is chosen as full weighting restriction and not as adjoint of the prolongation. This choice of the transfer
operators and Galerkin coarse grid discretization leads to a symmetric coarse grid operator. Furthermore, it brings a robust
convergence for several complex-valued Helmholtz problems; see [12].

Asmentioned before, classical iterativemethods in general do not converge for the Helmholtz equation, butwe can apply
them as smoothers for the multigrid method. We consider a parallel version of the Gauss–Seidel method as the smoother,
the so-called multi-colored Gauss–Seidel smoother. In our 2D case we use 4 colors, where the neighbors of a grid point do
not have the same color.

3. Implementation on GPU

3.1. CUDA

As described in the previous section, we solve the discretized Helmholtz equation (5) with Bi-CGSTAB and IDR(s)
preconditioned by the shifted Laplacemultigrid method, where themulti-color Gauss–Seidel method is used as a smoother.
Those algorithms are parallelizable and therefore can be implemented on the GPU architecture.

For our GPU computations we use the CUDA library (version 3.1) developed by NVIDIA. CUDA supports C++, Java and
Fortran languages with some extensions. In this work we use C++. CUDA offers various libraries out of the box such as
CUFFT for Fast Fourier Transforms and CUBLAS for Basic Linear Algebra Subprograms.

3.2. Vector and matrix operations on GPU

The preconditioned Bi-CGSTAB and IDR(s) algorithms consist of 4 components: the preconditioner and 3 operations on
complex numbers: dot (or inner) product, matrix–vector multiplication and vector addition. In this section we compare
those operations on the GPU with a CPU version. The preconditioner is considered in Section 3.3.

Let us first consider the dot product. On the GPUwe are using the dot product from CUBLAS library, that follows the IEEE
757 standard. The dot product on CPU needs more investigation, since there is no correct open source version of the dot
product BLAS subroutine to the authors knowledge. The simplest algorithm, given by

(u, v) =

N−
i=1

ūivi, (11)

is not accurate for large N . The loss of accuracy becomes visible especially in single precision if we add a very small number
to a very large one.

To increase the precision we developed a recursive algorithm as shown in Fig. 1. The main idea is to add numbers that
have approximately the same order of magnitude. If we assume that two consecutive numbers have indeed the same order
of magnitude, then summing them will be done with optimal accuracy. Recursively, two sums should also have the same
magnitude and the steps can be applied again. However this operation has a big impact on the performance as it does not
take advantage of the CPU cache. To solve this problem, the recursive algorithm is not applied to the finest level, instead
we add 1000 floating point numbers according to (11); see Fig. 2. Our experiments show that adding batches of 1000 single
precision floating numbers is fast and accurate. Our test machine has 512 kb of CPU memory cache, but we do not see any
performance improvement beyond 1000 numbers, so in our case this number is a good compromise between speed and
accuracy. The computational time of this version of the dot product is almost the same as of the inaccurate initial algorithm.
The results are presented in Table 1. Note that memory transfers CPU–GPU are not included in these timings.

For the vector addition we use a CUBLAS function for complex vectors, that follows the IEEE 757 standard. The
comparisons between CPU and GPU performance are given in Table 2. Note that on the CPU a vector addition is about 4 times
faster than the dot product operation. The dot product requires 3 timesmore floating point operations (flops) than addition:

(a + ib) + (c + id) = a + c + i(b + d),

(a + ib) · (c + id) = a · c − b · d + i(b · c + a · d).

Moreover the recursive algorithm for the dot product has a non-linear memory access pattern, which can result in cache
misses and impacts performance. Having batches of 1000 consecutive numbers, as described above, minimizes the non-
linearity so that memory cache misses are kept to a minimum.

On our processor (see the detailed description in Section 4.1) the assembly instructions for addition and multiplication
(fmull and fadd) have the same timings; see [26].

CUBLAS provides a full matrix–vector multiplication which in our case is not useful since our matrices are very large
and sparse. For this reason we opted for a compressed row storage (CRS) scheme and implemented complex sparse
matrix–vector multiplication on GPU. The comparisons for matrix–vector multiplication on a single CPU and GPU are given
in Table 3.

In Tables 1–3, it can be clearly seen that the speedup increases with growing size. If the size of the problem is small, the
so-called overhead time (allocations, data transfer, etc.) becomes significant compared to the computational time. The best
performance on the GPU is achieved by full occupancy of the processors; see [1].
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Fig. 1. Original recursive dot product algorithm.

n

n

Fig. 2. Modified recursive dot product algorithm, where n = 1000.

Table 1
Single precision dot product for different sizes on CPU and GPU, data transfers are excluded.

n CPU Time (ms) GPU time (ms) Time CPU/time GPU

1,000 0.04 0.04 1.3
10,000 0.23 0.03 6

100,000 2.35 0.06 59
1,000,000 23.92 0.32 75

10,000,000 231.48 2.9 80

Table 2
Single precision vector additions for different sizes on CPU and GPU, data transfers are excluded.

n CPU time (ms) GPU time (ms) Time CPU/time GPU

1,000 0.01 0.03 1
3

10,000 0.08 0.01 8
100,000 0.58 0.09 6

1,000,000 6.18 0.42 12
10,000,000 58.06 4.41 13

3.3. Multigrid method on GPU

The algorithm for the multigrid preconditioner is split into two phases: generation of transfer operators and coarse-grid
matrices (setup phase) and the actual multigrid solver.
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Table 3
Single precisionmatrix vector multiplication for different sizes on CPU and GPU, data transfers are excluded.

n CPU time (ms) GPU time (ms) Time CPU/time GPU

1,000 0.38 0.13 3
10,000 3.82 0.28 14

100,000 38.95 1.91 20
1,000,000 390.07 18.27 21

Table 4
One F-cycle of themultigridmethod onCPUandGPU for a 2DHelmholtz problemwith various k, kh = 0.625.

N k Time CPU (s) Time GPU (s) Time CPU/time GPU

64 40 0.008 0.0074 1.15
128 80 0.033 0.009 3.48
512 320 0.53 0.03 17.56

1024 640 2.13 0.08 26.48

The transfer operators will remain unchanged during the program execution and the speed of the setup phase is not
crucial. Operations like sparse matrix multiplications are performed in that phase. The setup phase is done on the CPU,
taking advantage of the double precision.

The setup phase is executed only once at the beginning. Furthermore, it has some serial elements, for example a
coarse grid matrix can be constructed only knowing the matrix and transfer operators on the finer level. The first phase
is implemented in double precision on the CPU and is later converted to single precision and the matrices are transferred to
the GPU. The second phase consists mainly of the same three operations as in the Bi-CGSTAB algorithm: dot product, vector
addition and matrix–vector multiplication, including a smoother: damped Jacobi, multi-colored Gauss–Seidel (4 colors),
dampedmulti-coloredGauss–Seidel (4 colors, parallel version of SOR; see [27]). Note thatwe chose a parallelizable smoother
which can be implemented on the GPU. The second phase is implemented on the GPU.

As a solver on the coarsest grid we have chosen a couple of smoothing iterations instead of an exact solver. That allows
us to keep the computations even on the coarsest level on the GPU and save time for transferring data between GPU and
CPU.

The timings for the multigrid method on CPU and GPUwithout CPU–GPU data transfers are presented in the Table 4. It is
easy to see that the speedup increaseswith increasing problem size. The reason for this is that for problemswith smaller size
the so-called overhead part (e.g. array allocation) is significant compared to the actual computations (execution of arithmetic
operations). Again, a GPU gives better performance in case of full occupancy of processors (see [1]).

3.4. Iterative refinement

Currently, double precision arithmetic units are not mainstream for GPGPU hardware. To improve the precision, the
Iterative Refinement algorithm (IR or Mixed Precision Iterative Improvement as referred in [27]) can be used where double
precision arithmetic is executed on CPU, and single precision on GPU; see Algorithm 2. This idea has been already applied
to GMRES methods and direct solvers (see [16]) and to Karzcmarz’s and other iterative methods (see [28]).

Double Precision: b, x, r, ϵ
Single Precision : Â, r̂, ê

while ‖r‖ > ϵ do
r = b − Ax ;
Convert r in double precision to r̂ in single precision ;
Convert A in double precision to Â in single precision ;
Solve Âê = r̂ on GPU ;
x = x + ê

end
Algorithm 2: Iterative refinement

The measured time and number of iterations on a single GPU and single CPU are given in Table 5. The stopping criterion
ϵ for the outer loop is set to 10−6. In this experiment, the tolerance of the inner solver (Bi-CGSTAB) is set to 10−3. The results
show that IR requires approximately 2 times more iterations in total, however as Bi-CGSTAB on GPU is much faster than
on CPU, the overall performance of IR is better. This experiment proves that GPU can successfully be used as an accelerator
even with single precision.
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Table 5
Convergence of iterative refinement with Bi-CGSTAB (double precision) for k = 40, (256×256), kh < 0.625.
The stopping criterion for the preconditioner on CPU is ‖r‖/‖r0‖ < 10−6 and on GPU is ‖r‖/‖r0‖ < 10−3 .

Method Total #iter Total time (s) Accuracy

Bi-CGSTAB (1 CPU) 6047 370.6 9.7e−7
IR with Bi-CGSTAB (GPU) 11000 27.1 9.6e−7

3.5. GPU optimizations

A GPU containsmany cores, thus evenwithout optimization it is easy to obtain relatively good performance compared to
a CPU. Nvidia’s programming guide [1] helps to achieve optimal performancewhen a number of optimizations are employed,
that are listed below:

• Memory transfer
Our implementation minimizes memory transfers between CPU and GPU. Once a vector has been copied to the GPU, it
remains in the GPU memory during the solver live time.

• Memory coalescing
Accessing the memory in a coalesced way means that consecutive threads access consecutive memory addresses. This
access pattern is not trivial to implement.Maximummemory access performance is achievedwhen threadswithin awarp
access the samememory block for our hardware with compute capability 1.1. By the construction of the algorithms on a
GPU, especially for the sparse matrix–vector multiplication, this has been taken into account.

• Texture memory
Texture memory optimization is an easy way to improve performance significantly, because the texture memory is
cached. Read-only memory can be bound to a texture. In our case the matrix A does not change during iterative solution
and therefore can be put into the texture memory.

• Constant memory
Constant memory is as fast as shared memory but is read-only during kernel execution. In our case constant memory is
used to store small amounts of data that will be read many times, but do not require to be stored in registers (such as
array lengths, matrix dimensions, etc.).

• Registers
Registers are the fastest memory on GPU but their amount is very limited. For example, in our graphics card the number
of registers used in a block cannot exceed 8192, otherwise the global memory will be used to offload registers, which
results in performance degradation. The CUDA compiler has an option to display the number of registers used during
execution. To maximize occupancy the maximum number of registers is set at 16. The CUDA occupancy calculator is a
useful tool to compute the number of registers. During compilation, CUDA compiler displays the number of registers
used per kernel so it can be checked that this number is indeed not higher than 16.

4. Numerical experiments

For the experiments the following 2D model problems have been selected.

MP1: Constant wave number
For 0 < α ≪ 1 and k = const, find φ ∈ CN×N (Fig. 3)

− 1φ(x, y) − (1 − αi)k2φ(x, y) = δ


x −

1
2

 
y −

1
2


, (12)

(x, y) ∈ Ω = [0, 1] × [0, 1], with the first order boundary conditions (2). In our experiments we assume that α = 0 which
is the most difficult case. The grid sizes for different k satisfy the condition kh = 0.625, where h =

1
N−1 .

MP2:Wedge problem
This model problem represents a layered heterogeneous problem taken from Plessix and Mulder [29]. For α ∈ R find

φ ∈ CN×N

− 1φ(x, y) − (1 − αi)k(x, y)2φ(x, y) = δ(x − 500)(y), (13)

(x, y) ∈ Ω = [0, 1000] × [0, 1000], with the first order boundary conditions (2). We assume that α = 0. The coefficient
k(x, y) is given by k(x, y) = 2π fl/c(x, y) where c(x, y) is presented in the Fig. 4. The grid size satisfies the condition
maxx(k(x))h = 0.625, where h =

1
N−1 . The solution for the model problem (13) for f = 30 Hz is given in Fig. 5.
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Fig. 3. The solution of the model problemMP1 (12) for k = 40.
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Fig. 4. The velocity profile of the wedge problemMP2.

Fig. 5. Real part of solution of the wedge problemMP2, f = 30 Hz.
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Table 6
Timing for 100 iterations of Bi-CGSTAB and IDR(s), s = 4, for k = 40 and different grid sizes.

N Bi-CGSTAB IDR(s)
tCPU (s) tGPU (s) Speedup tCPU(s) tGPU (s) Speedup

64 0.5 0.07 7.8 1.3 0.36 3.7
128 2.3 0.1 21.1 5.3 0.47 11.3
256 8.9 0.2 35.8 23.4 0.89 26.1
512 33.0 0.9 35.3 124.5 2.6 47.8

1024 130.4 3.2 40.6 363.2 9.5 38.3

4.1. Hardware and software specifications

Before we start to describe the convergence and timing results, it is necessary to detail the hardware specifications. The
experiments have been run on an AMD Phenom(tm) 9850 Quad-Core Processor, 2.5 GHzwith 8 GBmemory. Further we refer
either to a single CPU or to a Quad-Core (4 CPUs). The compiler on CPU is gcc 4.3.3. The graphics card is an NVIDIA GeForce
9800 GTX/9800 GTX+, compute capability 1.1, 128 cores, 512 MB global memory, clock rate 1.67 GHz. The code on GPU has
been compiled with NVIDIA CUDA 3.1.1

4.2. Bi-CGSTAB and IDR(s)

We first consider the timings characteristics of Bi-CGSTAB and IDR(s) methods described in Section 2.3 and compare
their performance on a single-threaded CPU against a GPU implementation. In both cases single precision has been used;
see Table 6. We have chosen the number of iterations equal to 100, because even for relatively small wave numbers like
k = 40 Bi-CGSTAB and IDR(s) do not converge. To achieve convergence a preconditioner should be used; see Section 4.3. For
IDR(s) we use s = 4 normally distributed random vectors, that are orthogonalized by the Gram–Schmidt orthogonalization
technique.

As it is shown in Table 6, the speedups for Bi-CGSTAB and IDR(s) on GPU are comparable. It means that the IDR(s) is
parallelizable and suitable for the GPU in a similar way as Bi-CGSTAB. Note that the timings for IDR(s) on CPU (s = 4) are
approximately three times slower than the timing for Bi-CGSTAB on CPU. The reason for this is that the IDR(4) algorithm has
5 SpMVs (Sparse Matrix-Vector-Products) and dot-products per iteration and Bi-CGSTAB has only 2 of them per iteration,
which gives a factor 2.5. Moreover, in the current implementation the preconditioned IDR(s) algorithm is applied (see
Algorithm 1 or [6]), where as the ‘‘preconditioner‘‘the identity matrix is used. With additional optimizations of the current
implementation, the factor 2.5 between Bi-CGSTAB and IDR(s) (s = 4) on CPU can be achieved.

4.3. Preconditioned Krylov methods

4.3.1. Bi-CGSTAB preconditioned by shifted Laplace multigrid
Since neither Bi-CGSTAB nor IDR(s) converge as stand-alone solvers even for small wave numbers, a preconditioner

is required to improve the convergence properties. As a preconditioner we apply the shifted Laplace multigrid method
described in Section 4.3. Parameter β1 is set to 1. The idea is to choose such a combination of the parameter β2 and
the relaxation parameter ω for the smoother that the number of iterations of Krylov methods will be reduced. Several
smoothers are considered: damped Jacobi (ω-Jacobi), multi-colored Gauss–Seidel and damped multi-colored Gauss–Seidel
(ω-Gauss–Seidel). Two-dimensional convergence results, in dependence of parameter β2, for problem size N = 1024 are
given in the Fig. 6. The results have been computed using Bi-CGSTAB in double precision on CPU with the preconditioner on
a GPU. It can be clearly seen that using damped multi-colored Gauss–Seidel (ω = 0.9) as a smoother and β2 = 0.6 in the
shifted Laplace multigrid preconditioner gives the minimum number of iterations of Bi-CGSTAB. In our further experiments
those parameters are applied.

By solving the MP1 (12) with Bi-CGSTAB preconditioned by one F-cycle of the shifted Laplace multigrid method, the
following results have been achieved; see Table 7. The parameters are β1 = 1, β2 = 0.6. As a smoother the damped multi-
coloredGauss–Seidelwithω = 0.9 has been applied (4 colors). The grid sizes for different k satisfy the condition kh = 0.625.
The implementation on the CPU is in double precision whereas on the GPU it is in single precision. Note that the number of
iterations on CPU and GPU is comparable. A stopping criterion of ‖r‖/‖r0‖ = 10−3 allows Bi-CGSTAB to converge on CPU
and GPU so that performance comparisons can be made.

In Table 7 we compare the preconditioned solver on CPU and GPU as well as the solver on CPU preconditioned by the
multigrid method implemented on GPU. The idea behind this last implementation is to use the GPU as an accelerator for the
preconditioner while we can maintain accuracy by the double precision solver on the CPU. However in this case the data

1 On different hardware we observed no significant differences in execution times between CUDA 3.1 and CUDA 3.2 for our software.
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Fig. 6. Comparison of number of iterations of Bi-CGSTAB preconditioned by shifted Laplace multigrid preconditioner with various β2 and different
smoothers: damped Jacobi (ω = 0.4), Gauss–Seidel and damped Gauss–Seidel (ω = 0.5, 0.6, 0.7, 0.8, 0.9).

Table 7
Timing comparisons of Bi-CGSTAB preconditioned by one F-cycle of the shifted Laplace multigrid method on single CPU and single GPU for MP1 (12),
kh = 0.625. The combination of methods on single CPU (double precision) and single GPU (single precision) is also presented.

N k Bi-
CGSTAB(CPU) + MG(CPU)

Bi-CGSTAB(CPU) + MG(GPU) Bi-CGSTAB(GPU) + MG(GPU)

#iter Time (s) #iter Time (s) Speedup #iter Time (s) Speedup

64 40 12 0.3 12 0.2 1.5 12 0.2 1.3
128 80 21 1.9 21 0.9 2.1 21 0.5 3.8
256 160 40 15.1 40 4.4 3.4 40 1.5 10.03
512 320 77 115.1 78 28.6 4.0 72 5.3 21.7

1024 640 151 895.1 160 218.8 4.1 157 31.1 28.8

Table 8
Convergence of Bi-CGSTAB preconditioned by one F-cycle of the shifted Laplace multigrid method on single CPU and single GPU forMP2 (13), max(k)h =

0.625. Note that here Bi-CGSTAB on the CPU is in double precision.

N Bi-CGSTAB(CPU) + MG(CPU) Bi-CGSTAB(CPU) + MG(GPU) Bi-CGSTAB(GPU) + MG(GPU)
#iter Time (s) #iter Time (s) Speedup #iter Time (s) Speedup

1024 27 155 38 57 2.7 26 5.6 27.7

transfer (residual and solution) between CPU and GPU reduces the benefits of GPU implementation. If all data stays on the
GPU as for Bi-CGSTAB preconditioned by multigrid on GPU, we find a much better speedup.

We also solved thewedge problemMP2 (13) with Bi-CGSTAB on the CPU preconditioned by the shifted Laplacemultigrid
method on the GPU. The parameters in the preconditioner are β1 = 1 and β2 = 0.6. The relaxation parameter for the
multicolored Gauss–Seidel is ω = 0.9. The results are shown in Table 8. As stopping criterion ‖r‖/‖r0‖ = 10−3 is used.

4.3.2. IDR(s) preconditioned by shifted Laplace multigrid
By solving MP1 (12) with IDR(s) preconditioned by one F-cycle of the shifted Laplace multigrid method, the following

results have been achieved; see Table 9. We use s = 4 normally distributed random vectors, which are orthogonalized by
the Gram–Schmidt orthogonalization technique. As a smoother a multi-colored Gauss–Seidel has been applied. In order to
obtain an optimal number of iterations for IDR(s), we have used the same procedure to find optimal β2 = 0.65 and ω = 0.9
as described in Section 4.3.1. The grid sizes for different k satisfy the condition kh = 0.625. The implementation on the CPU
is in double precision and on the GPU is in single precision. As stopping criterion again ‖r‖/‖r0‖ = 10−3 is used.

The convergence curves of IDR(s) comparedwith Bi-CGSTAB are shown in Fig. 7, where the horizontal axis represents the
number of iterations. In this casewe use Krylovmethods in double precision on a CPUwith the preconditioner on a GPU. One
iteration of Bi-CGSTAB contains 2 SpMVs (short for Sparse Matrix-Vector-Multiplication), whereas one iteration of IDR(4)
contains 5 SpMVs. From Fig. 7 it is easy to see that the total number of SpMVs for Bi-CGSTAB and IDR(4) is the same. The
fact that the IDR(s) method converges in fewer iterations, but has more SpMVs, implies that the total performance of IDR(4)
and Bi-CGSTAB is approximately the same.
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Table 9
Timing comparisons of IDR(s) preconditioned by one F-cycle of the shifted Laplacemultigridmethod on single CPU and single GPU forMP1 (12), kh = 0.625.
The combination of methods on single CPU (double precision) and single GPU (single precision) is also presented.

N k IDR(s)(CPU) + MG(CPU) IDR(s)(CPU) + MG(GPU) IDR(s)(GPU) + MG(GPU)
#iter Time (s) #iter Time (s) Speedup #iter Time (s) Speedup

64 40 6 0.36 6 0.32 1.1 6 0.27 1.3
128 80 10 2.3 10 1.04 2.2 10 0.7 3.7
256 160 17 15.8 17 4.65 3.3 18 1.7 9.1
512 320 33 126.7 34 33.1 3.8 33 6.1 20.6

1024 640 69 1061.8 68 252.2 4.2 73 37.3 28.5
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Fig. 7. Convergence curves of IDR(4) and Bi-CGSTAB for the model problemMP1 (12) for k = 320.

Table 10
Convergence of IDR(s) preconditioned by one F-cycle of the shifted Laplacemultigridmethod on single CPU and single GPU forMP2 (13), max(k)h = 0.625.
Note that here the IDR on the CPU is in double precision.

N IDR(s)(CPU) + MG(CPU) IDR(s)(CPU) + MG(GPU) IDR(s)(GPU) + MG(GPU)
#iter Time (s) #iter Time (s) Speedup #iter Time (s) Speedup

1024 11 162.9 12 43.9 3.7 12 6.3 25.7

Wesolve thewedgeproblemMP2 (13)with the IDR(s) on theCPUpreconditionedby the shifted Laplacemultigridmethod
on the GPU. The parameters in the preconditioner are β1 = 1 and β2 = 0.65. The relaxation parameter for the multicolored
Gauss–Seidel is ω = 0.9. The same stopping criterion ‖r‖/‖r0‖ = 10−3 is used. The results are shown in Table 10.

5. Conclusions

In this paper we have presented a GPU implementation of Krylov solvers preconditioned by a shifted Laplace multigrid
preconditioner for a two-dimensional Helmholtz equation. On CPU, double precision was used whereas on a GPU
computations were in single precision. We have seen that Bi-CGSTAB and IDR(s) are parallelizable on GPU and have similar
speedups of about 40 compared to a single-threaded CPU implementation.

It has been shown that a matrix-dependent multigrid can be implemented efficiently on GPU where a speedup of
20 can be achieved for large problems. As the smoother we have considered parallelizable methods such as weighted
Jacobi (ω-Jacobi), multi-colored Gauss–Seidel and damped multi-colored Gauss–Seidel (ω-GS). Parameter β2 = 0.6 in the
preconditioner is optimal for damped multi-colored Gauss–Seidel smoother with ω = 0.9. With those parameters, the
number of iterations is optimal for Bi-CGSTAB.

For IDR(s) the optimal parameters were β2 = 0.65 and ω = 0.9. One iteration of preconditioned IDR(s) is more
intensive than one iteration of preconditioned Bi-CGSTAB, however IDR(s) needs fewer iterations so it does not affect the
total computation time.

To increase the precision of a solver, iterative refinement has been considered. We have shown that iterative refinement
with Bi-CGSTAB on GPU is about 4 times faster than Bi-CGSTAB on CPU for the same stopping criterion. The same result
has been achieved for IDR(s). Moreover, combinations of Krylov solvers on CPU and GPU and the shifted Laplace multigrid
preconditioner on CPU and GPU are considered. A GPU Krylov solver with a GPU preconditioner give the best speedup. For
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example for the problem size n = 1024 × 1024 Bi-CGSTAB on GPU with the GPU preconditioner as well as IDR(s) on GPU
with the GPU preconditioner are about 30 times faster than the analogous solvers on CPU.

The GPU implementation of a Helmholtz Krylov solver preconditioned by a shifted Laplace preconditioner can be
generalized to three dimensions, which is one of the aspects of the current work. Other aspects will include multi-core
CPUs and multi-GPUs as well.
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