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#### Abstract

We study the existence of finitary codings (also called finitary homomorphisms or finitary factor maps) from a finite-valued i.i.d. process to certain random fields. For Markov random fields we show, using ideas of Marton and Shields, that the presence of a phase transition is an obstruction for the existence of the above coding: this yields a large class of Bernoulli shifts for which no such coding exists.

Conversely, we show that for the stationary distribution of a monotone exponentially ergodic probabilistic cellular automaton such a coding does exist. The construction of the coding is partially inspired by the Propp-Wilson algorithm for exact simulation.

In particular, combining our results with a theorem of Martinelli and Olivieri, we obtain the fact that for the plus state for the ferromagnetic Ising model on $\mathbf{Z}^{d}, d \geq 2$, there is such a coding when the interaction parameter is below its critical value and there is no such coding when the interaction parameter is above its critical value.
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## 1 Introduction

One of the main motivations for our paper is the following (all definitions will be given later): In [34] (see [1] for a published version), it is proved that the plus state for the Ising model (with 0 external field) is a Bernoulli shift (i.e., is isomorphic to an i.i.d. process) below, above and at the critical value of the interaction parameter. Therefore, although there are important differences in the behavior of the plus state above and below the critical value, these differences are not reflected in the notion of isomorphism. It turns out however that these differences are reflected if one considers the notion of finitary mappings instead. The following theorem (restated and proved in Section 4) is a particular case of the general results obtained in our paper.

Theorem 1.1 There does not exist a finitary factor map from any finitevalued i.i.d. process to the plus state for the Ising model above the critical interaction parameter. However, there does exist a finitary factor map from a finite-valued i.i.d. process to the plus state for the Ising model below the critical interaction parameter.

In fact, one direction of Theorem 1.1 will follow from the following more general theorem (restated and explained in Section 3).

Theorem 1.2 The limit distribution $\mu$ of a monotone, exponentially ergodic probabilistic cellular automaton is a finitary factor of a finite-valued i.i.d. process.

We will now give background and the necessary definitions. Throughout this paper, all stationary processes and stationary random fields will be assumed to be finite-valued unless otherwise stated, $\left\|\|\right.$ will denote the $L_{1}$ norm on $\mathbf{Z}^{d}$ given by $\|x\|=\left|x_{1}\right|+\left|x_{2}\right|+\ldots+\left|x_{d}\right|$, and we will often write $[a, b]$ for $[a, b] \cap \mathbf{Z}$ and $[a, b]^{d}$ for $[a, b]^{d} \cap \mathbf{Z}^{d}$.

In [33], D. Ornstein proved the celebrated isomorphism theorem for Bernoulli shifts. This states that if $\left\{X_{n}\right\}_{n \in \mathbf{Z}}$ and $\left\{Y_{n}\right\}_{n \in \mathbf{Z}}$ are stationary processes consisting of independent and identically distributed (i.i.d.) random variables with equal entropy, then there exists a stationary a.e. invertible mapping from the first process to the second. More specifically, if $\mu$ is a probability measure on $A^{\mathbf{Z}}$ ( $A$ a finite set) which is a product measure with all the same marginals and if $\nu$ is a probability measure on $B^{\mathbf{Z}}(B$ a finite set) which is a product measure with all the same marginals and if
$-\sum_{i \in A} p_{i} \log p_{i}=-\sum_{i \in B} q_{i} \log q_{i}$, where $\left(p_{i}, i \in A\right)$ and $\left(q_{i}, i \in B\right)$ are the marginals of $\mu$ and $\nu$ respectively, then there exists an invertible measure preserving map from $\left(A^{\mathbf{Z}}, \mu\right)$ to $\left(B^{\mathbf{Z}}, \nu\right)$ which is defined a.e. and which commutes with shifts. When $\mu$ and $\nu$ are arbitrary probability measures on $A^{\mathbf{Z}}$ and $B^{\mathbf{Z}}$ respectively which are each invariant under the natural $\mathbf{Z}$-action, then a mapping with the above property is called an isomorphism and the two processes are then called isomorphic. If we drop the invertibility assumption, we call the mapping a factor map or homomorphism and say that the second process is a factor of the first. Often, instead of 'factor map' or 'homomorphism' the shorter term 'coding' is used in the literature (although some authors use this only for isomorphisms), and we will use this in most of the paper.

The $\sigma$-algebra involved above is the completed Borel $\sigma$-algebra with respect to the product topology. Actually, it is not necessary that $A$ and $B$ are finite sets and the above result holds more generally (see [33]). From this work, a number of properties of stationary processes emerged which implied that a given process is isomorphic to an i.i.d. process. Processes which are isomorphic to i.i.d. processes are called Bernoulli shifts.

It was also proved by Ornstein (see [33]) that a factor of an i.i.d. process is a Bernoulli shift.

Prior to [33], isomorphisms between certain classes of i.i.d. processes were obtained (see [5] and [31]). These mappings had the advantage of being finitary. A coding is called finitary if it is continuous after removing some set of measure 0 . There is another more natural equivalent definition of finitary in this context (which also explains the word finitary). To describe this, if $z \in A^{\mathbf{Z}}$ and $q \leq r$ are integers, we let $z[q, r]$ denote $(z(q), z(q+1), \ldots, z(r))$. With this notation, $\phi$ is a finitary coding if and only if there exists a set $\mathcal{N} \subseteq A^{\mathbf{Z}}$ of $\mu$-measure 0 such that for all $x \in A^{\mathbf{Z}} \backslash \mathcal{N}$, there exist integers $q \leq r$ (depending on $x$ ) so that if $y \in A^{\mathbf{Z}} \backslash \mathcal{N}$ and $y[q, r]=x[q, r]$, then $\phi(y)(0)=\phi(x)(0)$. In words, after a long enough finite subsequence of the $x$ sequence is revealed, we know the 0 th coordinate of $\phi(x)$. In [21], it is proved that there exists a finitary coding from any i.i.d. process onto any other i.i.d. process with strictly lower entropy. One of the ideas of this approach came from [32] where finitary isomorphisms were obtained between special Markov chains and i.i.d. processes. The work in [21] was extended in [4] to the case of general finite state mixing Markov chains. At the same time, it was proved in [22] that for any two i.i.d. processes with the same entropy, there exists a finitary isomorphism between them whose inverse is also finitary. Finally, after this, it was proved (see [23]) that for any two finite state Markov
chains with the same entropy and period, there exists a finitary isomorphism between them whose inverse is also finitary. We mention that it was proved much earlier (see [13]) that a finite state mixing Markov chain is isomorphic (not necessarily finitarily) to an i.i.d. process.

For $d \geq 2$, one considers probability measures $\mu$ and $\nu$ on $A^{\mathbf{Z}^{d}}$ and $B^{\mathbf{Z}^{d}}$ respectively which are each invariant under the natural $\mathbf{Z}^{d}$-action. One calls such objects stationary random fields. An invertible measure preserving map from $\left(A^{\mathbf{Z}^{d}}, \mu\right)$ to $\left(B^{\mathbf{Z}^{d}}, \nu\right)$ which is defined a.e. and which commutes with shifts in the $d$ directions is also called an isomorphism and the two processes are then also called isomorphic. The notions of (finitary) coding and Bernoulli shift extend immediately to $d \geq 2$ dimensions. The Ornstein isomorphism theorem also extends to $d \geq 2$ dimensions (see [20]) and in fact much further to amenable groups (see [35]). It is also mentioned in [20] that the theorem by Ornstein mentioned earlier that a factor of an i.i.d. process is a Bernoulli shift also extends to random fields.

Several results in this paper are about Markov random fields which, for completeness, we give the definition of. Let $B_{n}$ denote $[-n, n]^{d}$ and for $U \subseteq$ $\mathbf{Z}^{d}$, let $\partial(U)$ denote the boundary $\left\{x \in \mathbf{Z}^{d} \backslash U: \exists y \in U\right.$ with $\left.\|x-y\|=1\right\}$. Further, if $U \subseteq \mathbf{Z}^{d}$, we use the notation $X_{U}=\left\{X_{x}\right\}_{x \in U}$.

Definition 1.3 A stationary process $\left\{X_{x}\right\}_{x \in \mathbf{Z}^{d}}$ is called a Markov random field if, for all finite subsets $B \subseteq \mathbf{Z}^{d}$, the conditional distribution of $X_{B}$ given $X_{B^{c}}$ is the same as the conditional distribution of $X_{B}$ given $X_{\partial(B)}$.

While it is known that finite state mixing Markov chains in 1 dimension are isomorphic to i.i.d. processes, this is not so in higher dimensions. See [39] for examples of mixing (k-step) Markov random fields which are not K (the definition of K is given below) and hence are not Bernoulli shifts as well as a number of other interesting examples. Here, we also mention the recent book [37] where random fields which arise in an algebraic context are studied and where their dynamical properties are given certain algebraic characterizations. We finally mention that a Markov random field which is K but not a Bernoulli shift was recently constructed in [16], thereby giving a counterexample to a previous conjecture. The definition of K in general is slightly complicated but for Markov random fields it is shown (in [17]) to be equivalent to the property that the (full) tail $\sigma$-algebra, $\cap_{n \geq 1} \sigma\left(X_{i}, i \notin B_{n}\right)$, is trivial. See [17] for other related results concerning the K property and Bernoulli shifts for Markov random fields and [18] for extensions to Gibbs states.

As far as extending the results in [4] and [23] to higher dimensional Markov random fields, it was proved in [19] that there exists a finitary coding from any ergodic Markov random field onto any i.i.d. random field of strictly lower entropy. It is mentioned there that it is not known when a Markov random field is a Bernoulli shift and so one should not necessarily hope to prove that there exists a finitary coding from any i.i.d. random field onto any mixing Markov random field of strictly lower entropy.

It turns out, as we show in Section 2, that there are even Markov random fields which are Bernoulli shifts but are not a finitary factor of any i.i.d. random field. In fact, there is a fundamental obstruction to the existence of a finitary coding from an i.i.d.. random field onto a given random field, and there is a large number of Markov random fields which are Bernoulli shifts and possess this obstruction. Some of these are even measures of maximal entropy for nearest neighbor subshifts of finite type (see [6], [7] and [8]). Conversely, we show in Section 3 how, for certain random fields, a finitary coding from an i.i.d. process can be constructed. In Section 4 we treat, as an important special case, the ferromagnetic Ising model on $\mathbf{Z}^{d}$, and restate and prove Theorem 1.1.

## 2 A fundamental obstruction for finitary coding

In this section we show that many Markov random fields are not a finitary factor of an i.i.d. random field. The main result in this section is the following.

Theorem 2.1 Let $\nu$ be an ergodic Markov random field all of whose cylinder sets have positive probability and with the property that there exists another (different) ergodic Markov random field $\nu^{\prime}$ which has the same conditional probabilities as $\nu$ (i.e., for all finite sets $B \subseteq \mathbf{Z}^{d}$, the $\nu$-conditional distribution of $X_{B}$ given $X_{\partial B}$ is the same as the $\nu^{\prime}$-conditional distribution of $X_{B}$ given $X_{\partial B}$ ). Then there does not exist a finite-valued i.i.d. random field $\mu$ and a finitary coding from $\mu$ onto $\nu$.

## Remarks:

(a). This result can be extended to so-called infinite range Gibbs states with essentially the same proof.
(b). An obstruction for finitary codings between infinite state Markov chains due to M. Smorodinsky is given in [26]. This obstruction arises from the fact
that certain waiting times between states have tails which are not exponential. In our case, this latter behavior is not present and the nature of the obstruction is completely different.
(c). Before proving this theorem, we mention that there is a large class of Markov random fields which satisfy the assumptions of the theorem and which are Bernoulli shifts. The above theorem tells us that these random fields provide examples of Bernoulli shifts for which no i.i.d. process can be mapped onto them in a finitary fashion. An example of such a field is the "plus state" for the Ising model with sufficiently large interaction parameter (see Section 4). In Section 4, it is explained that this example satisfies the assumptions of Theorem 2.1 while the fact that it is a Bernoulli shift is proved in [34]. (Whenever we refer to [34] in this paper, if one wants to see published work on the same topic, one can refer to [1] which extends the work in [34] to an amenable group setting.) The above theorem also holds in many situations where one does not need to assume that all the cylinder sets have positive probability. For example, by modifying the proof below, one can obtain the same conclusion for some of the measures of maximal entropy in [6], [7] and [8].
(d). In the proof we give below, the reader may not see "what is really going on". For this reason, we first give a quick discussion explaining to some extent what is going on. There is an important property called the blowing-up property which says more or less that any collection of configurations on a large finite box which has a total measure which is not too exponentially small in the volume of the box has the property that most configurations are close to it in the Hamming metric. (The blowing-up property is related to the notion of concentration of measure, see [41].) A consequence of this blowing-up property is that the mean ergodic theorem holds at an exponential rate. Since i.i.d. processes have the blowing-up property (as mentioned in the proof), and finitary codings preserve this property (as also mentioned in the proof), any Markov random field which is a finitary factor of an i.i.d. process must have the mean ergodic theorem holding at an exponential rate. However, when an ergodic Markov random field is not the unique Markov random field with its conditional probabilities, this usually results in the mean ergodic theorem holding at a subexponential rate and a typical scenario is as follows. $\mu$ and $\nu$ are distinct ergodic Markov random fields with the same conditional probabilities but have different means. Roughly speaking, there is a certain boundary condition which you can place on $\partial\left(B_{n}\right)$ which has positive $\mu$ measure but such that conditioned on this boundary condition, what is inside looks like $\nu$. The $\mu$-probability that this particular
boundary condition arises is at least $e^{-c n^{d-1}}$ for some constant $c<\infty$ independent of $n$. However, if this boundary condition occurs, then with high (conditional) probability the average in the box will be the $\nu$ mean which is a fixed distance away from the $\mu$ mean. Therefore in this scenario, the mean ergodic theorem occurs at a subexponential rate.

In [30], the blowing-up property for a stationary ergodic process is discussed (see also Section 1.5 in [9] and references there for background). This definition, which we will need here, immediately extends to random fields and is the following.

Definition 2.2 An ergodic stationary random field taking values in the set $A$ and indexed by $\mathbf{Z}^{d}$ has the blowing-up property if given $\epsilon>0$, there exists $\delta>0$ and an $N$ such that for all $n \geq N$, we have that if $C \subseteq A^{[-n, n]^{d}}$ with $P(C) \geq 2^{-(2 n+1)^{d} \delta}$, then $P\left([C]_{\epsilon}\right) \geq 1-\epsilon$ where $[C]_{\epsilon}$ is the set of all configurations $\left(a_{i}, i \in[-n, n]^{d}\right)$ for which there exists $\left(c_{i}, i \in[-n, n]^{d}\right) \in C$ with

$$
\frac{1}{(2 n+1)^{d}} \sum_{i \in[-n, n]^{d}} I_{\left\{a_{i} \neq c_{i}\right\}}<\epsilon
$$

i.e., $[C]_{\epsilon}$ is the $\epsilon$-neighborhood of $C$ in the $\bar{d}$-metric.

Proof of Theorem 2.1: It is proved in [30] that finitary codings preserve the blowing-up property in 1-d. The proof of this result goes through step by step to $d \geq 2$ dimensions. It is proved in [9] that a $1-d$ i.i.d. process satisfies the blowing-up property. This result for 1-d immediately yields the same fact for higher dimensions. Therefore, in order to show that there does not exist an i.i.d. random field $\mu$ and a finitary coding from $\mu$ onto $\nu$, we need only show that $\nu$ does not have the blowing-up property.

Next, it follows immediately from Theorem 1.1 in [30] that if a 1-d process $\mu$ has the blowing-up property, then given any other (different) ergodic process $\nu$, the lower divergence rate of $\nu$ with respect to $\mu$ is positive where the lower divergence rate, also known as relative entropy, of $\nu$ with respect to $\mu$ for $\mathbf{Z}^{d}$ processes is defined as

$$
\liminf _{n \rightarrow \infty} \frac{1}{(2 n+1)^{d}} \sum_{a \in A^{[-n, n]^{d}}} \nu(a) \log \left(\frac{\nu(a)}{\mu(a)}\right) .
$$

The proof of this result easily extends to $d \geq 2$ dimensions. Finally, it is known (see [14], p. 322-323) that for any two Markov random fields all
of whose cylinder sets have positive probability and which have the same conditional probabilities, the lower divergence rate of one with respect to the other is 0 . Applying these facts to $\nu$ and $\nu^{\prime}$, we conclude that $\nu$ does not have the blowing-up property.

Remark(e): K. Marton has explained to us that the proof that a finitary factor of an i.i.d. process has the ergodic theorem occurring at an exponential rate for all functions, is simpler than the proof that finitary codings preserve the blowing-up property. As it is known that for any $\nu$ satisfying the assumptions of Theorem 2.1 the ergodic theorem cannot occur at an exponential rate for all functions, this would yield a simpler proof of Theorem 2.1. However, since the blowing-up property is stronger, it gives rise to a more powerful recipe for determining that a random field is not a finitary factor of an i.i.d. process. Moreover, the higher-dimensional generalizations above of results concerning the blowing-up property, are also useful outside the scope of this paper.

Remark(f): Finally, we mention that there are nontrivial Markov random fields in higher dimensions which have the blowing-up property. Theorem 2 in [29] easily extends to $d \geq 2$ dimensions. Using this corollary together with the arguments in [34], it follows that when there is a unique Markov random field for the Ising model, it has the blowing-up property. Therefore, the proof of Theorem 2.1 does not exclude the possibility that there exists a finitary coding from some i.i.d. process onto this Markov random field, and in Section 4 we show that this is, except possibly at the critical point, indeed the case.

## 3 Finitary codings for the limit distributions of exponentially ergodic probabilistic cellular automata

Let $S$ be a finite set; this will be our single-site state space. We assign a linear order $\leq$ to $S$ and denote the maximal and minimal element of $S$ by + and - respectively. Let $\Omega=S^{\mathbf{Z}^{d}}$. With abuse of notation, + and - will also be used to denote the maximal and minimal element of $S^{V}$ with the induced partial order (given by $\left(a_{i}, i \in V\right) \leq\left(b_{i}, i \in V\right)$ if $a_{i} \leq b_{i}$ for all $i \in V$ ) when $V \subseteq \mathbf{Z}^{d}$. We consider certain time evolutions on $\Omega$. As in Section 2, if $\omega=\left(\omega_{i}, i \in \mathbf{Z}^{d}\right) \in \Omega$ and $V \subseteq \mathbf{Z}^{d}$, then $\omega_{V}$ is the 'restriction of $\omega$ to $V^{\prime}$, i.e., $\omega_{V}=\left(\omega_{i}, i \in V\right)$. Further, if $\mu$ is a probability distribution on
$\Omega$ (with the natural $\sigma$-field), then $\mu_{V}$ denotes the 'restriction of $\mu$ to $V^{\prime}$ ', i.e., $\mu_{V}(\cdot)=\mu\left(\omega_{V} \in \cdot\right)$. If $\mu$ and $\nu$ are two probability distributions on a finite set $F$, the variational distance of $\mu$ and $\nu$ (defined as $\left.1 / 2 \sum_{x \in F}|\mu(x)-\nu(x)|\right)$ is denoted by $d_{v}(\mu, \nu)$. The time evolutions we consider on $\Omega$ correspond with so-called probabilistic cellular automata (PCA's). To describe them in a way suitable for future use, let $W_{i, t}, i \in \mathbf{Z}^{d}, t \in \mathbf{N}$, be i.i.d. random variables taking values in a finite set $A$. Let, for $i \in \mathbf{Z}^{d}, N_{i}$ denote the set of vertices at (lattice) distance $\leq 1$ from $i$. Consider a function $f: S^{N_{O}} \times A^{N_{O}} \rightarrow S$. Define, for each $i \in \mathbf{Z}^{d}, f_{i}: S^{N_{i}} \times A^{N_{i}} \rightarrow S$ by $f_{i}(s, a)=f(s-i, a-i)$, where $s-i \in S^{N_{O}}$ is defined by $(s-i)_{j}=s_{i+j}, j \in N_{O}$, and $a-i \in A^{N_{O}}$ is defined similarly. The time evolution $\sigma(\omega, t), t=0,1, \cdots$, starting from an initial configuration $\omega$ is now described by

$$
\begin{align*}
\sigma(\omega, 0) & =\omega  \tag{1}\\
\sigma_{i}(\omega, t+1) & =f_{i}\left(\left(\sigma_{j}(\omega, t), j \in N_{i}\right),\left(W_{j, t}, j \in N_{i}\right)\right), i \in \mathbf{Z}^{d} .
\end{align*}
$$

Since the $W_{i, j}$ 's are random, the $\sigma_{i}(\omega, t)$ 's are also random.
$\operatorname{Remark}(\mathrm{g}):$ If $f$ does not depend on the $A$-variables, we have a deterministic cellular automaton. PCAs are usually defined somewhat differently from the above, namely with $f$ being a function $S^{N_{0}} \times A \rightarrow S$. The interpretation is then that at each time the value of each vertex is replaced by a new (random) value, whose distribution depends on the current local configuration, and that, conditioned on $\sigma(\omega, t)$ the $\sigma_{i}(\omega, t+1), i \in \mathbf{Z}^{d}$ are independent. With the application in Section 4 to the Ising model in mind, we prefer the slightly more general setup which allows local conditional dependence.

Definition 3.1 We say that a PCA is monotone if the function $f$ above is monotone in its first argument (i.e., if for each $\alpha, \beta \in S^{N_{0}}$ with $\alpha \geq \beta$, and each $\left.a \in A^{N_{O}}, f(\alpha, a) \geq f(\beta, a)\right)$.

Let $\mu(\omega, t)$ denote the distribution of the configuration at time $t$ when we start with configuration $\omega$.

Definition 3.2 We say that a PCA is ergodic if there exists a distribution $\mu$ on $\Omega$ such that for all $\omega \in \Omega, \mu(\omega, t)$ converges (weakly) to $\mu$ as $t \rightarrow \infty$.
(Note that the word "ergodic" here has a different meaning from that in Sections 1 and 2, but it should always be clear from the context which
is meant.) If the system is monotone, this is (as is well-known and can be easily checked by standard coupling arguments) equivalent to saying that

$$
\lim _{t \rightarrow \infty} P\left(\sigma_{O}(-, t) \neq \sigma_{O}(+, t)\right)=0
$$

(Note that by the construction of the PCA, the evolutions starting from different configurations are coupled and so this last probability makes sense.)

Definition 3.3 We say that a monotone PCA is exponentially ergodic if there exists $C, \lambda>0$ such that

$$
P\left(\sigma_{O}(-, t) \neq \sigma_{O}(+, t)\right) \leq C \exp (-\lambda t)
$$

for all $t$.
The main result of this section (which is Theorem 1.2 in the introduction) is the following.

Theorem 3.4 The limit distribution $\mu$ of a monotone, exponentially ergodic PCA (as defined above) is a finitary factor of a finite-valued i.i.d. process.

Proof: The first part of the proof gives an algorithm for exact simulation of $\mu$, i.e. a randomized algorithm which assigns to each vertex, one by one, a value in $S$, such that the resulting configuration has distribution $\mu$. This is a modification of the popular (finite-volume) Propp-Wilson algorithm (see [36]) and is used as a starting point for the construction of a finitary coding.

As to the simulation procedure, it is convenient (and essential in the Propp-Wilson method) to extend time to the negative integers, so we now have ( $W_{i, t}, i \in \mathbf{Z}^{d}, t \in \mathbf{Z}$ ). Completely analogous to what we did before, we can then consider, for each $t_{1}<t_{2}$, the configuration we have at time $t_{2}$ when we start with configuration $\omega$ at time $t_{1}$. We denote this by $\Phi_{t_{1}}^{t_{2}}(\omega)$. (This depends of course on the $W_{i, t}$ 's but we omit these from our notation.) Clearly, $\Phi_{t_{1}}^{t_{2}}(\omega)$ has distribution $\mu\left(\omega, t_{2}-t_{1}\right)$ defined before. The idea is to start, for each $i \in \mathbf{Z}^{d}$, so far "backwards in time" that the spin value at site $i$ at time 0 is the same for all starting configurations. More formally, define

$$
\tau_{i}=\min \left\{t:\left(\Phi_{-t}^{0}(+)\right)_{i}=\left(\Phi_{-t}^{0}(-)\right)_{i}\right\}
$$

Clearly, if such a $\tau_{i}$ exists, then (using monotonicity) $\Phi_{-t}^{0}(\omega)=\Phi_{-t}^{0}\left(\omega^{\prime}\right)$ for all $\omega$ and $\omega^{\prime} \in \Omega$ and $t \geq \tau_{i}$. In other words, if we start at or before
time $-\tau_{i}$, then the value at vertex $i$ at time 0 no longer depends on the starting configuration (or on the starting time, as long as it is smaller than or equal to $\left.-\tau_{i}\right)$. We denote this value by $\sigma_{i}^{*}$. So, formally, $\sigma_{i}^{*}=\left(\Phi_{-\tau_{i}}^{0}(+)\right)_{i}$. Of course we have to show that $\tau_{i}$ exists (i.e., is finite a.s. ). Once we have done this, and, moreover, have shown that $\sigma^{*} \equiv\left(\sigma_{i}^{*}, i \in \mathbf{Z}^{d}\right)$ has the desired distribution $\mu$, then it is clear what the simulation algorithm is: Determine for each $i \in \mathbf{Z}^{d}$, one by one, the value $\sigma_{i}^{*}$ as follows. Check, for larger and larger values of $t$, if $\left(\Phi_{-t}^{0}(+)\right)_{i}$ equals $\left(\Phi_{-t}^{0}(-)\right)_{i}$. If this is the case, assign their common value to $\sigma_{i}^{*}$.
Remark(h): Note that for each $t$ the above mentioned check is a finite task, since it involves only those $W_{j, t^{\prime}}, j \in \mathbf{Z}^{d}, t^{\prime} \in\{-t, \cdots,-1\}$ with $\|j-i\| \leq\left|t^{\prime}\right|$ where $\left\|\|\right.$ is the $L_{1}$ norm on $\mathbf{Z}^{d}$. During the algorithm a $W_{j, t}$ is generated the first time it is needed in a calculation and, which is important, of course keeps its value during the remainder of the algorithm. We soon come back to this notion of 'being needed', which will be essential in our construction of a finitary coding.

Lemma 3.5 If the PCA is monotone and ergodic, then each $\tau_{i}$ is finite a.s.
Proof of Lemma 3.5: Let $\mu$ be the limit distribution of the PCA. Using the monotonicity of the PCA,

$$
\begin{align*}
P\left(\tau_{i}>t\right) & =P\left[\left(\Phi_{-t}^{0}(+)\right)_{i} \neq\left(\Phi_{-t}^{0}(-)\right)_{i}\right]  \tag{2}\\
& =P\left(\sigma_{O}(-, t) \neq \sigma_{O}(+, t)\right)
\end{align*}
$$

which (by the assumption that the system is ergodic) goes to 0 as $t$ goes to $\infty$.

Lemma 3.6 The random configuration $\sigma^{*}$, defined above, has distribution $\mu$.

Proof of Lemma 3.6: Let $\Lambda$ be a finite subset of $\mathbf{Z}^{d}$, and let $\sigma$ be a random configuration on $\mathbf{Z}^{d}$, drawn according to distribution $\mu$. Since $\mu$ is invariant under the dynamics, we have for every $t$, that $\Phi_{-t}^{0}(\sigma)$ has distribution $\mu$. In particular we have $\left(\Phi_{-t}^{0}(\sigma)\right)_{\Lambda}$ has distribution $\mu_{\Lambda}$ for every $t$. However, by Lemma 3.5, $\left(\Phi_{-t}^{0}(\sigma)\right)_{\Lambda}=\left(\sigma^{*}\right)_{\Lambda}$ for all sufficiently large $t$. Hence $\sigma_{\Lambda}^{*}$ has distribution $\mu_{\Lambda}$. This holds for every finite $\Lambda \subseteq \mathbf{Z}^{d}$, which completes the proof.
$\operatorname{Remark}(\mathbf{i}):$ Letting $Z_{i}=\left\{W_{i, t}, t \in \mathbf{Z}\right\}$, we have that $\left\{Z_{i}\right\}_{i \in \mathbf{Z}^{d}}$ is an i.i.d. process and that $\mu$ is a finitary coding of it. The point however is that $\left\{Z_{i}\right\}_{i \in \mathbf{Z}^{d}}$ is not a finite-valued process. The idea is now to modify the process $\left\{Z_{i}\right\}_{i \in \mathbf{Z}^{d}}$ and the simulation algorithm so that we can obtain a finitary coding from a finite-valued i.i.d. process to $\mu$.

The proofs of Lemmas 3.5 and 3.6 have not used the exponential convergence. However this exponential convergence yields the fact that (as we point out more precisely below) for each $i$ the expected number of $t \in\{\cdots,-2,-1\}$ for which there exists a $j \in \mathbf{Z}^{d}$ such that $W_{i, t}$ is "needed for the computation of $\sigma_{j}^{*}$ " is finite.
Remark(j): It is not difficult to show that this exponentiality even implies that, for the above described simulation procedure, the expected amount of computational work to generate the spin values of $n$ vertices is bounded by a constant times $n$. Although this is not essential for our purpose, it is interesting from a simulation point of view, since it says that, in some sense, this algorithm has linear rate, while it is clear that it is impossible to do essentially better than linear.
Consider the random variables $\left\{W_{i, t}, i \in \mathbf{Z}^{d}, t \leq-1\right\}$. Informally, we say that the position $(i, t)\left(i \in \mathbf{Z}^{d}, t \leq-1\right)$ in the space time diagram is needed if, for some $j \in \mathbf{Z}^{d}$, it is 'involved' in the evaluation of $\sigma_{j}^{*}$. More precisely, we define that $(i, t)$ is needed if there is some $j \in \mathbf{Z}^{d}$ such that $\tau_{j} \geq|t|$ and $\|j-i\| \leq|t|$; we let $n(i, t)$ denote the indicator function of this event. If $(i, t)$ is not needed and the $W$ variable is changed at $(i, t)$, then clearly $\sigma^{*}$ is unaffected. Next, the expected number of $t$ such that $(0, t)$ is needed equals

$$
\sum_{t=-\infty}^{-1} P\left(\cup_{j:\|j\| \leq|t|}\left\{\tau_{j} \geq|t|\right\}\right) \leq \sum_{t=-\infty}^{-1}|\{j:\|j\| \leq|t|\}| P\left(\tau_{0} \geq|t|\right)<\infty
$$

by (2) and the exponentially ergodic assumption.
Let $M$ be any integer larger than this expectation and

$$
L:=M-E\left[\sum_{t=-\infty}^{-1} n(0, t)\right]>0
$$

be the difference. For $j \in \mathbf{Z}^{d}$, let $n(j)=\sum_{t=-\infty}^{-(M+1)} n(j, t)$ and $s(j)=M-$ $\sum_{t=-M}^{-1} n(j, t)$. For $i \in \mathbf{Z}^{d}$ and $k \in \mathbf{Z}$, we denote by $i+k$ the vertex $i+$ $(k, 0, \cdots, 0)$. Further, with abuse of notation, if $0 \leq k \in \mathbf{Z}$ and $i \in \mathbf{Z}^{d}$, we
define $[i, i+k]=\{i+l: 0 \leq l \leq k\}$, and we say that $i$ is smaller than $j$ if there exists an integer $k \geq 0$ with $j=i+k$. By our choice of $M, E[s(0)-n(0)]=L$ and so by the ergodic theorem, we have that for all $i \in \mathbf{Z}^{d}$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{1}{k} \sum_{j=i}^{i+k-1}(s(j)-n(j)) \rightarrow L \text { a.s. } \tag{3}
\end{equation*}
$$

The idea is to continue the proof as follows. Intuitively, we should be able to carry out the generation procedure of $\sigma^{*}$ by using only the $W_{i, t}, i \in$ $\mathbf{Z}^{d},-M \leq t \leq-1$ because $E[s(j)]>E[n(j)]$ and so on the average, there are sufficiently many $W_{i, t}$ 's around with $t \in[-M,-1]$; if, for some $i$, we need a $W_{i, t}$ with $t<-M$, we can transport unused $W_{j, t}$ 's from elsewhere with $t^{\prime} \in[-M,-1]$. In this way, if this procedure is defined carefully, in a shift-invariant finitary manner, we should, by combining this with the procedure for generating $\sigma^{*}$ above, obtain a finitary coding from the process $\left(W_{i}, i \in \mathbf{Z}^{d}\right)$ to $\mu$, where $W_{i}=\left(W_{i, t},-M \leq t \leq-1\right)$ (which is a finite-valued process). The above procedure will be carried out in stages. We now make the above intuition precise.

Let $\hat{W}_{j, t}, j \in \mathbf{Z}^{d}, t \in\{-M, \cdots,-1\}$ be i.i.d. random variables with the same distribution as $W_{O, 0}$. We will construct a finitary coding from $\hat{W}=$ $\left(\hat{W}_{j}, j \in \mathbf{Z}^{d}\right)$ to $\mu$, where $\hat{W}_{j}=\left(\hat{W}_{j, t}, t \in\{-M, \ldots,-1\}\right)$. As suggested before, the method is to extend (if necessary) the $\hat{W}$-process to time indices less than $-M$ by using unneeded $\hat{W}_{i, t}$ 's, $-M \leq t \leq-1$. First we define the notion 'being needed' and the variables $\hat{n}(i, t), i \in \mathbf{Z}^{d}, t \in\{-(M+$ $1), \cdots,-1\}$ exactly as before, but now with respect to the $\hat{W}$ process. Note that $\hat{n}(i, t)$ is measurable with respect to $\left\{\hat{W}_{j, s}, j \in \mathbf{Z}^{d}, s \in\{t+1, \ldots,-1\}\right\}$. Therefore, since the information that a certain $(i, t)$ is needed tells us nothing about the value of $\hat{W}_{i, t}$, unneeded $\hat{W}_{i, t}$ 's can be regarded as independent random variables with the 'correct' (original) distribution.

Let $T_{1}=\mathbf{Z}^{d} \times(-\infty,-(M+1)]$ and $T_{2}=\mathbf{Z}^{d} \times[-M,-1]$. For $p=(i, k) \in$ $T_{1} \cup T_{2}$, let

$$
C_{p}=\left\{\left(i^{\prime}, k^{\prime}\right): k+1 \leq k^{\prime} \leq-1,\left\|i-i^{\prime}\right\| \leq 2|k|\right\} .
$$

For $i \in \mathbf{Z}^{d}, \ell \geq 0$, let

$$
A_{i \ell}=\left\{(j, r) \in T_{1}: j \in[i, i+\ell]\right\} .
$$

We will now define two processes $\left\{\hat{W}_{p}^{n}\right\}_{p \in T_{1} \cup T_{2}, n \geq 0}$ and $\left\{\hat{S}_{p}^{n}\right\}_{p \in T_{2}, n \geq 0}$ on the same probability space.(These processes will in fact be defined in terms
of the variables $\left\{\hat{W}_{j}\right\}_{j \in \mathbf{Z}^{d}}$.) For $p \in T_{2}$, let $\hat{W}_{p}^{n}=\hat{W}_{p}$ for all $n \geq 0$. Informally (but not precisely), for $p \in T_{1}, \hat{W}_{p}^{n}$ will be
(a) "?" if at the end of stage $n$, we don't yet know if a $\hat{W}$ variable will be needed at space-time location $p$,
(b) " $u$ " (for unneeded) if at the end of stage $n$, we know that a $\hat{W}$ variable will not be needed at space-time location $p$,
(c) " n " (for needed) if at the end of stage $n$, we know that a $\hat{W}$ variable will be needed at space-time location $p$ but its value has not yet been determined, or
(d) some element of the alphabet $A$ if at the end of stage $n$, it is known that a $\hat{W}$ variable will be needed at space-time location $p$ and this variable is determined and given by $\hat{W}_{p}^{n}$.

Informally, for $p \in T_{2}, \hat{S}_{p}^{n}$ will be
(a) 1 if the space-time location $p$ is not needed initially and if at the end of stage $n$, its value has not been "transported away" (and is therefore still available for use),
(b) 0 otherwise.

We now formally define these two processes inductively or in stages with respect to $n$. Each stage other than the 0th will consist of two substages.

## STAGE 0

Let $\hat{W}_{p}^{0}=$ ? for all $p \in T_{1}$ and $\hat{S}_{p}^{0}=I_{\{p \text { is not needed }\}}$ for all $p \in T_{2}$.
STAGE 1(a)
Let $V^{1}=\left\{p \in T_{1}: \hat{W}_{p}^{0}=?\right\}$ (which is $T_{1}$ at this stage) and $U^{1}=\left\{p \in T_{1}\right.$ :
$\hat{W}_{p}^{0}=" \mathrm{n}$ " $\}$ (which is empty at this stage). We partition $V^{1}$ into three sets $V_{1}^{1}, V_{2}^{1}, V_{3}^{1}$ as follows. $V_{1}^{1}=\left\{p \in V^{1}: C_{p} \cap\left(V^{1} \cup U^{1}\right) \neq \emptyset\right\}$ (which is $\{(i, k) \in$ $\left.T_{1}: k<-(M+1)\right\}$ at this stage), $V_{2}^{1}=\left\{p \in V^{1} \backslash V_{1}^{1}: p\right.$ is not needed $\}$ and $V_{3}^{1}=\left\{p \in V^{1} \backslash V_{1}^{1}: p\right.$ is needed $\}$. (Note that if $p \in V^{1} \backslash V_{1}^{1}$, we can determine whether $p$ is needed.) Let $\hat{W}^{1}$ be "?" on $V_{1}^{1}$, " u " on $V_{2}^{1}$ and " n " on $V_{3}^{1}$. Note that for each $i \in \mathbf{Z}^{d}$, there is at most one $k$ such that $(i, k) \in V_{3}^{1}$.
STAGE 1(b)
We next partition $V_{3}^{1} \cup U^{1}\left(=V_{3}^{1}\right)$ into two sets $V_{4}^{1}$ and $V_{5}^{1}$ as follows. Let $V_{4}^{1}$ be

$$
\left\{(i, k) \in V_{3}^{1} \cup U^{1}: \exists \ell \in[0,1]: \sum_{j \in[i, i+\ell], r \in[-M,-1]} \hat{S}_{j, r}^{0} \geq\left|\left(V_{3}^{1} \cup U^{1}\right) \cap A_{i \ell}\right|\right\}
$$

and $V_{5}^{1}=\left(V_{3}^{1} \cup U^{1}\right) \backslash V_{4}^{1}$.
For $(i, k) \in V_{4}^{1}$, let $\ell$ be the minimal value satisfying the above and let $q$ be the unique integer in $[-M,-1]$ such that

$$
\sum_{j \in[i, i+\ell-1], r \in[-M,-1]} \hat{S}_{j, r}^{0}+\sum_{u=-M}^{q} \hat{S}_{i+\ell, u}^{0}=\left|\left(V_{3}^{1} \cup U^{1}\right) \cap A_{i \ell}\right| .
$$

Leave $\hat{W}^{1}$ unchanged on $V_{1}^{1} \cup V_{2}^{1} \cup V_{5}^{1}$ and for $(i, k) \in V_{4}^{1}$, let $\hat{W}_{i, k}^{1}=\hat{W}_{i+\ell, q}$ where $\ell$ and $q$ are as above. (We think of the unneeded variable $\hat{W}_{i+\ell, q}$ being transported to space-time location $(i, k)$.) Note that in light of the earlier remark that for each $i \in \mathbf{Z}^{d}$, there is at most one $k$ such that $(i, k) \in V_{3}^{1}$, the random variable $\hat{W}_{i+\ell, q}$ is "transported" to at most one space-time point. If $p=(i+\ell, q) \in T_{2}$ corresponds to some $(i, k) \in V_{4}^{1}$ as above, then let $\hat{S}_{p}^{1}=0$ and let $\hat{S}_{p}^{1}=\hat{S}_{p}^{0}$ otherwise.
STAGE 2(a)
Let $V^{2}=\left\{p \in T_{1}: \hat{W}_{p}^{1}=?\right\}$ and $U^{2}=\left\{p \in T_{1}: \hat{W}_{p}^{1}=\right.$ "n" $\}$. On $T_{1} \backslash\left(V^{2} \cup\right.$ $U^{2}$ ), let $\hat{W}^{2}=\hat{W}^{1}$. We partition $V^{2}$ into three sets $V_{1}^{2}, V_{2}^{2}, V_{3}^{2}$ as follows. $V_{1}^{2}=\left\{p \in V^{2}: C_{p} \cap\left(V^{2} \cup U^{2}\right) \neq \emptyset\right\}, V_{2}^{2}=\left\{p \in V^{2} \backslash V_{1}^{2}: p\right.$ is not needed $\}$ and $V_{3}^{2}=\left\{p \in V^{2} \backslash V_{1}^{2}: p\right.$ is needed $\}$. (As in stage 1(a), note that, if $p \in$ $V^{2} \backslash V_{1}^{2}$, we can determine from previous information whether $p$ is needed, where 'needed' is defined in the analogous way as before). Let $\hat{W}^{2}$ be "?" on $V_{1}^{2}$, " u " on $V_{2}^{2}$ and " n " on $V_{3}^{2}$.
STAGE 2(b)
We next partition $V_{3}^{2} \cup U^{2}$ into two sets $V_{4}^{2}$ and $V_{5}^{2}$ as follows. Let $V_{4}^{2}$ be

$$
\left\{(i, k) \in V_{3}^{2} \cup U^{2}: \exists \ell \in[0,2]: \sum_{j \in[i, i+\ell], r \in[-M,-1]} \hat{S}_{j, r}^{1} \geq\left|\left(V_{3}^{2} \cup U^{2}\right) \cap A_{i \ell}\right|\right\}
$$

and $V_{5}^{2}=\left(V_{3}^{2} \cup U^{2}\right) \backslash V_{4}^{2}$.
For $(i, k) \in V_{4}^{2}$, let $\ell$ be the minimal value satisfying the above and let $q$ be the unique integer in $[-M,-1]$ such that

$$
\sum_{j \in[i, i+\ell-1], r \in[-M,-1]} \hat{S}_{j, r}^{1}+\sum_{u=-M}^{q} \hat{S}_{i+\ell, u}^{1}=\left|\left(V_{3}^{2} \cup U^{2}\right) \cap A_{i \ell}\right| .
$$

Leave $\hat{W}^{2}$ unchanged on $V_{1}^{2} \cup V_{2}^{2} \cup V_{5}^{2}$ and for $(i, k) \in V_{4}^{2}$, let $\hat{W}_{i, k}^{2}=\hat{W}_{i+\ell, q}$ where $\ell$ and $q$ are as above. Note again that the random variable $\hat{W}_{i+\ell, q}$ is "transported" to at most one space-time point. If $p=(i+\ell, q) \in T_{2}$
corresponds to some $(i, k) \in V_{4}^{2}$ as above, then let $\hat{S}_{p}^{2}=0$ and let $\hat{S}_{p}^{2}=\hat{S}_{p}^{1}$ otherwise.

STAGE n(a)
Let $V^{n}=\left\{p \in T_{1}: \hat{W}_{p}^{n-1}=?\right\}$ and $U^{n}=\left\{p \in T_{1}: \hat{W}_{p}^{n-1}=" \mathrm{n} "\right\}$. On $T_{1} \backslash\left(V^{n} \cup U^{n}\right)$, let $\hat{W}^{n}=\hat{W}^{n-1}$. We partition $V^{n}$ into three sets $V_{1}^{n}, V_{2}^{n}, V_{3}^{n}$ as follows. $V_{1}^{n}=\left\{p \in V^{n}: C_{p} \cap\left(V^{n} \cup U^{n}\right) \neq \emptyset\right\}, V_{2}^{n}=\left\{p \in V^{n} \backslash V_{1}^{n}:\right.$ $p$ is not needed $\}$ and $V_{3}^{n}=\left\{p \in V^{n} \backslash V_{1}^{n}: p\right.$ is needed $\}$. Let $\hat{W}^{n}$ be "?" on $V_{1}^{n}$, "u" on $V_{2}^{n}$ and " n " on $V_{3}^{n}$.
STAGE n(b)
We partition $V_{3}^{n} \cup U^{n}$ into two sets $V_{4}^{n}$ and $V_{5}^{n}$ as follows. Let $V_{4}^{n}$ be

$$
\left\{(i, k) \in V_{3}^{n} \cup U^{n}: \exists \ell \in[0, n]: \sum_{j \in[i, i+\ell], r \in[-M,-1]} \hat{S}_{j, r}^{n-1} \geq\left|\left(V_{3}^{n} \cup U^{n}\right) \cap A_{i \ell}\right|\right\}
$$

and $V_{5}^{n}=\left(V_{3}^{n} \cup U^{n}\right) \backslash V_{4}^{n}$.
For $(i, k) \in V_{4}^{n}$, let $\ell$ be the minimal value satisfying the above and let $q$ be the unique integer in $[-M,-1]$ such that

$$
\sum_{j \in[i, i+\ell-1], r \in[-M,-1]} \hat{S}_{j, r}^{n-1}+\sum_{u=-M}^{q} \hat{S}_{i+\ell, u}^{n-1}=\left|\left(V_{3}^{n} \cup U^{n}\right) \cap A_{i \ell}\right| .
$$

Leave $\hat{W}^{n}$ unchanged on $V_{1}^{n} \cup V_{2}^{n} \cup V_{5}^{n}$ and for $(i, k) \in V_{4}^{n}$, let $\hat{W}_{i, k}^{n}=$ $\hat{W}_{i+\ell, q}$ where $\ell$ and $q$ are as above. Note that as before, the random variable $\hat{W}_{i+\ell, q}$ is "transported" to at most one space-time point. If $p=(i+\ell, q) \in$ $T_{2}$ corresponds to some $(i, k) \in V_{4}^{n}$ as above, then let $\hat{S}_{p}^{n}=0$ and let $\hat{S}_{p}^{n}=\hat{S}_{p}^{n-1}$ otherwise. This completes the construction of the two processes $\left\{\hat{W}_{p}^{n}\right\}_{p \in T_{1} \cup T_{2}, n \geq 0}$ and $\left\{\hat{S}_{p}^{n}\right\}_{p \in T_{2}, n \geq 0}$.

The idea is now to use the $\left\{\hat{W}_{p}^{n}\right\}_{p \in T_{1} \cup T_{2}, n \geq 0}$ variables to construct a $\hat{\sigma}^{*}$ analogously to what we did earlier. In doing this, we need to know that for all $p \in T_{1}, \hat{W}_{p}^{n}$ is either " u " or some value in $A$ for sufficiently large $n$. To do all this, it is useful to construct analogous processes to the above but with respect to the original variables $\left\{W_{p}\right\}_{p \in T_{1} \cup T_{2}}$. This will allow a more precise comparison.

We now define two processes $\left\{W_{p}^{n}\right\}_{p \in T_{1} \cup T_{2}, n \geq 0}$ and $\left\{S_{p}^{n}\right\}_{p \in T_{2}, n \geq 0}$ which are measurable with respect to $\left\{W_{p}\right\}_{p \in T_{1} \cup T_{2}}$ and which are defined almost completely analogously to $\left\{\hat{W}_{p}^{n}\right\}_{p \in T_{1} \cup T_{2}, n \geq 0}$ and $\left\{\hat{S}_{p}^{n}\right\}_{p \in T_{2}, n \geq 0}$ but with one essential difference. The processes $\left\{W_{p}^{n}\right\}_{p \in T_{1} \cup T_{2}, n \geq 0}$ and $\left\{S_{p}^{n}\right\}_{p \in T_{2}, n \geq 0}$ are
defined inductively over $n$ exactly as $\left\{\hat{W}_{p}^{n}\right\}_{p \in T_{1} \cup T_{2}, n \geq 0}$ and $\left\{\hat{S}_{p}^{n}\right\}_{p \in T_{2}, n \geq 0}$ except that when we are at some stage $n(b)$ where we are about to assign a value from $A$ to a space-time location $p \in T_{1}$, rather than transporting the value from a space-time location in $T_{2}$, we let $W_{p}^{n}$ simply be $W_{p}$; i.e., we reveal the value which was already there (but which we "did not know" before this stage). Since transporting a variable tells us nothing about its value, it is clear that

$$
\begin{equation*}
\left\{\hat{W}_{p}^{n}, \hat{S}_{p^{\prime}}^{n}\right\}_{p \in T_{1} \cup T_{2}, p^{\prime} \in T_{2}, n \geq 0}=\mathcal{D}\left\{W_{p}^{n}, S_{p^{\prime}}^{n}\right\}_{p \in T_{1} \cup T_{2}, p^{\prime} \in T_{2}, n \geq 0} \tag{4}
\end{equation*}
$$

where ${ }_{\mathcal{D}}$ means equal in distribution.
Next, note that it follows from the construction that for a fixed $p \in T_{1}$, and for every $\omega, \hat{W}_{p}^{n}$ as a function of $n$ must behave in one of the following ways.
(i) start off with value "?" and remain fixed forever.
(ii) start off with value "?", change to " $u$ " at some point and then remain fixed forever.
(iii) start off with value "?", change to a value in $A$ at some point and then remain fixed forever.
(iv) start off with value "?", change to "n" at some point and then remain fixed forever.
(v) start off with value "?", change to " $n$ " at some point and then change to a value in $A$ at some later point and then remain fixed forever.

Lemma 3.7 For all $p \in T_{1}$, behavior (i) and (iv) above do not occur a.s.
Proof of Lemma 3.7: First note that for every $\omega$, if behavior (i) occurs for some $p \in T_{1}$, then behavior (iv) must occur for some $p^{\prime}$. To see this, let $p=(i, k)$ be a point where $\hat{W}_{p}^{n}$ is always in state "?" and where $k$ is maximal with respect to this property. Then $p \in V_{1}^{n}$ for all $n$ and so there must be a $p^{\prime} \in C_{p}$ where $\hat{W}_{p^{\prime}}^{n}$ remains fixed in state " n ". Hence we need only rule out behavior (iv) and we do this for a fixed $p_{0}=\left(i_{0}, k_{0}\right) \in T_{1}$.

In view of (4), it suffices to do this for $\left\{W_{p_{0}}^{n}\right\}_{n \geq 0}$ instead. First, choose $n_{0}$ such that $W_{p_{0}}^{n_{0}}=$ " n " from which it immediately follows that $p_{0} \in$ $V_{3}^{n_{0}} \cup U^{n_{0}}$. Now by (3), choose $k_{0}$ such that

$$
\sum_{j=i_{0}}^{i_{0}+k_{0}}(s(j)-n(j))>n_{0} M
$$

and choose $n_{0}^{\prime}>\max \left\{n_{0}, k_{0}\right\}$. (Note that $n_{0} M$ is the maximum number of space-time points $p$ in $\left[i_{0}, i_{0}+\infty\right) \times[-M,-1]$ which have been "transported"
to a point to the left of $i_{0}$ by stage $n_{0}$.) We claim that $W_{p_{0}}^{n_{0}^{\prime}} \in A$, which would complete the proof. It is clear from the construction that no point in $T_{2}$ at or to the right of $p_{0}$ can after time $n_{0}$ be "transported" to something to the left of $p_{0}$ as long as $p_{0}$ remains in state " $n$ ". Therefore if at the end of stage $n_{0}^{\prime}-1, p_{0}$ is still in state " n ", then it easily follows from the fact that

$$
\sum_{j=i_{0}}^{i_{0}+k_{0}} s(j)>n_{0} M+\sum_{j=i_{0}}^{i_{0}+k_{0}} n(j)
$$

that

$$
\sum_{j \in\left[i_{0}, i_{0}+k_{0}\right], r \in[-M,-1]} S_{j, r}^{n_{0}^{\prime}-1} \geq\left|\left(V_{3}^{n_{0}^{\prime}} \cup U^{n_{0}^{\prime}}\right) \cap A_{i_{0} k_{0}}\right|
$$

which implies that $W_{p_{0}}^{n_{0}^{\prime}} \in A$, as desired.
Letting

$$
\hat{W}_{p}^{\infty}:=\lim _{n \rightarrow \infty} \hat{W}_{p}^{n} \text { and } W_{p}^{\infty}:=\lim _{n \rightarrow \infty} W_{p}^{n}
$$

(which are clearly well-defined since all the sequences are eventually constant), Lemma 3.7 implies that a.s. $\hat{W}_{p}^{\infty}$ is "u" or an element of $A$ for all $p \in T_{1} \cup T_{2}$ while (4) immediately yields

$$
\begin{equation*}
\left\{\hat{W}_{p}^{\infty}\right\}_{p \in T_{1}}=_{\mathcal{D}}\left\{W_{p}^{\infty}\right\}_{p \in T_{1}} \tag{5}
\end{equation*}
$$

It is clear from the construction that $W_{p}^{\infty}$ is $W_{p}$ if $p$ is needed and "u" otherwise. Because of this and (5), it immediately follows that if we define $\hat{\sigma}^{*}$ as we defined $\sigma^{*}$ before but now with respect to the $\hat{W}_{p}^{\infty}$ variables, then $\hat{\sigma}^{*}$ will have the correct distribution $\mu$. (Note that the $\hat{W}_{p}^{\infty}$ variables are not always in $A$, since some of them take the value "u" but this obviously does not matter since such a variable is unneeded in this case).

The composition of first going from the $\left\{\hat{W}_{j}\right\}_{j \in \mathbf{Z}^{d}}$ random variables to the $\left\{\hat{W}_{p}\right\}_{p \in T_{1} \cup T_{2}}$ random variables and then to $\hat{\sigma}^{*}$ yields a stationary coding from $\left\{\hat{W}_{j}\right\}_{j \in \mathbf{Z}^{d}}$ to $\mu$ and now we need only show that it is finitary. To do this, it clearly suffices to show that for all $\epsilon>0$, there exists $N$ such that the probability that $\hat{\sigma}_{0}^{*}$ is determined by $\left\{\hat{W}_{j}\right\}_{\|j\| \leq N}$ is $>1-\epsilon$. For this, first choose $N_{1}$ such that $P\left(\tau_{0}>N_{1}\right)<\epsilon / 2$. Let $S_{N_{1}}=\left\{(i, t):-N_{1} \leq t \leq-1,\|i\| \leq|t|\right\}$. Hence $\sigma_{0}^{*}$ is determined by the random variables $\left\{W_{p}\right\}_{p \in S_{N_{1}}}$ with probability $>1-\epsilon / 2$ and so by the above, $\hat{\sigma}_{0}^{*}$ is determined by the random variables $\left\{\hat{W}_{p}^{\infty}\right\}_{p \in S_{N_{1}}}$ with probability $>1-\epsilon / 2$. Next, choose $N_{2}$ such that with probability $>1-\epsilon / 2, \hat{W}_{p}^{\infty}=\hat{W}_{p}^{N_{2}}$ for all $p \in S_{N_{1}}$. This would imply that
the $\hat{W}_{p}^{\infty}$ variables for $p \in S_{N_{1}}$ are determined by stage $N_{2}$ with probability $>1-\epsilon / 2$. Let $N=N_{1}+N_{2}$. Clearly, by construction, $\left\{\hat{W}_{p}^{N_{2}}\right\}_{p \in S_{N_{1}}}$ is measurable with respect to $\left\{\hat{W}_{j}\right\}_{\|j\| \leq N}$. Therefore the random variables $\left\{\hat{W}_{j}\right\}_{\|j\| \leq N}$ determine $\hat{\sigma}_{0}^{*}$ with probability $>1-\epsilon$, as desired.

## 4 Application to the Ising model

We consider the ferromagnetic Ising model on $\mathbf{Z}^{d}, d \geq 2$, with interaction parameter $J, J>0$, and zero external field, that is, we consider random fields $\left\{\sigma_{j}\right\}_{j \in \mathbf{Z}^{d}}$ taking values $\pm 1$ with the property that, for each $i \in \mathbf{Z}^{d}$, and $\alpha \in\{-1,+1\}$,

$$
\begin{equation*}
P\left(\sigma_{i}=\alpha \mid \sigma_{j}, j \neq i\right)=p_{i}^{\left(\sigma_{j}, j \sim i\right)}(\alpha), \tag{6}
\end{equation*}
$$

where we have used the following notation: $j \sim i$ means that $i$ and $j$ are neighbors, and

$$
\begin{equation*}
p_{i}^{\gamma}(\alpha)=\frac{\exp \left(\alpha J \sum_{j \sim i} \gamma_{j}\right)}{\exp \left(\alpha J \sum_{j \sim i} \gamma_{j}\right)+\exp \left(-\alpha J \sum_{j \sim i} \gamma_{j}\right)}, \gamma \in\{-1,+1\}^{\{j: j \sim i\}} . \tag{7}
\end{equation*}
$$

We call such distributions Ising distributions (with parameter $J$ ).
It is well-known (see [25], p. 189-190) that there exists a critical value $J_{c}(d) \in(0, \infty)$ such that if $J<J_{c}(d)$ then there is a unique Ising distribution in $d$ dimensions, while for $J>J_{c}(d)$ there is more than one Ising distribution in $d$ dimensions. This corresponds with the occurrence of a so-called phase transition. In particular, if we assign the value +1 , respectively -1 , to each vertex outside $B_{n}=[-n, n]^{d} \cap \mathbf{Z}^{d}$, and consider the (unique) distribution which satisfies (6) for each $i$ inside the cube, then, by letting $n \rightarrow \infty$ and taking weak limits, we obtain two Ising distributions, called respectively the 'plus state' and the 'minus state' of the Ising model, which are equal when $J<J_{c}(d)$ but distinct when $J>J_{c}(d)$. The existence of the above limits follows from well-known stochastic monotonicity results (see [25], p.189). We now restate Theorem 1.1.

Theorem 4.1 Consider the Ising model defined by (6).
a) If $J<J_{c}(d)$, the plus state (which equals the minus state) of the Ising model is a finitary factor of a finite-valued i.i.d. process.
b) If $J>J_{c}(d)$, the plus state (and the minus state) of this model is not a finitary factor of a finite-valued i.i.d. process.

Proof:
b) This follows immediately from Theorem 2.1.
a) It is well-known, and can be easily proved by (now standard) monotonicity and coupling arguments, that, if $J<J_{c}(d)$, then under the following continuous-time dynamics, the distribution at time $t$ starting from any configuration converges to the (unique) Ising distribution: Each vertex has a clock which rings after i.i.d. exponentially distributed (parameter 1) time intervals. All these clocks behave independently of each other. When a clock rings (say, at vertex $i$, at time $t$ ), then the spin value of $i$ is updated, i.e., is replaced by a new value, which is drawn (independently of anything else) from the distribution $p_{i}^{\left(\sigma_{j}(t), j \sim i\right)}$. Here $\sigma_{j}(t)$ denotes the spin value at $j$ at time $t$. A much deeper result, proved by Martinelli and Olivieri in [28], which, in turn, involves a key result in [2] about the spatial mixing properties of the Ising distribution (see also [15]) is that the above mentioned convergence occurs exponentially. This is of crucial importance for us. Instead of formulating the Martinelli-Olivieri result precisely here, we will state its analog for the following, discrete-time dynamics, which corresponds with a cellular automaton to which Theorem 3.4 can be applied. (There are several other ways to set up a discrete-time dynamics for the Ising model (see e.g. [40] and [27]) but for our purpose we prefer the one below). At each discrete time step, each vertex is, independent of the others, 'activated' with probability $1 / 2$. When a vertex is activated, but none of its neighbors is, then its value is updated (where 'updating' means the same as in the continuous case). Again one can easily verify (by the same standard arguments referred to above) that if $J<J_{c}(d)$, the distribution starting from any configuration converges to the unique Ising distribution as $t \rightarrow \infty$. This discrete dynamics can be described in a semi-deterministic way (like the PCA in Section 3), which has the advantage that it couples the time evolutions for all initial configurations. Such a coupling is analogous to the so-called 'basic coupling' (see [25], p.124). Let $A_{i, t}, i \in \mathbf{Z}^{d}, t \in \mathbf{N}$, be i.i.d. with $P\left(A_{i, t}=1\right)=1-P\left(A_{i, t}=0\right)=1 / 2$. As before, let $\partial i=\{j: j \sim i\}$. Let $U_{i, t}^{\prime}, i \in \mathbf{Z}^{d}, t \in \mathbf{N}$ be i.i.d. uniformly distributed random variable on the interval $(0,1)$ and independent of the above $A$-process. Next, define $U_{i, t}=\max \left\{p_{O}^{\gamma}(1): \gamma \in\{-1,+1\}^{\partial O}, p_{O}^{\gamma}(1)<U_{i, t}^{\prime}\right\}$ (the maximum here is interpreted as 0 if $p_{O}^{\gamma}(1) \geq U_{i, t}^{\prime}$ for all $\left.\gamma \in\{-1,+1\}^{\partial O}\right)$. Finally, define $W_{i, t}=\left(A_{i, t}, U_{i, t}\right)$.

Consider the following PCA with initial configuration $\omega$.

$$
\begin{align*}
\sigma(\omega, 0) & =\omega .  \tag{8}\\
\sigma_{i}(\omega, t+1) & =\sigma_{i}(\omega, t) \text { if } A_{i, t}=0 \text { or } A_{j, t}=1 \text { for some } j \sim i \\
& =+1(-1) \text { if } U_{i, t}<(\geq) p_{i}^{\left(\sigma_{j}(\omega, t), j \sim i\right)}(1) \text { otherwise } .
\end{align*}
$$

One can easily verify that this PCA is monotone and corresponds with the discrete dynamics described above. Next, the following proposition is the discrete-time analog of Theorem 5.1 in [28]. The latter uses Theorem 3.1 in the same paper, of which the statement and proof go essentially (and straightforwardly) through step-by-step for the discrete-time dynamics described above.

Proposition 4.2 If $J<J_{c}(d)$, then the above $P C A$ is exponentially ergodic.
Theorem 4.1 a) now follows immediately from Theorem 3.4, Proposition 4.2 and the earlier observed facts that this PCA is monotone and has the Ising distribution as its limit distribution.

Remark(k): The Ising model is just one (important) example to illustrate Theorem 3.4. It should be clear from this example that the combination of our Theorem 3.4 with the before mentioned Theorem 3.1 in [28] yields analogs of Theorem 4.1 (a) for a large class of random fields.
Remark(1): It has been proved (see [3] and p. 171-172 in [11]) that for all dimensions except 3, (and is also certainly believed in 3 dimensions) for $J=J_{c}(d)$ the plus state and the minus state of the Ising model are equal. However, it is well-known that at the critical point the dynamics cannot be exponentially ergodic, so that the question whether there exists a finitary coding for the critical Ising model is left open. However, one can prove the following result which was obtained jointly with Yuval Peres.

For a finitary mapping, for $x \in \mathbf{Z}^{d}$, we let $N_{x}$ denote the random variable which is the side length of the smallest hypercube about the point $x$ which has the property that the value at $x$ in the process we are mapping to is determined by the values of the configuration that we are mapping from in this hypercube. (Finitary means that $N_{x}$ is finite a.s.) $N_{0}$ is called the coding length in one dimension.

Theorem 4.3 There does not exist a finitary factor map from a finitevalued i.i.d. process to the plus state for the Ising model at the critical value in d dimensions which has finite expected coding volume, i.e. for which $E\left[N_{0}^{d}\right]<\infty$.

Proof of Theorem 4.3: Let $\left\{\sigma_{x}\right\}_{x \in \mathbf{Z}^{d}}$ denote the Gibbs state at the critical value in $d$ dimensions. We may assume that it is unique, since otherwise there is no finitary mapping at all to the plus state by Theorem 2.1. It is well known (and goes back to [38] and [24]) that in this case $\sum_{j \in \mathbf{Z}^{d}} E\left[\sigma_{0} \sigma_{j}\right]=\infty$. We will show that if there is a finitary factor map with finite expected coding volume, then the above sum is finite, which completes the proof. (Recall again that $E\left[\sigma_{x} \sigma_{y}\right] \geq 0$ for all $x, y \in \mathbf{Z}^{d}$ and so we don't need to take absolute values here.)

Fix $j \in \mathbf{Z}^{d}$. Then $E\left[\sigma_{0} \sigma_{j}\right]$ is equal to

$$
\begin{aligned}
& \sum_{k, \ell \geq 0} E\left[\sigma_{0} I_{\left\{N_{0}=k\right\}} \sigma_{j} I_{\left\{N_{j}=\ell\right\}}\right]+ \\
& \max \{k, \ell\} \geq\left\lfloor\frac{\lfloor j}{2}\right\rfloor-1 \\
& \sum_{k, \ell \geq 0} E\left[\sigma_{0} I_{\left\{N_{0}=k\right\}} \sigma_{j} I_{\left\{N_{j}=\ell\right\}}\right] \leq \\
& \max \{k, \ell\}<\left\lfloor\frac{\lfloor j}{2}\right\rfloor-1 \\
& \sum_{\substack{k, \ell \geq 0 \\
k\{k, \ell\} \geq\left\lfloor\frac{|j|}{2}\right\rfloor-1}} P\left(\left\{N_{0}=k\right\} \cap\left\{N_{j}=\ell\right\}\right)+ \\
& \sum_{\substack{k, \ell \geq 0 \\
\{k, \ell\}<\left\lfloor\left.\frac{j \mid}{2} \right\rvert\,-1\right.}} E\left[\sigma_{0} I_{\left\{N_{0}=k\right\}}\right] E\left[\sigma_{j} I_{\left\{N_{j}=\ell\right\}}\right] \leq \\
& \max \{k, \ell\}<\left\lfloor\frac{|j|}{2}\right\rfloor-1 \\
& 2 \sum_{k \geq\left\lfloor\frac{\lfloor j}{2}\right\rfloor-1} P\left(\left\{N_{0}=k\right\}\right)+ \\
& \left(\sum_{k=0}^{\left\lfloor\frac{\lfloor j\rfloor}{2}\right\rfloor-2} E\left[\sigma_{0} I_{\left\{N_{0}=k\right\}}\right]\right)^{2}= \\
& 2 \sum_{k \geq\left\lfloor\frac{\lfloor j \mid}{2}\right\rfloor-1} P\left(\left\{N_{0}=k\right\}\right)+ \\
& \left(\sum_{k \geq\left\lfloor\frac{\lfloor j}{2}\right\rfloor-1} E\left[\sigma_{0} I_{\left\{N_{0}=k\right\}}\right]\right)^{2} \leq \\
& 3 \sum_{k \geq\left\lfloor\frac{\lfloor j \mid}{2}\right\rfloor-1} P\left(\left\{N_{0}=k\right\}\right) .
\end{aligned}
$$

The equality above was based on the fact that $E\left[\sigma_{0}\right]=0$. Since it is clear
that

$$
\sum_{j \in \mathbf{Z}^{d}} \sum_{k \geq\left\lfloor\frac{|j|}{2}\right\rfloor-1} P\left(\left\{N_{0}=k\right\}\right)
$$

is bounded above by a constant times $E\left[\left(N_{0}\right)^{d}\right]$, this completes the proof.
This leaves open two questions.
Question 1: Does there exist a finitary factor map from a finite-valued i.i.d. process to the plus state for the Ising model at the critical value in $d$ dimensions?

Question 2: Does the finitary coding we construct for the subcritical Ising Model have finite expected coding volume and if not, does there exist such a finitary coding?

Note that if the answer to both questions is yes, then the behavior (with respect to finitary coding) at the critical value will be different from both the subcritical and supercritical cases.

Although we feel that when studying finitary codings, one should primarily be interested in the case where the i.i.d. process that one is mapping from is finite-valued, we mention that in the larger category where the i.i.d. process is not necessarily finite-valued, then we can already distinguish the critical Ising model for $d \neq 3$ from both the subcritical and supercritical cases. This is because of the following. It is not hard to show (using similar ideas as earlier) that the Ising model above the critical value is not a finitary factor of any i.i.d. process (finite-valued or otherwise). However in the critical case, for $d \neq 3$, there is such a mapping by combining Lemmas 3.5, 3.6 and Remarks (i) and (1), showing that the critical case is different from the supercritical case. Next, it is clear that the finitary code given in Remark (i) (where the domain is an uncountably valued i.i.d. process) has finite expected coding volume in the subcritical case. On the other hand, the proof of Theorem 4.3 immediately extends to the case where the i.i.d. process is not finite-valued showing that the critical case is also different from the subcritical case.

## 5 Some further open questions

Here we mention a few open questions. In view of Theorem 2.1, one may ask whether $\nu$ being the unique translation invariant Markov random field with its conditional probabilities implies that $\nu$ is a finitary factor of an i.i.d. process. This is not true as we will indicate below. As noted in the proof of the theorem, such a finitary factor satisfies the blowing-up property. In [30],
it is proved that in 1 dimension a process satisfies the blowing-up property if and only if it is a Bernoulli shift, has the "exponential rate of convergence property for frequencies" (which means that the mean ergodic theorem for cylinder sets occurs at an exponential rate) and has the "exponential rate of convergence property for entropy". This proof extends to $d \geq 2$ dimensions. So there are potentially three natural ways to look for counterexamples, and we discuss two of them.

We first mention that there exists a translation invariant Markov random field which is the unique translation invariant Markov random field with its conditional probabilities, but which is not a Bernoulli shift. For example, for the antiferromagnetic Ising Model in 2 dimensions (see [14] for the definition of this) above the critical interaction parameter, there is a unique translation invariant Markov random field with the proper conditional probabilities, but this field is not even totally ergodic and hence not a Bernoulli shift (it splits as a convex combination of two periodic Markov random fields with the proper conditional probabilities). This gives our first counter-example, as mentioned above. What is happening here is that there may be nontranslation invariant Markov random fields (even nonperiodic Markov random fields can exist, e.g., the Ising model in 3 dimensions (see [10])) and one needs to know whether the unique translation invariant Markov random field that one is looking at is extremal within the class of all Markov random fields with the given conditional probabilities, not just within the class of the translation invariant ones. Further, if we do assume that in addition to $\nu$ being the unique translation invariant Markov random field with its conditional probabilities, it is also extremal in the class of all Markov random fields with its conditional probabilities, then it is not known whether $\nu$ is necessarily a Bernoulli shift (although it is in this case necessarily K, see [14]). In fact, even if $\nu$ is the unique Markov random field with its conditional probabilities (unique among all both translation invariant and nontranslation invariant Markov random fields), which implies that $\nu$ is translation invariant and K , it is still not known whether $\nu$ is necessarily a Bernoulli shift. Here it is very important to point out that the example given in [16] has the property that it is not the unique Markov random field with its conditional probabilities.

Next, as far as the second property of "exponential rate of convergence property for frequencies", a measure $\nu$ which is the unique translation invariant Markov random field with strictly positive conditional probabilities does in fact satisfy this property. This follows from Theorem 4.1 in [12], the lower semicontinuity of relative entropy and Theorem 15.37 in [14], p. 323.

The above discussion leads to the following question.
Question 3: If a translation invariant Markov random field $\mu$ is the unique Markov random field (among both translation invariant and non-translation invariant fields) with its conditional probabilities, is $\mu$ necessarily a Bernoulli shift? (It is K by the above discussion).
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