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#### Abstract

To any lattice $L \subset \mathbb{Z}^{m}$ one can associate the lattice ideal $I_{L} \subset$ $K\left[x_{1}, \ldots, x_{m}\right]$. This paper concerns the study of the relation between the binomial arithmetical rank and the minimal number of generators of $I_{L}$. We provide lower bounds for the binomial arithmetical rank and the $\mathcal{A}$-homogeneous arithmetical rank of $I_{L}$. Furthermore, in certain cases we show that the binomial arithmetical rank equals the minimal number of generators of $I_{L}$. Finally we consider a class of determinantal lattice ideals and study some algebraic properties of them.


## 1. Introduction

Let $K\left[x_{1}, \ldots, x_{m}\right]$ be a polynomial ring in $m$ variables over any field $K$. As usual, we will denote by $\mathbf{x}^{\mathbf{u}}$ the monomial $x_{1}^{u_{1}} \cdots x_{m}^{u_{m}}$ of $K\left[x_{1}, \ldots, x_{m}\right]$, with $\mathbf{u}=$ $\left(u_{1}, \ldots, u_{m}\right) \in \mathbb{N}^{m}$, where $\mathbb{N}$ stands for the set of non-negative integers. A binomial is a polynomial which is a difference of two monomials. A binomial ideal is an ideal generated by binomials. Recall that a lattice is a finitely generated free abelian group. Given a lattice $L \subset \mathbb{Z}^{m}$, the ideal

$$
I_{L}=\left(\left\{\mathbf{x}^{\mathbf{u}_{+}}-\mathbf{x}^{\mathbf{u}_{-}} \mid \mathbf{u}=\mathbf{u}_{+}-\mathbf{u}_{-} \in L\right\}\right) \subset K\left[x_{1}, \ldots, x_{m}\right]
$$

is called lattice ideal. Here $\mathbf{u}_{+} \in \mathbb{N}^{m}$ and $\mathbf{u}_{-} \in \mathbb{N}^{m}$ denote the positive and negative part of $\mathbf{u}$, respectively.

Throughout this paper we assume that $L$ is a non-zero positive sublattice of $\mathbb{Z}^{m}$, that is $L \cap \mathbb{N}^{m}=\{\mathbf{0}\}$. By the graded Nakayama's Lemma, all minimal binomial generating sets of $I_{L}$ have the same cardinality. The cardinality of any minimal generating set of $I_{L}$ consisting of binomials is commonly known as the minimal number of generators of $I_{L}$, denoted by $\mu\left(I_{L}\right)$.

If $L=<\mathbf{l}_{1}, \ldots, \mathbf{l}_{k}>$ is a sublattice of $\mathbb{Z}^{m}$ of rank $k<m$, then the saturation of $L$ is the lattice

$$
\operatorname{Sat}(L):=\left\{\mathbf{u} \in \mathbb{Z}^{m} \mid d \mathbf{u} \in L \text { for some } d \in \mathbb{Z}, d \neq 0\right\}
$$

Clearly, the inclusion $L \subset \operatorname{Sat}(L)$ holds. Also there exists a set of vectors $\mathcal{A}=$ $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right\} \subset \mathbb{Z}^{n}$ such that $\operatorname{Sat}(L)=\operatorname{ker}_{\mathbb{Z}}(\mathcal{A})$, where $n=m-k$ and

$$
\operatorname{ker}_{\mathbb{Z}}(\mathcal{A}):=\left\{\left(q_{1}, \ldots, q_{m}\right) \in \mathbb{Z}^{m} \mid q_{1} \mathbf{a}_{1}+\cdots+q_{m} \mathbf{a}_{m}=\mathbf{0}\right\}
$$

[^0]When $L$ is saturated, i.e. $L=\operatorname{Sat}(L)$, the ideal $I_{L}$ is called toric ideal. We will write for simplicity $I_{\mathcal{A}}:=I_{k e r_{\mathbb{Z}}(\mathcal{A})}$. The toric ideal $I_{\mathcal{A}}$ is the kernel of the $K$-algebra homomorphism $\phi: K\left[x_{1}, \ldots, x_{m}\right] \rightarrow K\left[t_{1}, \ldots, t_{n}\right]$ given by $\phi\left(x_{i}\right)=\mathbf{t}^{\mathbf{a}_{i}}$, for every $i=1, \ldots, m$ (see [16]). Thus every toric ideal is prime.

We grade $K\left[x_{1}, \ldots, x_{m}\right]$ by setting $\operatorname{deg}_{\mathcal{A}}\left(x_{i}\right)=\mathbf{a}_{i}, 1 \leq i \leq m$. The $\mathcal{A}$-degree of the monomial $\mathbf{x}^{\mathbf{u}}$ is $\operatorname{deg}_{\mathcal{A}}\left(\mathbf{x}^{\mathbf{u}}\right)=u_{1} \mathbf{a}_{1}+\cdots+u_{m} \mathbf{a}_{m} \in \mathbb{N} \mathcal{A}$ where $\mathbb{N} \mathcal{A}$ is the semigroup generated by $\mathcal{A}$. A polynomial $F$ is called $\mathcal{A}$-homogeneous if the monomials in each nonzero term of $F$ have the same $\mathcal{A}$-degree. The ideal $I$ is called $\mathcal{A}$ homogeneous if it is generated by $\mathcal{A}$-homogeneous polynomials. The lattice ideal $I_{L}$ is $\mathcal{A}$-homogeneous, since it is generated by binomials and every binomial $\mathbf{x}^{\mathbf{u}_{+}}-\mathbf{x}^{\mathbf{u}_{-}}$ is $\mathcal{A}$-homogeneous.

For an ideal $I \subset K\left[x_{1}, \ldots, x_{m}\right]$ we let $\operatorname{rad}(I)$ be its radical. The arithmetical rank of $I_{L}$, denoted by $\operatorname{ara}\left(I_{L}\right)$, is the smallest integer $s$ for which there exist polynomials $F_{1}, \ldots, F_{s}$ in $I_{L}$ such that $\operatorname{rad}\left(I_{L}\right)=\operatorname{rad}\left(F_{1}, \ldots, F_{s}\right)$. When $K$ is algebraically closed, $\operatorname{ara}\left(I_{L}\right)$ is the smallest number of hypersurfaces whose intersection is set-theoretically equal to the algebraic set defined by $I_{L}$. Computing the arithmetical rank is one of the classical problems of Algebraic Geometry which remains open even for very simple cases, like the ideal of the Macaulay curve in the three-dimensional projective space. If all the polynomials $F_{1}, \ldots, F_{s}$ satisfying $\operatorname{rad}\left(I_{L}\right)=\operatorname{rad}\left(F_{1}, \ldots, F_{s}\right)$ are $\mathcal{A}$-homogeneous, the smallest integer $s$ is called the $\mathcal{A}$-homogeneous arithmetical rank of $I_{L}$ and will be denoted by $\operatorname{ara}_{\mathcal{A}}\left(I_{L}\right)$. Since $I_{L}$ is generated by binomials, it is natural to define the binomial arithmetical rank of $I_{L}$, denoted by $\operatorname{bar}\left(I_{L}\right)$, as the smallest integer $s$ for which there exist binomials $B_{1}, \ldots, B_{s}$ in $I_{L}$ such that $\operatorname{rad}\left(I_{L}\right)=\operatorname{rad}\left(B_{1}, \ldots, B_{s}\right)$. From the definitions and the generalized Krull's principal ideal theorem we have the following inequalities:

$$
\operatorname{ht}\left(I_{L}\right) \leq \operatorname{ara}\left(I_{L}\right) \leq \operatorname{ara}_{\mathcal{A}}\left(I_{L}\right) \leq \operatorname{bar}\left(I_{L}\right) \leq \mu\left(I_{L}\right)
$$

Where ht $\left(I_{L}\right)$ is the height of $I_{L}$ which equals the rank of the lattice $L$, see Corollary 2.2 on [2].

In this paper we are interested in the problem when the equality $\operatorname{bar}\left(I_{L}\right)=$ $\mu\left(I_{L}\right)$ holds. Clearly it is valid for the special class of complete intersection lattice ideals. Recall that a lattice ideal $I_{L}$ is complete intersection if $\mu\left(I_{L}\right)=\operatorname{ht}\left(I_{L}\right)$. The above problem was considered for the case of toric ideals associated with finite graphs in [4], see section 3 for the definition of such ideals. More precisely the author reveals two cases in which the binomial arithmetical rank coincides with the minimal number of generators for the toric ideal $I_{\mathcal{A}_{G}}$ of a graph $G$, namely when $G$ is bipartite or the ideal $I_{\mathcal{A}_{G}}$ is generated by quadratic binomials. The main aim of this work is to generate new classes of lattice ideals for which the equality $\operatorname{bar}\left(I_{L}\right)=\mu\left(I_{L}\right)$ holds.

In section 2 we consider the indispensable monomials of a lattice ideal $I_{L}$ and study the related simplicial complex $\Gamma_{L}$. We provide a necessary condition for the generation of the radical of a lattice ideal $I_{L}$ up to radical, see Theorem 2.9. Using this result and also the notion of $J$-matchings in simplicial complexes, introduced in [7], we obtain lower bounds for the binomial arithmetical rank and the $\mathcal{A}$-homogeneous arithmetical rank of a lattice ideal (see Theorem 2.13), which are in general different (see the discussion after Theorem 2.13 and also Example 2.14) than the bounds given in Theorem 5.6 of [5].

In section 3 we deal with the toric ideals associated with graphs. After presenting the basic theory of such ideals, we concentrate ourselves on the case that the
graph satisfies a certain condition, which guarantees that the toric ideal is generated by binomials of a specific form. We use Theorem 2.13 to show that the equality $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right)=\mu\left(I_{\mathcal{A}_{G}}\right)$ holds under a mild assumption on the toric ideal $I_{\mathcal{A}_{G}}$ (see Theorem 3.14). This assumption is fulfilled by the toric ideal associated with a bipartite graph, as well as a toric ideal generated by quadratic binomials. As applications we prove that the binomial arithmetical rank equals the minimal number of generators of $I_{\mathcal{A}_{G}}$ for two types of graphs, namely the wheel graph and a weakly chordal graph.

Section 4 is devoted to the study of a class of determinantal ideals $I_{2}(D)$ with the property that $\operatorname{bar}\left(I_{2}(D)\right)=\mu\left(I_{2}(D)\right)$. Every such ideal is a lattice ideal, so it is of the form $I_{L}$ for a certain lattice $L$, and also has a unique minimal system of binomial generators. Finally we consider the lattice basis ideal $J_{L}$ and determine its minimal primary decomposition, under the condition that the ideal $I_{2}(D)$ is prime.

## 2. General Results

Let $L \subset \mathbb{Z}^{m}$ be a non-zero positive lattice with $\operatorname{Sat}(L)=\operatorname{ker}_{\mathbb{Z}}(\mathcal{A})$, where $\mathcal{A}=$ $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right\} \subset \mathbb{Z}^{n}$. In this section we associate to $L$ the simplicial complex $\Gamma_{L}$. We show that combinatorial invariants of this complex provide lower bounds for the binomial arithmetical rank and the $\mathcal{A}$-homogeneous arithmetical rank of $I_{L}$.

Notation 2.1. For a vector $\mathbf{v}=\left(v_{1}, \ldots, v_{m}\right) \in \mathbb{Z}^{m}$, we shall denote by $\operatorname{supp}(\mathbf{v}):=$ $\left\{i \in\{1, \ldots, m\} \mid v_{i} \neq 0\right\}$ the support of $\mathbf{v}$. Given a monomial $\mathbf{x}^{\mathbf{w}} \in K\left[x_{1}, \ldots, x_{m}\right]$, we let $\operatorname{supp}\left(\mathbf{x}^{\mathbf{w}}\right)=\operatorname{supp}(\mathbf{w})$.
Definition 2.2. A binomial $B=M-N \in I_{L}$ is called indispensable of $I_{L}$ if every system of binomial generators of $I_{L}$ contains $B$ or $-B$, while a monomial $M$ is called indispensable of $I_{L}$ if every system of binomial generators of $I_{L}$ contains a binomial $B$ such that $M$ is a monomial of $B$.

Let $\mathcal{M}_{L}$ be the ideal generated by all monomials $M$ for which there exists a nonzero $M-N \in I_{L}$. Proposition 1.5 of [6] implies that the set of indispensable monomials of $I_{L}$ is the unique minimal generating set of $\mathcal{M}_{L}$.

Remark 2.3. If $\left\{B_{1}=M_{1}-N_{1}, \ldots, B_{s}=M_{s}-N_{s}\right\}$ is a generating set of $I_{L}$, then $\mathcal{M}_{L}=\left(M_{1}, \ldots, M_{s}, N_{1}, \ldots, N_{s}\right)$.

Let $\mathcal{T}$ be the set of all $E \subset\{1, \ldots, m\}$ such that $E=\operatorname{supp}(M)$, where $M$ is an indispensable monomial of $I_{L}$. We shall denote by $\mathcal{T}_{\min }$ the set of minimal elements of $\mathcal{T}$.

Definition 2.4. We associate to $L$ the simplicial complex $\Gamma_{L}$ with vertices the elements of $\mathcal{T}_{\text {min }}$. Let $T=\left\{E_{1}, \ldots, E_{k}\right\}$ be a subset of $\mathcal{T}_{\text {min }}$, then $T \in \Gamma_{L}$ if
(1) for every $E_{i}, 1 \leq i \leq k$, there exists a monomial $M_{i}$ with $\operatorname{supp}\left(M_{i}\right)=E_{i}$ and
(2) the monomials $M_{1}, \ldots, M_{k}$ have the same $\mathcal{A}$-degree, i.e. it holds that

$$
\operatorname{deg}_{\mathcal{A}}\left(M_{1}\right)=\operatorname{deg}_{\mathcal{A}}\left(M_{2}\right)=\cdots=\operatorname{deg}_{\mathcal{A}}\left(M_{k}\right)
$$

A non-zero vector $\mathbf{u}=\left(u_{1}, \ldots, u_{m}\right) \in \operatorname{ker}_{\mathbb{Z}}(\mathcal{A})$ is called a circuit if its support is minimal with respect to inclusion, namely there exists no other vector $\mathbf{v} \in \operatorname{ker}_{\mathbb{Z}}(\mathcal{A})$ $\operatorname{such}$ that $\operatorname{supp}(\mathbf{v}) \varsubsetneqq \operatorname{supp}(\mathbf{u})$, and the coordinates of $\mathbf{u}$ are relatively prime. The
binomial $\mathbf{x}^{\mathbf{u}_{+}-\mathbf{x}^{\mathbf{u}_{-}} \in I_{\mathcal{A}} \text { is called also circuit. We will make the connection between }}$ the elements of $\Gamma_{L}$ and the circuits of $I_{\mathcal{A}}$.
Lemma 2.5. If $E \in \mathcal{T}_{\text {min }}$, then
(1) there exists no circuit $\mathbf{x}^{\mathbf{u}_{+}}-\mathbf{x}^{\mathbf{u}_{-}} \in I_{\mathcal{A}}$ such that $\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{+}}\right) \varsubsetneqq E$ or $\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{-}}\right) \varsubsetneqq E$.
(2) there exists a circuit $\mathbf{x}^{\mathbf{u}_{+}}-\mathbf{x}^{\mathbf{u}_{-}} \in I_{\mathcal{A}}$ such that $\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{+}}\right)=E$ or $\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{-}}\right)=$ $E$.

Proof. (1) Suppose that $I_{\mathcal{A}}$ has a circuit $\mathbf{x}^{\mathbf{u}_{+}}-\mathbf{x}^{\mathbf{u}_{-}}$such that $\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{+}}\right) \varsubsetneqq E$. Since $\mathbf{u} \in \operatorname{ker}_{\mathbb{Z}}(\mathcal{A})=\operatorname{Sat}(L)$, there exists a positive integer $d$ such that $L \ni d \mathbf{u}=\mathbf{v}$. Notice that $\operatorname{supp}\left(\mathbf{v}_{+}\right)=\operatorname{supp}\left(\mathbf{u}_{+}\right)$and $\operatorname{supp}\left(\mathbf{v}_{-}\right)=\operatorname{supp}\left(\mathbf{u}_{-}\right)$. Since $\operatorname{supp}\left(\mathbf{v}_{+}\right) \varsubsetneqq E$ and $E \in \mathcal{T}_{\text {min }}$, the monomial $\mathbf{x}^{\mathbf{v}+}$ is not indispensable. Thus there exists an indispensable monomial $M$ of $I_{L}$ such that $M$ divides $\mathbf{x}^{\mathbf{v}}$ and $M \neq \mathbf{x}^{\mathbf{v}_{+}}$. As a consequence $\left.\operatorname{supp}(M) \subseteq \operatorname{supp}\left(\mathbf{x}^{\mathbf{v}+}\right)\right)$ and therefore $\operatorname{supp}(M) \varsubsetneqq E$, a contradiction to the fact that $E \in \mathcal{T}_{\text {min }}$.
(2) Let $E=\operatorname{supp}\left(\mathbf{x}^{\mathbf{v}_{+}}\right)$where $\mathbf{x}^{\mathbf{v}_{+}}-\mathbf{x}^{\mathbf{v}_{-}} \in I_{L}$ and $\mathbf{x}^{\mathbf{v}_{+}}$is an indispensable monomial of $I_{L}$. The vector $\mathbf{v}=\mathbf{v}_{+}-\mathbf{v}_{-} \in \operatorname{ker}_{\mathbb{Z}}(\mathcal{A})$ and therefore there exists, from Proposition 4.10 of [16], a circuit $\mathbf{u}$ conformal to $\mathbf{v}$, i.e. $\operatorname{supp}\left(\mathbf{u}_{+}\right) \subseteq \operatorname{supp}\left(\mathbf{v}_{+}\right)$and $\operatorname{supp}\left(\mathbf{u}_{-}\right) \subseteq \operatorname{supp}\left(\mathbf{v}_{-}\right)$. Thus $\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{+}}\right) \subseteq \operatorname{supp}\left(\mathbf{x}^{\mathbf{v}_{+}}\right)=E$, so we have, from (1), that necessarily $E=\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{+}}\right)$.

We shall denote by $\mathcal{C}_{\mathcal{A}}$ the set of circuits of $\mathcal{A}$. Put

$$
\mathcal{C}:=\left\{E \subset\{1, \ldots, m\} \mid \operatorname{supp}\left(\mathbf{u}_{+}\right)=E \text { or } \operatorname{supp}\left(\mathbf{u}_{-}\right)=E \text { where } \mathbf{u} \in \mathcal{C}_{\mathcal{A}}\right\}
$$

Let $\mathcal{C}_{\text {min }}$ be the set of minimal elements of $\mathcal{C}$.
Proposition 2.6. It holds that $\mathcal{T}_{\text {min }}=\mathcal{C}_{\text {min }}$.
Proof. By Lemma 2.5 we have that $\mathcal{T}_{\text {min }} \subseteq \mathcal{C}_{\text {min }}$. Conversely consider a set $E \in \mathcal{C}_{\text {min }}$, then $E=\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{+}}\right)$where $\mathbf{x}^{\mathbf{u}_{+}} \in \mathbf{x}^{\mathbf{u}_{-}} \in I_{\mathcal{A}}$ is a circuit. Since $\mathbf{u} \in \operatorname{ker}_{\mathbb{Z}}(\mathcal{A})=\operatorname{Sat}(L)$, there exists a positive integer $d$ such that $L \ni d \mathbf{u}=\mathbf{v}$. Notice that $\operatorname{supp}\left(\mathbf{x}^{\mathbf{v}_{+}}\right)=\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{+}}\right)$and $\operatorname{supp}\left(\mathbf{x}^{\mathbf{v}-}\right)=\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{-}}\right)$. Since $\mathbf{x}^{\mathbf{v}_{+}}$belongs to the monomial ideal $\mathcal{M}_{L}$, there exists an indispensable monomial $M$ of $I_{L}$ with $\operatorname{supp}(M) \in \mathcal{T}_{\text {min }}$ such that $\operatorname{supp}(M) \subseteq \operatorname{supp}\left(\mathbf{x}^{\mathbf{v}+}\right)$. Now Lemma 2.5 implies that $\operatorname{supp}(M) \in \mathcal{C}_{\text {min }}$. But $\operatorname{supp}(M) \subseteq E$ and also $E \in \mathcal{C}_{\text {min }}$, so $E=\operatorname{supp}(M)$.

Remark 2.7. (1) In [7] a simplicial complex $\Delta_{\mathcal{A}}$ is associated to the vector configuration $\mathcal{A}$. By Proposition 2.6 the simplicial complex $\Gamma_{L}$ has the same vertex set with $\Delta_{\mathcal{A}}$. It is not hard to check that they are actually identical.
(2) By Theorem 4.2 (ii) of $[7],\left\{E, E^{\prime}\right\}$ is an edge of $\Gamma_{L}$ if and only if there is a circuit $\mathbf{x}^{\mathbf{u}_{+}}-\mathbf{x}^{\mathbf{u}_{-}} \in I_{\mathcal{A}}$ such that $E=\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{+}}\right)$and $E^{\prime}=\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{-}}\right)$.
Example 2.8. Consider the lattice $L=\operatorname{ker}_{\mathbb{Z}}(\mathcal{A})$ where $\mathcal{A}$ is the set of columns of the matrix

$$
P=\left(\begin{array}{llllllllllll}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 3 & 0 & 1 & 2 & 1 & 2 \\
1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 2 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 2 \\
0 & 1 & 1 & 1 & 1 & 2 & 1 & 2 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 1 & 0
\end{array}\right) .
$$

The toric ideal $I_{\mathcal{A}}$ is minimally generated by the following binomials:
$B_{1}=x_{2} x_{5}-x_{3} x_{4}, B_{2}=x_{1} x_{6}-x_{3} x_{4}, B_{3}=x_{1} x_{4}-x_{2} x_{9}, B_{4}=x_{1} x_{5}-x_{3} x_{9}$, $B_{5}=x_{4} x_{5}-x_{6} x_{9}, B_{6}=x_{10}^{2}-x_{5} x_{7}, B_{7}=x_{11}^{2}-x_{8} x_{9}^{2}, B_{8}=x_{9}^{2}-x_{12}$.
The circuits of $\mathcal{A}$ are

$$
\begin{gathered}
\mathcal{C}_{\mathcal{A}}=\left\{x_{2} x_{5}-x_{3} x_{4}, x_{1} x_{6}-x_{3} x_{4}, x_{1} x_{6}-x_{2} x_{5}, x_{1} x_{4}-x_{2} x_{9}, x_{1}^{2} x_{4}^{2}-x_{2}^{2} x_{12}, x_{1} x_{5}-x_{3} x_{9},\right. \\
x_{1}^{2} x_{5}^{2}-x_{3}^{2} x_{12}, x_{4} x_{5}-x_{6} x_{9}, x_{4}^{2} x_{5}^{2}-x_{6}^{2} x_{12}, x_{10}^{2}-x_{5} x_{7}, x_{11}^{2}-x_{8} x_{9}^{2}, x_{11}^{2}-x_{8} x_{12}, x_{9}^{2}-x_{12}, \\
x_{2} x_{10}^{2}-x_{3} x_{4} x_{7}, x_{2} x_{10}^{2}-x_{1} x_{6} x_{7}, x_{1}^{2} x_{6}-x_{2} x_{3} x_{9}, x_{1}^{4} x_{6}^{2}-x_{2}^{2} x_{3}^{2} x_{12}, x_{3} x_{4}^{2}-x_{2} x_{6} x_{9}, \\
x_{3}^{2} x_{4}^{4}-x_{2}^{2} x_{6}^{2} x_{12}, x_{2} x_{5}^{2}-x_{3} x_{6} x_{9}, x_{2}^{2} x_{5}^{4}-x_{3}^{2} x_{6}^{2} x_{12}, x_{1} x_{10}^{2}-x_{3} x_{7} x_{9}, x_{1}^{2} x_{10}^{4}-x_{3}^{2} x_{7}^{2} x_{12}, \\
x_{4} x_{10}^{2}-x_{6} x_{7} x_{9}, x_{4}^{2} x_{10}^{4}-x_{6}^{2} x_{7}^{2} x_{12}, x_{2}^{2} x_{11}^{2}-x_{1}^{2} x_{4}^{2} x_{8}, x_{3}^{2} x_{11}^{2}-x_{1}^{2} x_{5}^{2} x_{8}, \\
x_{6}^{2} x_{11}^{2}-x_{4}^{2} x_{5}^{2} x_{8}, x_{2} x_{10}^{4}-x_{3} x_{6}^{2} x_{7}^{2} x_{9}, x_{2}^{2} x_{10}^{8}-x_{3}^{2} x_{6}^{2} x_{7}^{4} x_{12}, x_{1}^{4} x_{6}^{2} x_{8}-x_{2}^{2} x_{3}^{2} x_{11}^{2}, \\
\left.x_{2}^{2} x_{6}^{2} x_{11}^{2}-x_{3}^{2} x_{4}^{4} x_{8}, x_{3}^{2} x_{6}^{2} x_{11}^{2}-x_{2}^{2} x_{5}^{4} x_{8}, x_{3}^{2} x_{7}^{2} x_{11}^{2}-x_{1}^{2} x_{8} x_{10}^{4}, x_{6}^{2} x_{7}^{2} x_{11}^{2}-x_{4}^{2} x_{8} x_{10}^{4}\right\} .
\end{gathered}
$$

Thus the complex $\Gamma_{L}$ has 11 vertices: $E_{1}=\{1,4\}, E_{2}=\{1,5\}, E_{3}=\{1,6\}$, $E_{4}=\{2,5\}, E_{5}=\{3,4\}, E_{6}=\{4,5\}, E_{7}=\{5,7\}, E_{8}=\{9\}, E_{9}=\{10\}$, $E_{10}=\{11\}, E_{11}=\{12\}$.
From the circuits it follows also that $\Gamma_{L}$ has 4 connected components which are vertices, namely $\left\{E_{1}\right\},\left\{E_{2}\right\},\left\{E_{6}\right\}$ and $\left\{E_{10}\right\}, 2$ connected components which are edges, namely $\left\{E_{7}, E_{9}\right\}$ and $\left\{E_{8}, E_{11}\right\}$, and 1 connected component which is a 2-simplex, namely $\left\{E_{3}, E_{4}, E_{5}\right\}$.

The induced subcomplex $\mathcal{D}^{\prime}$ of a simplicial complex $\mathcal{D}$ by certain vertices $\mathcal{V}^{\prime} \subset \mathcal{V}$ is the subcomplex of $\mathcal{D}$ with vertices $\mathcal{V}^{\prime}$ and $T \subset \mathcal{V}^{\prime}$ is a simplex of the subcomplex $\mathcal{D}^{\prime}$ if $T$ is a simplex of $\mathcal{D}$. A subcomplex $H$ of $\mathcal{D}$ is called a spanning subcomplex if both have exactly the same set of vertices.

Let $F$ be a polynomial in $K\left[x_{1}, \ldots, x_{m}\right]$. We associate to $F$ the induced subcomplex $\Gamma_{L}(F)$ of $\Gamma_{L}$ consisting of those vertices $E_{i} \in \mathcal{T}_{\text {min }}$ with the property: there exists a monomial $M$ in $F$ such that $E_{i}=\operatorname{supp}(M)$.
The next theorem provides a necessary condition under which a set of polynomials in the lattice ideal $I_{L}$ generates the radical of $I_{L}$ up to radical.

Theorem 2.9. Let $K$ be any field. If $\operatorname{rad}\left(I_{L}\right)=\operatorname{rad}\left(F_{1}, \ldots, F_{s}\right)$ for some polynomials $F_{1}, \ldots, F_{s}$ in $I_{L}$, then $\cup_{i=1}^{s} \Gamma_{L}\left(F_{i}\right)$ is a spanning subcomplex of $\Gamma_{L}$.
Proof. Let $E=\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{+}}\right) \in \mathcal{T}_{\text {min }}$, where $B=\mathbf{x}^{\mathbf{u}_{+}}-\mathbf{x}^{\mathbf{u}_{-}} \in I_{L}$ and the monomial $\mathrm{x}^{\mathbf{u}_{+}}$is indispensable of $I_{L}$. We will prove that there is a monomial $M$ in some $F_{j}$, $1 \leq j \leq s$, such that $E=\operatorname{supp}(M)$. Since $\operatorname{rad}\left(I_{L}\right)=\operatorname{rad}\left(F_{1}, \ldots, F_{s}\right)$, there is a power $B^{r}, r \geq 1$, that belongs to the ideal $J=\left(F_{1}, \ldots, F_{s}\right) \subset K\left[x_{1}, \ldots, x_{m}\right]$. As a consequence there exists a monomial $M$ in some $F_{j}, 1 \leq j \leq s$, dividing the mono$\operatorname{mial}\left(\mathbf{x}^{\mathbf{u}_{+}}\right)^{r}, \operatorname{so~} \operatorname{supp}(M) \subseteq \operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{+}}\right)=E$. Since $F_{j} \in I_{L}$ and $I_{L}$ is generated by binomials, there exists a binomial $\mathbf{x}^{\mathbf{v}_{+}}-\mathbf{x}^{\mathbf{v}_{-}} \in I_{L}$ such that $\mathbf{x}^{\mathbf{v}_{+}}$divides $M$. But $\mathrm{x}^{\mathbf{v}+}$ belongs to $\mathcal{M}_{L}$, so there exists an indispensable monomial $N$ of $I_{L}$ such that $N$ divides $\mathbf{x}^{\mathbf{v}_{+}}$. Thus $N$ divides $M$ and therefore $\operatorname{supp}(N) \subseteq \operatorname{supp}(M) \subseteq E$. Since $E \in \mathcal{T}_{\text {min }}$, we have that $E=\operatorname{supp}(N)$ and therefore $E=\operatorname{supp}(M)$.

Remark 2.10. Let $F$ be an $\mathcal{A}$-homogeneous polynomial of $I_{L}$, then the simplicial complex $\Gamma_{L}(F)$ is a simplex. To see this suppose that $\Gamma_{L}(F) \neq \emptyset$ and let $T=$ $\left\{E_{1}, \ldots, E_{k}\right\}$ be the set of vertices of $\Gamma_{L}(F)$. For every $1 \leq i \leq k$ we have that $E_{i} \in \mathcal{T}_{\text {min }}$, so, from Theorem 2.9, there exists a monomial $M_{i}, 1 \leq i \leq k$, in $F$ such that $E_{i}=\operatorname{supp}\left(M_{i}\right)$. But $F$ is $\mathcal{A}$-homogeneous, so the monomials $M_{1}, \ldots, M_{k}$ have
the same $\mathcal{A}$-degree. By the definition of the simplicial complex $\Gamma_{L}$, we have that $\Gamma_{L}(F)$ is a simplex of $\Gamma_{L}$.

Combining Theorem 2.9 and Remark 2.10 we take the following corollary.
Corollary 2.11. If $\operatorname{rad}\left(I_{L}\right)=\operatorname{rad}\left(F_{1}, \ldots, F_{s}\right)$ for some $\mathcal{A}$-homogeneous polynomials $F_{1}, \ldots, F_{s}$ in $I_{L}$, then $\cup_{i=1}^{s} \Gamma_{L}\left(F_{i}\right)$ is a spanning subcomplex of $\Gamma_{L}$. Furthermore, each $\Gamma_{L}\left(F_{i}\right)$ is a simplex of $\Gamma_{L}$.

Remark 2.12. Since any binomial $B=M-N \in I_{L}$ is $\mathcal{A}$-homogeneous, Corollary 2.11 is still valid if we replace every polynomial $F_{i}, 1 \leq i \leq s$, with a binomial $B_{i}$. Notice that each $\Gamma_{L}\left(B_{i}\right)$ will be either 1 -simplex, 0 -simplex or the empty set.

Let $\mathcal{D}$ be a simplicial complex on the vertex set $\mathcal{V}$ and let $J$ be a subset of $\Omega=\{0,1, \ldots, \operatorname{dim}(\mathcal{D})\}$. A set $\mathcal{N}=\left\{T_{1}, \ldots, T_{s}\right\}$ of simplices of $\mathcal{D}$ is called a $J$ matching in $\mathcal{D}$ if $T_{k} \cap T_{l}=\emptyset$ for every $1 \leq k, l \leq s$ and $\operatorname{dim}\left(T_{k}\right) \in J$ for every $1 \leq k \leq s$. Let $\operatorname{supp}(\mathcal{N})=\cup_{i=1}^{s} T_{i}$, which is a subset of the vertices $\mathcal{V}$. A $J$ matching in $\mathcal{D}$ is called a perfect matching if $\operatorname{supp}(\mathcal{N})=\mathcal{V}$.
A $J$-matching $\mathcal{N}$ in $\mathcal{D}$ is called a maximal $J$-matching if $\operatorname{supp}(\mathcal{N})$ has the maximum possible cardinality among all $J$-matchings.
Given a maximal $J$-matching $\mathcal{N}=\left\{T_{1}, \ldots, T_{s}\right\}$ in $\mathcal{D}$, we shall denote by $\operatorname{card}(\mathcal{N})$ the cardinality $s$ of the set $\mathcal{N}$. In addition, by $\delta(\mathcal{D})_{J}$ we denote the minimum of the set

$$
\{\operatorname{card}(\mathcal{N}) \mid \mathcal{N} \text { is a maximal } J-\text { matching in } \mathcal{D} .\}
$$

It follows from the definitions that if $\mathcal{D}=\cup_{i=1}^{t} \mathcal{D}^{i}$, then

$$
\delta(\mathcal{D})_{\{0,1\}}=\sum_{i=1}^{t} \delta\left(\mathcal{D}^{i}\right)_{\{0,1\}}
$$

where $\mathcal{D}^{i}$ are the connected components of $\mathcal{D}$.
We denote by $c_{\mathcal{D}}$ the smallest number $s$ of simplices $T_{i}$ of $\mathcal{D}$, such that the subcomplex $\bigcup_{i=1}^{s} T_{i}$ is spanning. While by $b_{\mathcal{D}}$ we denote the smallest number $s$ of 1 -simplices or 0 -simplices $T_{i}$ of $\mathcal{D}$, such that the subcomplex $\bigcup_{i=1}^{s} T_{i}$ is spanning.
Theorem 2.13. Let $K$ be any field, then $\operatorname{bar}\left(I_{L}\right) \geq \delta\left(\Gamma_{L}\right)_{\{0,1\}}$ and $\operatorname{ara}_{\mathcal{A}}\left(I_{L}\right) \geq$ $\delta\left(\Gamma_{L}\right)_{\Omega}$.
Proof. By Corollary 2.11 and Remark 2.12 we have that $\operatorname{bar}\left(I_{L}\right) \geq b_{\Gamma_{L}}$ and $\operatorname{ara}_{\mathcal{A}}\left(I_{L}\right) \geq c_{\Gamma_{L}}$. Now Proposition 3.3 of [7] asserts that $b_{\Gamma_{L}}=\delta\left(\Gamma_{L}\right)_{\{0,1\}}$ and $c_{\Gamma_{L}}=\delta\left(\Gamma_{L}\right)_{\Omega}$. Thus $\operatorname{bar}\left(I_{L}\right) \geq \delta\left(\Gamma_{L}\right)_{\{0,1\}}$ and $\operatorname{ara}_{\mathcal{A}}\left(I_{L}\right) \geq \delta\left(\Gamma_{L}\right)_{\Omega}$.

For a vector configuration $\mathcal{B}=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{s}\right\} \subset \mathbb{Z}^{m}$, we denote by $\sigma=\operatorname{pos}_{\mathbb{Q}}(\mathcal{B})$ the rational polyhedral cone consisting of all non-negative linear rational combinations of the vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{s}$. Furthermore, $\mathcal{B}$ is called extremal if for any $\mathcal{S} \varsubsetneqq \mathcal{B}$ we have $\operatorname{pos}_{\mathbb{Q}}(\mathcal{S}) \varsubsetneqq \operatorname{pos}_{\mathbb{Q}}(\mathcal{B})$.
In [5] they associated to every lattice ideal $I_{L}$ the rational polyhedral cone $\sigma=$ $\operatorname{pos}_{\mathbb{Q}}(\mathcal{A})$ and the simplicial complex $\mathcal{D}_{\sigma}$. As they have shown, combinatorial invariants of $\mathcal{D}_{\sigma}$ provide lower bounds for $\operatorname{bar}\left(I_{L}\right)$ and $\operatorname{ara}_{\mathcal{A}}\left(I_{L}\right)$. More precisely it holds that $\operatorname{bar}\left(I_{L}\right) \geq \delta\left(\mathcal{D}_{\sigma}\right)_{\{0,1\}}$ and $\operatorname{ara}_{\mathcal{A}}\left(I_{L}\right) \geq \delta\left(\mathcal{D}_{\sigma}\right)_{\{\Omega\}}$ (see also Theorem 3.5 of [7]). Moreover, it was proved in Theorem 4.6 of [7] that, for an extremal vector configuration $\mathcal{A}$, it holds that $\Delta_{\mathcal{A}}=\mathcal{D}_{\sigma}$, so in this case $\delta\left(\Gamma_{L}\right)_{\{0,1\}}=\delta\left(\mathcal{D}_{\sigma}\right)_{\{0,1\}}$ and $\delta\left(\Gamma_{L}\right)_{\Omega}=\delta\left(\mathcal{D}_{\sigma}\right)_{\Omega}$. Generally speaking, our lower bounds are essentially different from those derived in [5]. The following example shows this fact.

Example 2.14. Let $L=\operatorname{ker}_{\mathbb{Z}}(\mathcal{A})$ be the lattice of the Example 2.8. We have that $\delta\left(\Gamma_{L}\right)_{\{0,1\}}=8$, attained by the maximal $\{0,1\}$-matching

$$
\left\{\left\{E_{1}\right\},\left\{E_{2}\right\},\left\{E_{6}\right\},\left\{E_{10}\right\},\left\{E_{7}, E_{9}\right\},\left\{E_{8}, E_{11}\right\},\left\{E_{3}, E_{4}\right\},\left\{E_{5}\right\}\right\}
$$

so Theorem 2.13 implies that $\operatorname{bar}\left(I_{\mathcal{A}}\right) \geq 8$. Actually $\operatorname{bar}\left(I_{\mathcal{A}}\right)=8$, since $\mu\left(I_{\mathcal{A}}\right)=8$. Furthermore $\delta\left(\Gamma_{L}\right)_{\{0,1,2\}}=7$, attained by the maximal $\{0,1,2\}$-matching

$$
\left\{\left\{E_{1}\right\},\left\{E_{2}\right\},\left\{E_{6}\right\},\left\{E_{10}\right\},\left\{E_{7}, E_{9}\right\},\left\{E_{8}, E_{11}\right\},\left\{E_{3}, E_{4}, E_{5}\right\}\right\}
$$

and therefore, from Theorem 2.13, the inequality $\operatorname{ara}_{\mathcal{A}}\left(I_{\mathcal{A}}\right) \geq 7$ holds. Let $\mathcal{Q}$ be the ideal in $K\left[x_{1}, \ldots, x_{9}\right]$ generated by the binomials $B_{i}, 1 \leq i \leq 5$, and let $F=$ $x_{1}^{2} x_{6}^{2}-x_{2}^{2} x_{5}^{2}+x_{3}^{2} x_{4}^{2}-x_{2} x_{3} x_{6} x_{9} \in \mathcal{Q}$. Then the set of $\mathcal{A}$-homogeneous polynomials $\mathcal{S}=\left\{F, B_{3}, B_{4}, B_{5}\right\} \subset \mathcal{Q}$ generates $\operatorname{rad}(\mathcal{Q})$ up to radical, because the polynomials $B_{1}^{3}$ and $B_{2}^{3}$ belong to the ideal generated by the polynomials in $\mathcal{S}$. Consequently $I_{\mathcal{A}}$ is generated up to radical by seven $\mathcal{A}$-homogenous polynomials, namely $B_{i}$, $3 \leq i \leq 8$, and $F$. Thus $\operatorname{ara}_{\mathcal{A}}\left(I_{\mathcal{A}}\right)=7$.
Notice that $\mathcal{A}$ is not an extremal configuration. Actually $\mathcal{B}=\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{8}, \mathbf{a}_{9}\right\} \varsubsetneqq \mathcal{A}$ is an extremal vector configuration. To compute the simplicial complex $\Delta_{\mathcal{B}}=\mathcal{D}_{\sigma}$ one should find the circuits of the toric ideal $I_{\mathcal{B}}$. Proposition 4.13 in [16] asserts that the circuits of $I_{\mathcal{B}}$ are $\mathcal{C}_{\mathcal{B}}=\mathcal{C}_{\mathcal{A}} \cap K\left[x_{1}, \ldots, x_{9}\right]$. The simplicial complex $\Gamma_{k e r_{\mathcal{Z}}(\mathcal{B})}$ has 9 vertices, namely $E_{i}, 1 \leq i \leq 6, E_{7}^{\prime}=\{2,9\}, E_{8}^{\prime}=\{3,9\}$ and $E_{9}^{\prime}=\{6,9\}$. Furthermore it has 3 connected components which are edges, namely $\left\{E_{1}, E_{7}^{\prime}\right\}$, $\left\{E_{2}, E_{8}^{\prime}\right\}$ and $\left\{E_{6}, E_{9}^{\prime}\right\}$, and also 1 connected component which is a 2 -simplex, namely $\left\{E_{3}, E_{4}, E_{5}\right\}$. It follows easily that $\delta\left(\mathcal{D}_{\sigma}\right)_{\{0,1\}}=\delta\left(\Delta_{\mathcal{B}}\right)_{\{0,1\}}=5$ and also $\delta\left(\mathcal{D}_{\sigma}\right)_{\{0,1,2\}}=\delta\left(\Delta_{\mathcal{B}}\right)_{\{0,1\}}=4$. Remark that $\operatorname{ht}\left(I_{\mathcal{A}}\right)=6$.
Proposition 2.15. Let $q$ be the number of vertices of $\mathcal{T}_{\min }$, then $\operatorname{bar}\left(I_{L}\right) \geq\left\lceil\frac{q}{2}\right\rceil$.
Proof. By Remark 2.5 in [7] every maximal $\{0,1\}$-matching in $\Gamma_{L}$ is perfect. Clearly $\delta\left(\Gamma_{L}\right)_{\{0,1\}} \geq\left\lceil\frac{q}{2}\right\rceil$ and therefore we have, from Theorem 2.13, that $\operatorname{bar}\left(I_{L}\right) \geq$ $\left\lceil\frac{q}{2}\right\rceil$.

In this work our basic aim is to study when the equality $\operatorname{bar}\left(I_{L}\right)=\mu\left(I_{L}\right)$ holds. Of particular interest is the case that $I_{L}$ has a generating set $\left\{B_{1}, \ldots, B_{t}\right\}$ such that every binomial $B_{i}$ is a difference of squarefree monomials. The next theorem asserts that the above equality holds for such ideals, under the assumption that the lattice ideal $I_{L}$ is generated by its indispensable.

Theorem 2.16. Suppose that the lattice ideal $I_{L}$ has a binomial generating set $\left\{B_{1}, \ldots, B_{t}\right\}$ such that every $B_{i}, 1 \leq i \leq t$, is a difference of squarefree monomials. If $I_{L}$ has a unique minimal system of binomial generators, then $\operatorname{bar}\left(I_{L}\right)=\mu\left(I_{L}\right)$.
Proof. Since $I_{L}$ is generated by binomials which are differences of squarefree monomials, every indispensable monomial of $I_{L}$ is squarefree. First we prove that the support of every indispensable monomial $M$ of $I_{L}$ belongs to $\mathcal{T}_{\min }$. If there exists an indispensable monomial $N$ of $I_{L}$ such that $\operatorname{supp}(N) \varsubsetneqq \operatorname{supp}(M)$, then $N$ divides $M$ and $N \neq M$, a contradiction to the fact that $M$ is indispensable. Let $\mathcal{P}$ be the unique minimal binomial generating set of $I_{L}$. We claim that for an indispensable monomial $M$ of $I_{L}$ there exists exactly one binomial $B \in \mathcal{P}$ such that $M$ is a monomial of $B$. Let $B=M-N$ and suppose that there exists another binomial $B^{\prime} \in \mathcal{P}$ such that $B^{\prime}=M-N^{\prime}$. Then we can replace $B$ by $B^{\prime}$ and $N-N^{\prime}$ in $\mathcal{P}$, thus obtaining a system of generators of $I_{L}$ not containing $B$ which is not possible by

Definition 2.2. Let $q$ be the number of vertices of $\mathcal{T}_{\text {min }}$ and $s=\mu\left(I_{L}\right)$, then $q=2 s$ and therefore we have, from Proposition 2.15, that $\operatorname{bar}\left(I_{L}\right) \geq s$. Consequently $\operatorname{bar}\left(I_{L}\right)=s$.

## 3. The case of toric ideals associated with graphs

In this section we consider a special class of lattice ideals, namely toric ideals associated with graphs. In the sequel, all graphs under consideration are finite, simple and connected. Recall that a simple graph is an abstract simplicial complex consisting only of vertices and edges. To every graph $G$ is associated the toric ideal $I_{\mathcal{A}_{G}}$. We study the equality $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right)=\mu\left(I_{\mathcal{A}_{G}}\right)$, when $I_{\mathcal{A}_{G}}$ has a generating set $\left\{B_{1}, \ldots, B_{t}\right\}$ such that every binomial $B_{i}$ is a difference of squarefree monomials.

### 3.1. Basics on toric ideals of graphs.

Let $G$ be a graph on the vertex set $\mathcal{V}(G)=\left\{v_{1}, \ldots, v_{n}\right\}$ with edges $\mathcal{E}(G)=$ $\left\{e_{1}, \ldots, e_{m}\right\}$. Consider one variable $x_{i}$ for each $e_{i}$ and form the polynomial ring $K\left[x_{1}, \ldots, x_{m}\right]$ over any field $K$. To every edge $e=\left\{v_{i}, v_{j}\right\} \in \mathcal{E}(G)$ we associate the vector $\mathbf{a}_{e}=(0, \ldots, 0,1,0, \ldots, 0,1,0, \ldots, 0) \in \mathbb{Z}^{n}$ with exactly two 1 's, which are in $i$ and $j$ position, and the rest of its entries equal to zero. Let $\mathcal{A}_{G}=\left\{\mathbf{a}_{e} \mid e \in \mathcal{E}(G)\right\}$ and consider the toric ideal $I_{\mathcal{A}_{G}} \subset K\left[x_{1}, \ldots, x_{m}\right]$.

Notation 3.1. For the sake of simplicity we are going to write $\mathbf{a}_{i}, 1 \leq i \leq m$, instead of $\mathbf{a}_{e_{i}}$ and $\Gamma_{G}$ for the simplicial complex $\Gamma_{k e r_{\mathbb{Z}}\left(\mathcal{A}_{G}\right)}$.

A walk of length $s$ of $G$ is a finite sequence of the form

$$
w=\left(\left\{v_{1}, v_{2}\right\},\left\{v_{2}, v_{3}\right\}, \ldots,\left\{v_{s}, v_{s+1}\right\}\right)
$$

We say that the walk is closed if $v_{1}=v_{s+1}$. An even (respectively odd) closed walk is a closed walk of even (respectively odd) length. A cycle of $G$ is a closed walk $w=\left(\left\{v_{1}, v_{2}\right\},\left\{v_{2}, v_{3}\right\}, \ldots,\left\{v_{s}, v_{1}\right\}\right)$ with $v_{i} \neq v_{j}$, for every $1 \leq i<j \leq s$.
For an even closed walk $w=\left(e_{i_{1}}, e_{i_{2}}, \ldots, e_{i_{2 s}}\right)$ of $G$ with each $e_{k} \in \mathcal{E}(G)$, it holds that

$$
\phi\left(\prod_{k=1}^{s} x_{i_{2 k-1}}\right)=\phi\left(\prod_{k=1}^{s} x_{i_{2 k}}\right)
$$

and therefore the binomial

$$
B_{w}:=\prod_{k=1}^{s} x_{i_{2 k-1}}-\prod_{k=1}^{s} x_{i_{2 k}}
$$

belongs to $I_{\mathcal{A}_{G}}$. We often employ the abbreviated notation

$$
B_{w}=B_{w}^{(+)}-B_{w}^{(-)},
$$

where

$$
B_{w}^{(+)}=\prod_{k=1}^{s} x_{i_{2 k-1}}, B_{w}^{(-)}=\prod_{k=1}^{s} x_{i_{2 k}}
$$

From Proposition 3.1 in [17] we have that every toric ideal $I_{\mathcal{A}_{G}}$ is generated by binomials of the above form.

Remark 3.2. The toric ideal $I_{\mathcal{A}_{G}}$ has no binomials of the form $B=x_{i}^{u_{i}}-\mathbf{x}^{\mathbf{v}}$ where $i \notin \operatorname{supp}\left(\mathbf{x}^{\mathbf{v}}\right)$. If $I_{\mathcal{A}_{G}}$ has such a binomial $B$, then $\operatorname{deg}_{\mathcal{A}_{G}}\left(x_{i}^{u_{i}}\right)=\operatorname{deg}_{\mathcal{A}_{G}}\left(\mathbf{x}^{\mathbf{v}}\right)$. Combining this fact together with that the entries of every $\mathbf{a}_{j}, 1 \leq j \leq m$, are either 0 or 1 and exactly two of them are equal to 1 , we arrive at a contradiction.

A binomial $B \in I_{\mathcal{A}_{G}}$ is called minimal if it belongs to a minimal system of binomial generators of $I_{\mathcal{A}_{G}}$. Every minimal binomial is primitive, see [10], [16].
 exists no other binomial $\mathbf{x}^{\mathbf{v}_{+}}-\mathbf{x}^{\mathbf{v}_{-}} \in I_{\mathcal{A}_{G}}$ such that $\mathbf{x}^{\mathbf{v}_{+}}$divides $\mathbf{x}^{\mathbf{u}_{+}}$and $\mathbf{x}^{\mathbf{v}_{-}}$ divides $\mathbf{x}^{\mathbf{u}_{-}}$. For a primitive binomial $B=\mathbf{x}^{\mathbf{u}_{+}}-\mathbf{x}^{\mathbf{u}_{-}} \in I_{\mathcal{A}_{G}}$ we have, from Lemma 3.2 in [11], that $B=B_{w}$ for an even closed walk $w$ of certain type. An even closed walk $w=\left(e_{i_{1}}, \ldots, e_{i_{2 s}}\right)$ of $G$ is called primitive if there exists no even closed walk of $G$ of the form $\left(e_{j_{1}}, \ldots, e_{j_{2 t}}\right)$ with $1 \leq t<s$ such that each $j_{2 k-1}$ belongs to $\left\{i_{1}, i_{3}, \ldots, i_{2 s-1}\right\}$, each $j_{2 k}$ belongs to $\left\{i_{2}, i_{4}, \ldots, i_{2 s}\right\}$ and $j_{2 k-1} \neq j_{l}$ for all $1 \leq k \leq t$ and for all $1 \leq l \leq t$. The walk $w$ is primitive if and only if the binomial $B_{w}$ is primitive.

Every circuit $B \in I_{\mathcal{A}_{G}}$ is also a primitive binomial, so $B=B_{w}$ for an even closed walk $w$ of $G$. The next theorem provides a characterization of all even closed walks $w$ such that $B_{w}$ is a circuit.

Theorem 3.3. ([17]) Let $G$ be a graph. Then a binomial $B \in I_{\mathcal{A}_{G}}$ is a circuit if and only if $B=B_{w}$ where
(1) $w$ is an even cycle or
(2) two odd cycles intersecting in exactly one vertex or
(3) two vertex disjoint odd cycles joined by a path.

Remark 3.4. Let $B_{w}$ be a circuit. Then the monomials $B_{w}^{(+)}, B_{w}^{(-)}$are squarefree if and only if $w$ is an even cycle or two odd cycles intersecting in exactly one vertex.

For the rest of this section we recall some fundamental material from [15]. A cut vertex $v$ in a graph $G$ is a vertex, such that if $v$ is removed, the number of connected components of $G$ increases. A connected graph is said to be biconnected if it does not contain a cut vertex. A maximal biconnected subgraph of a graph is called a block.
Using the fact that every primitive binomial $B_{w}$ is irreducible, we deduce that the set of edges of $w=\left(e_{1}, \ldots, e_{2 s}\right)$ has a partition into two sets, namely $w^{+}=$ $\left\{e_{1}, e_{3}, \ldots, e_{2 s-1}\right\}$ and $w^{-}=\left\{e_{2}, e_{4}, \ldots, e_{2 s}\right\}$. The edges of $w^{+}$are called odd edges of $w$, while the edges of $w^{-}$are called even edges of $w$.

Given a primitive walk

$$
w=\left(e_{1}=\left\{v_{1}, v_{2}\right\}, e_{2}=\left\{v_{2}, v_{3}\right\}, \ldots, e_{2 s}=\left\{v_{2 s}, v_{1}\right\}\right)
$$

of $G$ which has a chord $e=\left\{v_{k}, v_{l}\right\}$ with $1 \leq k<l \leq 2 s$, we have that $e$ breaks $w$ in the walks $\gamma_{1}=\left(e_{1}, \ldots, e_{k-1}, e, e_{l}, \ldots, e_{2 s}\right)$ and $\gamma_{2}=\left(e_{k}, \ldots, e_{l-1}, e\right)$. The chord $e$ is called bridge of $w$ if there are two different blocks $\mathcal{B}_{1}, \mathcal{B}_{2}$ of $w$ such that $v_{k} \in \mathcal{B}_{1}$ and $v_{l} \in \mathcal{B}_{2}$. Furthermore, $e$ is called odd if it is not a bridge and both $\gamma_{1}, \gamma_{2}$ are odd walks. Notice that if $e$ is an odd chord of $w$, then $l-k$ is even.

Definition 3.5. Let $w=\left(\left\{v_{i_{1}}, v_{i_{2}}\right\},\left\{v_{i_{2}}, v_{i_{3}}\right\}, \ldots,\left\{v_{i_{2 s}}, v_{i_{1}}\right\}\right)$ be a primitive walk. Given two odd chords $e_{1}=\left\{v_{i_{t}}, v_{i_{j}}\right\}$ and $e_{2}=\left\{v_{i_{t^{\prime}}}, v_{i_{j^{\prime}}}\right\}$ with $1 \leq t<j \leq 2 s$ and $1 \leq t^{\prime}<j^{\prime} \leq 2 s$, we say that
(1) $e_{1}$ and $e_{2}$ cross effectively in $w$ if $t^{\prime}-t$ is odd and either $t<t^{\prime}<j<j^{\prime}$ or $t^{\prime}<t<j^{\prime}<j$.
(2) $e_{1}$ and $e_{2}$ cross strongly effectively in $w$ if they cross effectively and they don't form an $\mathcal{F}_{4}$ in $w$.

Definition 3.6. Let $w$ be a primitive walk of $G$. We call an $\mathcal{F}_{4}$ of $w$ an even cycle $\xi=\left(e_{i}, e_{j}, e_{k}, e_{l}\right)$ of length 4 consisting of two edges $e_{i}, e_{k}$ of $w$, which are both even or both odd, and the odd chords $e_{j}$ and $e_{l}$ which cross effectively in $w$.
Remark 3.7. (1) If $\xi=\left(e_{i}, e_{j}, e_{k}, e_{l}\right)$ is an $\mathcal{F}_{4}$ of a primitive walk $w$, where $e_{j}$ and $e_{l}$ are two odd chords which cross effectively in $w$, then $x_{i} x_{k}$ divides exactly one of the monomials $B_{w}^{(+)}$and $B_{w}^{(-)}$.
(2) If $B_{w}$ is a minimal binomial which is not indispensable, then combining Theorem 4.13, Proposition 4.10 and Theorem 4.14 in [15] we deduce that the walk $w$ has at least one $\mathcal{F}_{4}$.

Let $\xi=\left(e_{i}, e_{j}, e_{k}, e_{l}\right)$ be an $\mathcal{F}_{4}$ of a primitive walk $w$, where $e_{j}$ and $e_{l}$ are odd chords of $w$. The walk $w$ can be written as $w=\left(w_{1}, e_{i}, w_{2}, e_{k}\right)$, where $w_{1}, w_{2}$ are walks in $G$. Notice that every walk $\gamma$ can be can be regarded as a subgraph of $G$ with vertices the vertices of the walk and edges the edges of the walk $\gamma$. The $\mathcal{F}_{4}$ induces a partition of the vertices of $w$ into the sets $\mathcal{V}\left(w_{1}\right), \mathcal{V}\left(w_{2}\right)$. Where $\mathcal{V}\left(w_{1}\right)$, $\mathcal{V}\left(w_{2}\right)$ denote the set of vertices of $w_{1}$ and $w_{2}$, respectively. We say that an odd chord $e$ of the primitive walk $w$ crosses the $\mathcal{F}_{4}$ if one of the vertices of $e$ belongs to $\mathcal{V}\left(w_{1}\right)$, the other belongs to $\mathcal{V}\left(w_{2}\right)$ and $e$ is different from $e_{j}, e_{l}$.

Example 3.8. Let $G$ be the graph on the vertex set $\left\{v_{1}, \ldots, v_{8}\right\}$ with edges $e_{i}=$ $\left\{v_{i}, v_{i+1}\right\}, 1 \leq i \leq 7, e_{8}=\left\{v_{1}, v_{8}\right\}, e_{9}=\left\{v_{1}, v_{5}\right\}, e_{10}=\left\{v_{2}, v_{4}\right\}, e_{11}=\left\{v_{4}, v_{6}\right\}$ and $e_{12}=\left\{v_{5}, v_{7}\right\}$. Consider the even cycle $w=\left(e_{1}, \ldots, e_{8}\right)$ which has four odd chords, namely $e_{9}, e_{10}, e_{11}$ and $e_{12}$. For instance the odd chords $e_{9}$ and $e_{10}$ don't cross effectively. On the contrary, the odd chords $e_{11}, e_{12}$ cross effectively and they form an $\mathcal{F}_{4}$ of $w$, namely the even cycle $\xi=\left(e_{4}, e_{12}, e_{6}, e_{11}\right)$. The even cycle $w$ can be written as $w=\left(w_{1}, e_{4}, w_{2}, e_{6}\right)$, where $w_{1}=\left(e_{7}, e_{8}, e_{1}, e_{2}, e_{3}\right)$ and $w_{2}=e_{5}$. Now the odd chord $e_{9}$ crosses the $\mathcal{F}_{4}$, since $v_{1} \in \mathcal{V}\left(w_{1}\right)$ and $v_{5} \in \mathcal{V}\left(w_{2}\right)$.

### 3.2. Binomial arithmetical rank of the toric ideal associated with a graph.

Recently H. Ohsugi and T. Hibi ([14]) provided a characterization of all graphs $G$ such that the toric ideal $I_{\mathcal{A}_{G}}$ is generated by circuits of the form $\mathrm{x}^{\mathbf{u}_{+}}-\mathrm{x}^{\mathbf{u}_{-}}$, where both monomials $\mathbf{x}^{\mathbf{u}_{+}}$and $\mathbf{x}^{\mathbf{u}_{-}}$are squarefree. More precisely they proved that the following are equivalent:
(1) $I_{\mathcal{A}_{G}}$ is generated by circuits of the form $\mathbf{x}^{\mathbf{u}_{+}}-\mathrm{x}^{\mathbf{u}_{-}}$, where both monomials $\mathbf{x}^{\mathbf{u}_{+}}$and $\mathrm{x}^{\mathbf{u}_{-}}$are squarefree.
(2) There is no induced subgraph of $G$ consisting of two odd cycles vertex disjoint joined by a path of length $\geq 1$.
From now on every graph $G$, unless otherwise stated, will satisfy the condition ( $\sharp$ ): There is no induced subgraph of $G$ consisting of two odd cycles vertex disjoint joined by a path of length $\geq 1$.

Example 3.9. Let $\xi_{n}=\left(\left\{v_{1}, v_{2}\right\},\left\{v_{2}, v_{3}\right\}, \ldots,\left\{v_{n-1}, v_{n}\right\},\left\{v_{n}, v_{1}\right\}\right)$ be a cycle of length $n \geq 3$. The wheel graph $W_{n+1}$ on the vertex set $\left\{v_{1}, \ldots, v_{n}, v_{n+1}\right\}$ is the graph with edges all the edges of $\xi_{n}$ and also $\left\{v_{i}, v_{n+1}\right\}$ is an edge of $W_{n+1}$, for
every $1 \leq i \leq n$. If $n$ is even, then $v_{n+1}$ is a vertex of every odd cycle of $W_{n+1}$. If $n$ is odd, then any odd cycle of $W_{n+1}$ either coincides with $\xi_{n}$ or has at least 3 vertices, namely $v_{n+1}$ and 2 vertices of $\xi_{n}$. In both cases $W_{n+1}$ has no two odd cycles vertex disjoint, so $W_{n+1}$ satisfies ( $\sharp$ ).

Recall that the vertices of the simplicial complex $\Gamma_{G}$ are exactly the elements of $\mathcal{T}_{\text {min }}$. By Remark 2.7 (2) there is an edge $\left\{E_{i}, E_{j}\right\}$ of $\Gamma_{G}$ if and only if there exists a circuit $\mathbf{x}^{\mathbf{u}_{+}}-\mathbf{x}^{\mathbf{u}_{-}} \in I_{\mathcal{A}_{G}}$ such that $E_{i}=\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{+}}\right)$and $E_{j}=\operatorname{supp}\left(\mathbf{x}^{\mathbf{u}_{-}}\right)$. We will detect the structure of every connected component of the simplicial complex $\Gamma_{G}$.
Proposition 3.10. Let $E=\operatorname{supp}\left(M_{i}\right)$ and $E^{\prime}=\operatorname{supp}\left(M_{j}\right)$ be two vertices of $\Gamma_{G}$, where $M_{i}, M_{j}$ are indispensable monomials of $I_{\mathcal{A}_{G}}$. Then
(1) $\left\{E, E^{\prime}\right\}$ is an edge of $\Gamma_{G}$ if and only if there exists a circuit $B_{w}=M_{i}-M_{j} \in$ $I_{\mathcal{A}_{G}}$.
(2) An edge $\left\{E, E^{\prime}\right\}$ is a connected component of $\Gamma_{G}$ if and only if there is an indispensable binomial $B_{w}=M_{i}-M_{j} \in I_{\mathcal{A}_{G}}$ with $E=\operatorname{supp}\left(M_{i}\right)$, $E^{\prime}=\operatorname{supp}\left(M_{j}\right)$.
Proof. $(1)(\Leftarrow)$ If there exists a circuit $B_{w}=M_{i}-M_{j} \in I_{\mathcal{A}_{G}}$, then we have, from the definition of the complex $\Gamma_{G}$, that $\left\{E, E^{\prime}\right\}$ is an edge of $\Gamma_{G}$.
$(\Rightarrow)$ Assume that $\left\{E, E^{\prime}\right\}$ is an edge of $\Gamma_{G}$, then there exists a circuit $B_{w}=$ $B_{w}^{(+)}-B_{w}^{(-)} \in I_{\mathcal{A}_{G}}$ with $\operatorname{supp}\left(B_{w}^{(+)}\right)=E \in \mathcal{T}_{\text {min }}$ and $\operatorname{supp}\left(B_{w}^{(-)}\right)=E^{\prime} \in \mathcal{T}_{\text {min }}$. It is enough to prove that the monomials $B_{w}^{(+)}, B_{w}^{(-)}$are indispensable of $I_{\mathcal{A}_{G}}$. If $w$ is an even cycle or two odd cycles intersecting in exactly one vertex, then both monomials $B_{w}^{(+)}$and $B_{w}^{(-)}$are squarefree and therefore they are indispensable, since $\operatorname{supp}\left(B_{w}^{(+)}\right), \operatorname{supp}\left(B_{w}^{(-)}\right) \in \mathcal{T}_{\text {min }}$. Thus necessarily in this case $B_{w}^{(+)}=M_{i}$ and $B_{w}^{(-)}=M_{j}$. Let us now assume that $w$ consists of two vertex disjoint odd cycles $\xi_{1}, \xi_{2}$ joined by a path $\gamma_{1}=\left(e_{1}, \ldots, e_{r}\right)$ of length $r \geq 1$ connecting one vertex $i$ of $\xi_{1}$ with one vertex $j$ of $\xi_{2}$. We distinguish the following cases:
(i) $r=1$, so $e_{r}=\{i, j\}$. Since $G$ satisfies condition ( $\sharp$ ), there is an edge $e=\{p, q\} \neq e_{r}$ (i.e. $p \neq i$ or/and $q \neq j$ ) between one vertex $p$ of $\xi_{1}$ and one vertex $q$ of $\xi_{2}$. Let, say, that $p \neq i$, then there are two paths in $\xi_{1}$ joining $p$ with $i$. Denote by $V_{1}, V_{2}$ the paths of even and odd length, respectively, joining $p$ with $i$. In case that $q=j$ we consider the even cycle $\gamma=\left(p, V_{1}, i, e_{r}, j, e, p\right)$ of $G$. Notice that $B_{\gamma}$ is a circuit. Without loss of generality we can assume that $w=\left(p, V_{1}, i, e_{r}, j, \xi_{2}, j, e_{r}, i, V_{2}, p\right)$, then $\operatorname{supp}\left(B_{\gamma}^{(+)}\right) \varsubsetneqq \operatorname{supp}\left(B_{w}^{(+)}\right)$and therefore, from Lemma 2.5, it holds that $E \notin \mathcal{T}_{\text {min }}$, a contradiction. Assume, now, that $q \neq j$. Let $W_{1}, W_{2}$ be paths in $\xi_{2}$ of even and odd length, respectively, joining $q$ with $j$. Consider the even cycle $\gamma=\left(p, V_{1}, i, e_{r}, j, W_{1}, q, e, p\right)$. Without loss of generality we can assume that $w=\left(p, V_{1}, i, e_{r}, j, W_{1}, q, W_{2}, j, e_{r}, i, V_{2}, p\right)$. Then $\operatorname{supp}\left(B_{\gamma}^{(+)}\right) \varsubsetneqq$ $\operatorname{supp}\left(B_{w}^{(+)}\right)$, a contradiction.
(ii) $r>1$. Suppose first that there exists an edge of $G$ joining a vertex of $\xi_{1}$ with a vertex of $\xi_{2}$. Since $G$ satisfies condition ( $\#$ ), there is no induced subgraph of $G$ consisting of two odd cycles vertex disjoint joined by an edge. Thus there exists at least one edge $e=\{p, q\}$ joining $\xi_{1}$ and $\xi_{2}$, where $p \neq i$ or/and $q \neq j$. Let, say, that $p \neq i$ and assume that $q \neq j$. Let $V_{1}, V_{2}$ be paths in $\xi_{1}$ of even and odd length, respectively, joining $p$ with $i$. Let $W_{1}, W_{2}$ be paths
in $\xi_{2}$ of even and odd length, respectively, joining $q$ with $j$. If the length of $\gamma_{1}$ is odd, we consider the even cycle $\gamma=\left(p, V_{2}, i, \gamma_{1}, j, W_{2}, q, e, p\right)$. Assuming that $w=\left(p, V_{2}, i, \gamma_{1}, j, W_{2}, q, W_{1}, j, \gamma_{2}, i, V_{1}, p\right)$, where $\gamma_{2}=\left(e_{r}, \ldots, e_{1}\right)$, we have that $\operatorname{supp}\left(B_{\gamma}^{(+)}\right) \varsubsetneqq \operatorname{supp}\left(B_{w}^{(+)}\right)$, a contradiction. If the length of $\gamma_{1}$ is even, we consider the even cycle $\gamma=\left(p, V_{1}, i, \gamma_{1}, j, W_{2}, q, e, p\right)$. Assuming that

$$
w=\left(p, V_{1}, i, \gamma_{1}, j, W_{2}, q, W_{1}, j, \gamma_{2}, i, V_{2}, p\right)
$$

we have $\operatorname{supp}\left(B_{\gamma}^{(+)}\right) \varsubsetneqq \operatorname{supp}\left(B_{w}^{(+)}\right)$, a contradiction. Using similar arguments we can arrive at a contradiction when $q=j$.
Suppose, now, that there exists no such edge. Then there exists an edge of $G$ joining a vertex $p$ of $\xi_{1}$ with a vertex $q(\neq i)$ of $\gamma_{1}=\left(e_{1}, \ldots, e_{r}\right)$ and $e=\{p, q\}$ does not belong to $w$. Let $V_{1}$ be a path in $\xi_{1}$ joining $p$ with $i$ and $W_{1}$ be a path in $\xi_{2}$ joining $i$ with $q$. Without loss of generality we can assume that the path $\left(V_{1}, W_{1}\right)$ is odd. Consider the even cycle $\gamma=\left(p, V_{1}, i, W_{1}, q, e, p\right)$. Notice that $B_{\gamma}$ is a circuit. Then $\operatorname{supp}\left(B_{\gamma}^{(+)}\right) \varsubsetneqq \operatorname{supp}\left(B_{w}^{(+)}\right)$or $\operatorname{supp}\left(B_{\gamma}^{(+)}\right) \varsubsetneqq \operatorname{supp}\left(B_{w}^{(-)}\right)$and therefore, from Lemma 2.5, it holds that $E \notin \mathcal{T}_{\text {min }}$ or $E^{\prime} \notin \mathcal{T}_{\text {min }}$, a contradiction.
$(2)(\Leftarrow)$ Suppose that the edge $\left\{E, E^{\prime}\right\}$ is not a connected component of $\Gamma_{G}$ and let $E^{\prime \prime}=\operatorname{supp}\left(M_{k}\right)$ such that $\left\{E^{\prime}, E^{\prime \prime}\right\}$ is an edge of $\Gamma_{G}$. Then the binomials $B_{w}, M_{j}-M_{k}$ and $M_{i}-M_{k}$ belong to $I_{\mathcal{A}_{G}}$ and therefore all the monomials $M_{i}$, $M_{j}$ and $M_{k}$ have the same $\mathcal{A}_{G}$-degree. Thus $\left\{M_{i}, M_{j}, M_{k}\right\}$ is a face of the indispensable complex $\Delta_{\operatorname{ind}\left(\mathcal{A}_{G}\right)}$. But the binomial $B_{w}$ is indispensable of $I_{\mathcal{A}_{G}}$, so we have, from Theorem 3.4 in [1], that $\left\{M_{i}, M_{j}\right\}$ is a facet of $\Delta_{\text {ind }\left(\mathcal{A}_{G}\right)}$ and therefore $\left\{M_{i}, M_{j}, M_{k}\right\}$ can't be a face of $\Delta_{\text {ind }\left(\mathcal{A}_{G}\right)}$. Consequently, the edge $\left\{E, E^{\prime}\right\}$ is a connected component of $\Gamma_{G}$.
$(\Rightarrow)$ Suppose that the edge $\left\{E, E^{\prime}\right\}$ is a connected component of $\Gamma_{G}$. Then there is a circuit $B_{w}=M_{i}-M_{j} \in I_{\mathcal{A}_{G}}$. Since $M_{i}, M_{j}$ are indispensable monomials, we have that $B_{w}$ is a minimal binomial of $I_{\mathcal{A}_{G}}$, see Theorem 1.8 of [6]. If $B_{w}$ is not indispensable, then we have, from Remark 3.7 (2), that the walk $w$ has at least one $\mathcal{F}_{4}$, namely an even cycle $\xi=\left(e_{1}, e_{2}, e_{3}, e_{4}\right)$ where $e_{2}$ and $e_{4}$ are odd chords of $w$. So the circuit $B_{\xi}=x_{1} x_{3}-x_{2} x_{4}$ belongs to $I_{\mathcal{A}_{G}}$ and also the monomial $x_{1} x_{3}$ divides one of the monomials $M_{i}$ and $M_{j}$, say $M_{i}$. Since the monomial $M_{i}$ is indispensable of $I_{\mathcal{A}_{G}}$, we have that $M_{i}=x_{1} x_{3}$. Thus $M_{j}$ is quadratic and also, from Remark 3.2, the support of the monomial $N=x_{2} x_{4}$ belongs to $\mathcal{T}_{\text {min }}$. Now $\left\{E, E^{\prime}, E^{\prime \prime}=\operatorname{supp}(N)\right\}$ is a 2-simplex of $\Gamma_{G}$, a contradiction to the fact that $\left\{E, E^{\prime}\right\}$ is a connected component of $\Gamma_{G}$.

Theorem 3.11. (1) Let $M$ be an indispensable monomial of $I_{\mathcal{A}_{G}}$ that is not quadratic. Then $\{\operatorname{supp}(M)\}$ is a connected component of $\Gamma_{G}$ if and only if every walk $w$, such that $M$ is a monomial of $B_{w}$, has an $\mathcal{F}_{4}$.
(2) Every connected component of $\Gamma_{G}$ is either a vertex, an edge or a 2-simplex.

Proof. (1) Let $E=\operatorname{supp}(M)$. Suppose first that every walk $w$, such that $B_{w}^{(+)}=M$, has an $\mathcal{F}_{4}$. Let us assume that there exists an edge $\left\{E, E^{\prime}\right\}$ of $\Gamma_{G}$, where $E^{\prime}=\operatorname{supp}(N) \in \mathcal{T}_{\text {min }}$ and $N$ is an indispensable monomial of $I_{\mathcal{A}_{G}}$. Then we have, from Proposition 3.10 (1), that the binomial $M-N \in I_{\mathcal{A}_{G}}$ is a circuit, so it is of the form $B_{\gamma}$ for an even closed walk $\gamma$. Notice that the monomials $M, N$ are squarefree and both of them they are not quadratic. From the assumption $\gamma$ has an
$\mathcal{F}_{4}$, namely $\xi=\left(e_{1}, e_{2}, e_{3}, e_{4}\right)$ where $e_{2}$ and $e_{4}$ are odd chords of $\gamma$. So the binomial $B_{\xi}=x_{1} x_{3}-x_{2} x_{4} \in I_{\mathcal{A}_{G}}$ is a circuit and also $x_{1} x_{3}$ divides one of the monomials $M$ and $N$, a contradiction to the fact that $M, N$ are non-quadratic indispensable monomials. Conversely assume that $\{E\}$ is a connected component of $\Gamma_{G}$. Let $w$ be an even closed walk such that $M$ is a monomial of $B_{w}$, i.e. $B_{w}=M-\mathbf{x}^{\mathbf{v}}$. Then $M$ is indispensable of $I_{\mathcal{A}_{G}}$ and therefore, from Theorem 1.8 of $[6], B_{w}$ is a minimal binomial of $I_{\mathcal{A}_{G}}$. If $\mathbf{x}^{\mathbf{v}}$ is indispensable, then it is squarefree and therefore $\operatorname{supp}\left(\mathbf{x}^{\mathbf{v}}\right) \in \mathcal{T}_{\min }$. Thus $\left\{E, \operatorname{supp}\left(\mathbf{x}^{\mathbf{v}}\right)\right\}$ is an edge of $\Gamma_{G}$, a contradiction to the fact that $\{E\}$ is a connected component of $\Gamma_{G}$. Consequently $\mathbf{x}^{\mathbf{v}}$ is not indispensable, so $B_{w}$ is not an indispensable binomial of $I_{\mathcal{A}_{G}}$. By Remark 3.7 (2) the walk $w$ has at least one $\mathcal{F}_{4}$.
(2) First we will show that $\left\{E, E^{\prime}, E^{\prime \prime}\right\}$ is a 2-simplex of $\Gamma_{G}$ if and only if there are quadratic binomials $M_{i}-M_{j}, M_{j}-M_{k}, M_{i}-M_{k}$ in $I_{\mathcal{A}_{G}}$ with $\operatorname{supp}\left(M_{i}\right)=E$, $\operatorname{supp}\left(M_{j}\right)=E^{\prime}$ and $\operatorname{supp}\left(M_{k}\right)=E^{\prime \prime}$. The if implication is easily derived form the fact that $\operatorname{deg}_{\mathcal{A}_{G}}\left(M_{i}\right)=\operatorname{deg}_{\mathcal{A}_{G}}\left(M_{j}\right)=\operatorname{deg}_{\mathcal{A}_{G}}\left(M_{k}\right)$. Conversely assume that $\left\{E, E^{\prime}, E^{\prime \prime}\right\}$ is a 2-simplex of $\Gamma_{G}$. So there exist indispensable monomials $M_{i}, M_{j}$, $M_{k}$ of $I_{\mathcal{A}_{G}}$ with $E=\operatorname{supp}\left(M_{i}\right), E^{\prime}=\operatorname{supp}\left(M_{j}\right), E^{\prime \prime}=\operatorname{supp}\left(M_{k}\right)$ such that all binomials $M_{i}-M_{j} \in I_{\mathcal{A}_{G}}, M_{j}-M_{k} \in I_{\mathcal{A}_{G}}$ and $M_{i}-M_{k} \in I_{\mathcal{A}_{G}}$ are circuits. Since $M_{i}-M_{j}=B_{w}$ is a minimal binomial of $I_{\mathcal{A}_{G}}$ which is not indispensable, the walk $w$ has an $\mathcal{F}_{4}$ and therefore the indispensable monomials $M_{i}, M_{j}$ are quadratic, as well as the monomial $M_{k}$.
If for instance there exists an $E^{\prime \prime \prime}=\operatorname{supp}\left(M_{l}\right) \in \mathcal{T}_{\text {min }}$ such that $\left\{E, E^{\prime \prime \prime}\right\}$ is an edge, then the binomial $M_{i}-M_{l} \in I_{\mathcal{A}_{G}}$ is a circuit and also the monomial $M_{l}$ is quadratic, since $M_{i}$ is quadratic. Thus $M_{l}$ equals either $M_{j}$ or $M_{k}$, see the proof of Proposition 3.4 (2) in [4]. Consequently, every connected component of $\Gamma_{G}$ is either a vertex, an edge or a 2 -simplex.

The following example demonstrates that there are graphs $G$, such that $\Gamma_{G}$ has a connected component which is a vertex.

Example 3.12. Let $G$ be the graph on the vertex set $\left\{v_{1}, \ldots, v_{6}\right\}$ with edges $e_{i}=\left\{v_{i}, v_{i+1}\right\}, 1 \leq i \leq 5, e_{6}=\left\{v_{1}, v_{6}\right\}, e_{7}=\left\{v_{1}, v_{3}\right\}, e_{8}=\left\{v_{2}, v_{4}\right\}$. The circuits are $B_{w_{1}}=x_{1} x_{3}-x_{7} x_{8}, B_{w_{2}}=x_{2} x_{4} x_{6}-x_{5} x_{7} x_{8}$ and $B_{w_{3}}=x_{1} x_{3} x_{5}-x_{2} x_{4} x_{6}$. Actually the toric ideal $I_{\mathcal{A}_{G}}$ is minimally generated by the binomials $B_{w_{1}}$ and $B_{w_{2}}$. Thus

$$
\mathcal{T}_{\min }=\left\{E_{1}=\{1,3\}, E_{2}=\{7,8\}, E_{3}=\{2,4,6\}\right\}
$$

and also the complex $\Gamma_{G}$ has one connected component which is a vertex, namely $\left\{E_{3}\right\}$, and one connected component which is an edge, namely $\left\{E_{1}, E_{2}\right\}$.

In [4] the author studied the binomial arithmetical rank of $I_{\mathcal{A}_{G}}$ in two cases, namely when $G$ is bipartite or $I_{\mathcal{A}_{G}}$ is generated by quadratic binomials. Notice that in both cases the graph $G$ satisfies ( $\sharp$ ). Every bipartite graph satisfies this condition, since it has no odd cycles. Also, from Theorem 1.2 in [11], every graph $G$, such that $I_{\mathcal{A}_{G}}$ is generated by quadratic binomials, satisfies condition ( $\sharp$ ).

Remark 3.13. If $G$ is bipartite or $I_{\mathcal{A}_{G}}$ is generated by quadratic binomials, then the toric ideal $I_{\mathcal{A}_{G}}$ has the following property: $I_{\mathcal{A}_{G}}$ has no minimal binomials of the form $B_{w}=B_{w}^{(+)}-B_{w}^{(-)}$, where $B_{w}^{(+)}, B_{w}^{(-)}$are squarefree monomials that are not indispensable of $I_{\mathcal{A}_{G}}$. To see this we distinguish the following cases:
(1) the graph $G$ is bipartite. By Theorem 3.2 of [8] the toric ideal $I_{\mathcal{A}_{G}}$ is minimally generated by all binomials of the form $B_{w}$, where $w$ is an even cycle with no chord. Now Theorem 3.2 of [12] implies that every such binomial $B_{w}$ is indispensable. Thus every monomial arising in the unique minimal binomial generating set of $I_{\mathcal{A}_{G}}$ is indispensable.
(2) the toric ideal $I_{\mathcal{A}_{G}}$ is generated by quadratic binomials. It is well known that the $\mathcal{A}_{G}$-degrees of the polynomials appearing in any minimal system of $\mathcal{A}_{G}$-homogeneous generators of $I_{\mathcal{A}_{G}}$ do not depend on the system of generators, see $\left[10\right.$, Section 8.3]. Using this fact and also that $I_{\mathcal{A}_{G}}$ has a quadratic set of binomial generators, we deduce that all minimal binomials of $I_{\mathcal{A}_{G}}$ are quadratic. Thus every monomial arising in a minimal system of binomial generators of $I_{\mathcal{A}_{G}}$ is quadratic and therefore, from Remark 3.2, it is indispensable of $I_{\mathcal{A}_{G}}$.
The next Theorem determines certain classes of toric ideals $I_{\mathcal{A}_{G}}$ for which the equality $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right)=\mu\left(I_{\mathcal{A}_{G}}\right)$ holds.

Theorem 3.14. Let $G$ be a graph such that $I_{\mathcal{A}_{G}}$ has no minimal binomials of the form $B_{w}=B_{w}^{(+)}-B_{w}^{(-)}$, where $B_{w}$ is a circuit and $B_{w}^{(+)}, B_{w}^{(-)}$are squarefree monomials that are not indispensable of $I_{\mathcal{A}_{G}}$. Then $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right)=\mu\left(I_{\mathcal{A}_{G}}\right)$.
Proof. Since $G$ satisfies condition ( $\sharp$ ), the toric ideal $I_{\mathcal{A}_{G}}$ has a minimal binomial generating set $\mathcal{P}$ consisting only of circuits of the form $B_{w}$, where $B_{w}^{(+)}$and $B_{w}^{(-)}$ are squarefree monomials. Notice that for each $B_{w} \in \mathcal{P}$ the walk $w$ is either an even cycle or two odd cycles intersecting in exactly one vertex. Given a binomial $B_{w} \in \mathcal{P}$, we have, from the assumption, that either exactly one of the monomials $B_{w}^{(+)}, B_{w}^{(-)}$is indispensable or both of them are indispensable.
If $M$ is an indispensable monomial of $I_{\mathcal{A}_{G}}$, which is not quadratic, such that $\{E=\operatorname{supp}(M)\}$ is a connected component of $\Gamma_{G}$, then there exists at least one binomial $B_{w}=M-\mathbf{x}^{\mathbf{u}} \in \mathcal{P}$ with the property that $M$ is a monomial of $B_{w}$. We will prove that $B_{w}$ is the unique binomial in $\mathcal{P}$ with the above property. Suppose that there exists another binomial $B_{\gamma} \in \mathcal{P}$ such that $B_{\gamma}=M-\mathbf{x}^{\mathbf{v}}$. Notice that the monomials $\mathbf{x}^{\mathbf{u}}, \mathbf{x}^{\mathbf{v}}$ are not indispensable, because $\{E\}$ is a connected component of $\Gamma_{G}$. Certainly $g=\mathbf{x}^{\mathbf{u}}-\mathbf{x}^{\mathbf{v}}$ is a minimal binomial of $I_{\mathcal{A}_{G}}$ and therefore it is primitive. $\operatorname{So} \operatorname{supp}\left(\mathbf{x}^{\mathbf{u}}\right) \cap \operatorname{supp}\left(\mathbf{x}^{\mathbf{v}}\right)=\emptyset$ and also $g=B_{\zeta}$, for an even closed walk $\zeta$. Since the binomials $B_{w}$ and $B_{\gamma}$ belong to $\mathcal{P}$, the monomials $\mathbf{x}^{\mathbf{u}}, \mathbf{x}^{\mathbf{v}}$ are squarefree, so $\zeta$ is either an even cycle or two odd cycles intersecting in exactly one vertex. In fact the minimal binomial $B_{\zeta} \in I_{\mathcal{A}_{G}}$ is a circuit and it is a difference of two squarefree non-indispensable monomials, a contradiction to our assumption.
Let $q \geq 0, r \geq 0$ be the number of connected components of $\Gamma_{G}$ which are vertices and 2-simplices, correspondingly. Denote by $s=\mu\left(I_{\mathcal{A}_{G}}\right)$ the minimal number of generators of $I_{\mathcal{A}_{G}}$, which is equal to the cardinality of the set $\mathcal{P}$, and also by $t \geq 0$ the number of indispensable binomials of $I_{\mathcal{A}_{G}}$. Proposition 3.10 (2) asserts that $\Gamma_{G}$ has exactly $t$ connected components which are edges. Our aim is to prove that $r=\frac{s-q-t}{2}$. Let $B_{w_{1}}=M_{i}-M_{j} \in \mathcal{P}$ be a quadratic binomial that is not indispensable of $I_{\mathcal{A}_{G}}$, then the edge $\left\{E_{1}=\operatorname{supp}\left(M_{i}\right), E_{2}=\operatorname{supp}\left(M_{j}\right)\right\}$ is not a connected component of $\Gamma_{G}$. Thus there exists an indispensable monomial $M_{k}$ of $I_{\mathcal{A}_{G}}$, such that $\left\{E_{1}, E_{2}, E_{3}=\operatorname{supp}\left(M_{k}\right)\right\}$ is a 2 -simplex of $\Gamma_{G}$. Consider the quadratic binomials $B_{w_{2}}=M_{i}-M_{k} \in I_{\mathcal{A}_{G}}, B_{w_{3}}=M_{j}-M_{k} \in I_{\mathcal{A}_{G}}$ and notice that both of them are not indispensable of $I_{\mathcal{A}_{G}}$. Since all monomials $M_{i}, M_{j}, M_{k}$ are indispensable
of $I_{\mathcal{A}_{G}}$ and $\left\{E_{1}, E_{2}, E_{3}\right\}$ is a 2 -simplex of $\Gamma_{G}$, we deduce that there are exactly two binomials in $\mathcal{P}$ whose monomials are $M_{i}, M_{j}$ and $M_{k}$. Therefore $\Gamma_{G}$ has at least $\frac{s-q-t}{2}$ connected components which are 2 -simplices, so $r \geq \frac{s-q-t}{2}$.
Let $E=\operatorname{supp}\left(M_{i}\right), E^{\prime}=\operatorname{supp}\left(M_{j}\right), E^{\prime \prime}=\operatorname{supp}\left(M_{k}\right)$ be three elements of $\mathcal{T}_{\min }$ such that $\left\{E, E^{\prime}, E^{\prime \prime}\right\}$ is a 2-simplex of $\Gamma_{G}$, then the monomials $M_{i}, M_{j}, M_{k}$ are all of them at the same time quadratic and indispensable. Furthermore, there are quadratic binomials $B_{w_{1}}=M_{i}-M_{j} \in I_{\mathcal{A}_{G}}, B_{w_{2}}=M_{j}-M_{k} \in I_{\mathcal{A}_{G}}, B_{w_{3}}=M_{i}-M_{k} \in$ $I_{\mathcal{A}_{G}}$. The minimal generating set $\mathcal{P}$ contains exactly two of the binomials $B_{w_{1}}$, $-B_{w_{1}}, B_{w_{2}},-B_{w_{2}}, B_{w_{3}}$ and $-B_{w_{3}}$. Then $\mathcal{P}$ contains at least $2 r$ binomials which are not indispensable. So $2 r \leq s-q-t$. Consequently $r=\frac{s-q-t}{2}$.
For every connected component $\Gamma_{G}^{i}$ of $\Gamma_{G}$ which is a vertex we have that $\delta\left(\Gamma_{G}^{i}\right)_{\{0,1\}}=$ 1 , while for every connected component $\Gamma_{G}^{j}$ of $\Gamma_{G}$, which is an edge, we have that $\delta\left(\Gamma_{G}^{j}\right)_{\{0,1\}}=1$. Also for every connected component $\Gamma_{G}^{i}$ of $\Gamma_{G}$ which is a 2-simplex, we have $\delta\left(\Gamma_{G}^{i}\right)_{\{0,1\}}=2$. Consequently

$$
\delta\left(\Gamma_{G}\right)_{\{0,1\}}=q+t+2 \frac{s-q-t}{2}=s
$$

i.e. $\delta\left(\Gamma_{G}\right)_{\{0,1\}}=\mu\left(I_{\mathcal{A}_{G}}\right)$, so, from Theorem 2.13, the inequality $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right) \geq \mu\left(I_{\mathcal{A}_{G}}\right)$ holds and therefore $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right)=\mu\left(I_{\mathcal{A}_{G}}\right)$.

Theorem 3.14 is no longer true if the toric ideal $I_{\mathcal{A}_{G}}$ has minimal binomials of the above form.

Example 3.15. Consider the graph $G$ on the vertex set $\{1, \ldots, 10\}$ with 14 edges, namely $e_{1}=\{1,2\}, e_{2}=\{2,3\}, e_{3}=\{3,4\}, e_{4}=\{4,5\}, e_{5}=\{5,6\}, e_{6}=\{6,7\}$, $e_{7}=\{7,8\}, e_{8}=\{8,9\}, e_{9}=\{9,10\}, e_{10}=\{1,10\}, e_{11}=\{1,5\}, e_{12}=\{2,6\}$, $e_{13}=\{1,7\}$ and $e_{14}=\{6,10\}$. The toric ideal $I_{\mathcal{A}_{G}}$ is minimally generated by the following nine binomials: $B_{w_{1}}=x_{1} x_{14}-x_{10} x_{12}, B_{w_{2}}=x_{5} x_{10}-x_{11} x_{14}, B_{w_{3}}=$ $x_{6} x_{10}-x_{13} x_{14}, B_{w_{4}}=x_{1} x_{5}-x_{11} x_{12}, B_{w_{5}}=x_{5} x_{13}-x_{6} x_{11}, B_{w_{6}}=x_{1} x_{6}-x_{12} x_{13}$, $B_{w_{7}}=x_{2} x_{4} x_{6} x_{8} x_{14}-x_{3} x_{5} x_{7} x_{9} x_{12}, B_{w_{8}}=x_{1} x_{3} x_{7} x_{9} x_{11}-x_{2} x_{4} x_{8} x_{10} x_{13}, B_{w_{9}}=$ $x_{1} x_{3} x_{5} x_{7} x_{9}-x_{2} x_{4} x_{6} x_{8} x_{10}$.
By Theorem 3.3 every binomial $B_{w_{i}}$ is a circuit, so $G$ satisfies condition ( $\sharp$ ). We have that the second power of $B_{w_{9}}$ belongs to the ideal generated by the binomials $B_{w_{i}}, 1 \leq i \leq 8$, so $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right) \leq 8$. Using Theorem 2.13 it is not hard to prove that $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right) \geq 8$, so in fact $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right)=8$. Notice that the monomials $B_{w_{9}}^{(+)}=$ $x_{1} x_{3} x_{5} x_{7} x_{9}, B_{w_{9}}^{(-)}=x_{2} x_{4} x_{6} x_{8} x_{10}$ are not indispensable. Actually the even cycle $w_{9}$ has two $\mathcal{F}_{4}$ 's, namely $w_{3}=\left(e_{6}, e_{13}, e_{10}, e_{14}\right)$ and $w_{4}=\left(e_{1}, e_{11}, e_{5}, e_{12}\right)$.

We prove now that the equality $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right)=\mu\left(I_{\mathcal{A}_{G}}\right)$ holds when $G$ is the wheel graph.

Example 3.16. Consider the wheel graph $W_{n+1}, n \geq 3$, introduced in Example 3.9. We will prove that $\operatorname{bar}\left(I_{\mathcal{A}_{W_{n+1}}}\right)=\mu\left(I_{\mathcal{A}_{W_{n+1}}}\right)$. If $n$ is even, then there exists, from Proposition 5.5. in [13], a bipartite graph $G$ such that $I_{\mathcal{A}_{W_{n+1}}}=I_{\mathcal{A}_{G}}$ and therefore we have, from Theorem 3.2 in [4], that $\operatorname{bar}\left(I_{\mathcal{A}_{W_{n+1}}}\right)=\mu\left(I_{\mathcal{A}_{W_{n+1}}}\right)$. If $n=3$, then $W_{4}$ is the complete graph on the vertex set $\left\{v_{1}, \ldots, v_{4}\right\}$ and therefore $I_{\mathcal{A}_{W_{4}}}$ is complete intersection of height 2 . Let us suppose that $n \geq 5$ is odd and assume that there is a minimal binomial $B_{w}=B_{w}^{(+)}-B_{w}^{(-)}$of $I_{\mathcal{A}_{W_{n+1}}}$, where $B_{w}$ is a circuit, the monomials $B_{w}^{(+)}, B_{w}^{(-)}$are squarefree and at least one of them
is not indispensable of $I_{\mathcal{A}_{W_{n+1}}}$. Then the binomial $B_{w}$ is not indispensable and therefore, from Remark 3.7 (2), the walk $w$ has an $\mathcal{F}_{4}$, namely $\xi=\left(e_{1}, e_{2}, e_{3}, e_{4}\right)$ where $e_{2}, e_{4}$ are odd chords which cross effectively in $w$. Theorem 4.13 of [15] implies that no odd chord of $w$ crosses the $\mathcal{F}_{4}$. By Definition 3.5 the only possible case is $w=\left(\left\{v_{1}, v_{2}\right\},\left\{v_{2}, v_{3}\right\}, \ldots,\left\{v_{n-1}, v_{n}\right\},\left\{v_{n}, v_{n+1}\right\},\left\{v_{1}, v_{n+1}\right\}\right), e_{2}=\left\{v_{1}, v_{n}\right\}$, $e_{4}=\left\{v_{2}, v_{n+1}\right\}$ and $\xi=\left(e_{1}=\left\{v_{1}, v_{2}\right\}, e_{4}, e_{3}=\left\{v_{n}, v_{n+1}\right\}, e_{2}\right)$. Then $w$ can be written as $w=\left(w_{1}, e_{3}, w_{2}, e_{1}\right)$ where $w_{1}=\left(\left\{v_{2}, v_{3}\right\},\left\{v_{3}, v_{4}\right\}, \ldots,\left\{v_{n-1}, v_{n}\right\}\right)$ and $w_{2}=\left\{v_{1}, v_{n+1}\right\}$. But then the odd chord $\left\{v_{4}, v_{n+1}\right\}$ of $w$ crosses the $\mathcal{F}_{4}$, a contradiction. By Theorem 3.14 it holds that $\operatorname{bar}\left(I_{\mathcal{A}_{W_{n+1}}}\right)=\mu\left(I_{\mathcal{A}_{W_{n+1}}}\right)$.

The complement of a graph $G$, denoted by $\bar{G}$, is the graph with the same vertices as $G$, and there is an edge between the vertices $v_{i}$ and $v_{j}$ if and only if there is no edge between $v_{i}$ and $v_{j}$ in $G$. A finite connected graph $G$ is called weakly chordal if every cycle of $G$ of length 4 has a chord. In [12] they study the toric ideal of a graph $G$ such that $\bar{G}$ is weakly chordal. We will prove that the equality $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right)=\mu\left(I_{\mathcal{A}_{G}}\right)$ holds for such graphs.
Remark 3.17. It follows easily that $\bar{G}$ is weakly chordal if and only if the following condition is satisfied: If $e$ and $e^{\prime}$ are edges of $G$ with $e \cap e^{\prime}=\emptyset$, then there is an edge $e^{\prime \prime}$ of $G$ with $e \cap e^{\prime \prime} \neq \emptyset$ and also $e^{\prime} \cap e^{\prime \prime} \neq \emptyset$.
Proposition 3.18. Let $G$ be a graph such that $\bar{G}$ is weakly chordal, then $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right)=$ $\mu\left(I_{\mathcal{A}_{G}}\right)$.
Proof. First we will prove that $G$ satisfies condition ( $\sharp$ ). Let $w$ be an even closed walk, which consists of two vertex disjoint odd cycles $\xi_{1}$ and $\xi_{2}$ joined by a path of length $\geq 1$ connecting one vertex $i$ of $\xi_{1}$ with one vertex $j$ of $\xi_{2}$. There are edges $e, e^{\prime}$ of $G$ such that
(1) $e$ is an edge of $\xi_{1}$, which does not contain $i$ as a vertex.
(2) $e^{\prime}$ is an edge of $\xi_{2}$.
(3) $e \cap e^{\prime}=\emptyset$.

By Remark 3.17 there is an edge $e^{\prime \prime}$ of $G$ with $e \cap e^{\prime \prime} \neq \emptyset$ and also $e^{\prime} \cap e^{\prime \prime} \neq \emptyset$. Thus $w$ can't be an induced subgraph of $G$.
Next we will prove that $I_{\mathcal{A}_{G}}$ has no minimal binomials of the form $B_{w}=B_{w}^{(+)}-$ $B_{w}^{(-)}$, where $B_{w}$ is a circuit and $B_{w}^{(+)}, B_{w}^{(-)}$are squarefree monomials that are not indispensable of $I_{\mathcal{A}_{G}}$. It follows from (Second Step) (a) of [11, page 520] that $I_{\mathcal{A}_{G}}$ has no minimal binomials of the form $B_{w}=B_{w}^{(+)}-B_{w}^{(-)}$, where $w$ is two odd cycles intersecting in exactly one vertex. In particular $I_{\mathcal{A}_{G}}$ is minimally generated by binomials of the form $B_{w}$, where $w$ is an even cycle. Let $B_{\xi}$ be a minimal binomial of $I_{\mathcal{A}_{G}}$, where $\xi=\left(e_{1}=\{1,2\}, e_{2}=\{2,3\}, \ldots, e_{2 s}=\{2 s, 1\}\right)$ is an even cycle of $G$ of length $2 s \geq 6$. We will show that $\xi$ has no two odd chords which cross effectively. Let $e=\{1,2 i+1\}, e^{\prime}=\{2 j, 2 k\}$ be two odd chords which cross effectively in $\xi$, i.e. $1<2 j<2 i+1<2 k \leq 2 s$. Since $B_{\xi}$ is a minimal binomial, we have, from Theorem 4.13 of [15], that the chords $e, e^{\prime}$ can't cross strongly effectively and therefore they form an $\mathcal{F}_{4}$, denoted by $\gamma$, of $\xi$. The above theorem implies that $\xi$ has no even chords and also that there is no odd chord of $\xi$ which crosses the $\mathcal{F}_{4}$. Consider the edges $e_{2}=\{2,3\}$ and $e_{2 s-1}=\{2 s-1,2 s\}$ and notice that they share no common vertex. Thus there exists an edge $e_{t}$ of $G$ with $e_{t} \cap e_{2} \neq \emptyset$ and $e_{t} \cap e_{2 s-1} \neq \emptyset$. Certainly $e_{t}$ is a chord of $\xi$. Using again the fact that $B_{\xi}$ is a minimal generator of $I_{\mathcal{A}_{G}}$, we have, from Theorem 4.13 in [15],
that $e_{t}$ is odd chord. Thus either $e_{t}=\{2,2 s\}$ or $e_{t}=\{3,2 s-1\}$. Let us assume that $k \neq s$. Then necessarily $\{1,2 j\}$ is an edge of $\gamma$, so it is an edge of $\xi$ and therefore $j=1$. Also $\{2 i+1,2 k\}$ is an edge of $\xi$, so $2 k=2 i+2$ and therefore $k=i+1$. Thus $\gamma=\left(e_{1}, e^{\prime}, e_{2 i+1}=\{2 i+1,2 i+2\}, e\right)$. The even cycle $\xi$ can be written as $\xi=\left(\xi_{1}, e_{1}, \xi_{2}, e_{2 i+1}\right)$, where $\xi_{1}=\left(e_{2 k}=\{2 k, 2 k+1\}, e_{2 k+1}, \ldots, e_{2 s}\right)$ and $\xi_{2}=\left(e_{2}, e_{3}, \ldots, e_{2 i}\right)$. Now the odd chord $e_{t}$ crosses the $\mathcal{F}_{4}$, a contradiction. Assume now that $k=s$ and let $j \neq 1$. Then $\{1,2 k\}$ is an edge of $\xi$ and also $\{2 j, 2 i+1\}$ is an edge of $\xi$, so $2 i+1=2 j+1$ and therefore $i=j$. Thus $\gamma=\left(e_{2 s}, e^{\prime}, e_{2 j}=\{2 i, 2 i+1\}, e\right)$. The even cycle $\xi$ can be written as $\xi=\left(\xi_{1}, e_{2 s}, \xi_{2}, e_{2 i}\right)$, where $\xi_{1}=\left(e_{2 i+1}, e_{2 i+2}, \ldots, e_{2 s-1}\right)$ and $\xi_{2}=\left(e_{1}, e_{2}, \ldots, e_{2 i-1}\right)$. The odd chord $e_{t}$ of $\xi$ crosses the $\mathcal{F}_{4}$, a contradiction. We work analogously for the case $j=1$ and arrive at a contradiction. Thus $\xi$ has no two odd chords which cross effectively, so we have, from Theorem 3.2 of [12], that $B_{\xi}$ is indispensable of $I_{\mathcal{A}_{G}}$ and therefore the monomials $B_{\xi}^{(+)}, B_{\xi}^{(-)}$are indispensable. Now Theorem 3.14 implies that $\operatorname{bar}\left(I_{\mathcal{A}_{G}}\right)=\mu\left(I_{\mathcal{A}_{G}}\right)$.

## 4. A class of determinantal lattice ideals

Let $S=K\left[x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{m}\right]$ be the polynomial ring in $2 m$ variables with coefficients in a field $K$. Consider the ideal $I_{2}(D) \subset S$ generated by the 2-minors of the $2 \times m$ matrix of indeterminants

$$
D=\left(\begin{array}{cccc}
x_{1}^{d_{1}} & x_{2}^{d_{2}} & \ldots & x_{m}^{d_{m}} \\
y_{1}^{d_{1}} & y_{2}^{d_{2}} & \ldots & y_{m}^{d_{m}}
\end{array}\right),
$$

where every $d_{i}, 1 \leq i \leq m$, is a positive integer. When $d_{1}=d_{2}=\cdots=d_{m}=1$ the quotient $S / I_{2}(D)$ is the coordinate ring of the Segre embedding $\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{m}$. For $1 \leq i<j \leq m$ we let $f_{i j}:=x_{i}^{d_{i}} y_{j}^{d_{j}}-x_{j}^{d_{j}} y_{i}^{d_{i}}$.
Theorem 4.1. The reduced Gröbner basis with respect to any term order $\prec$ in $S$ for the ideal $I_{2}(D)$ is given by $\mathcal{G}=\left\{f_{i j} \mid 1 \leq i<j \leq m\right\}$.

Proof. Consider two binomials $f_{i j} \in \mathcal{G}$ and $f_{k l} \in \mathcal{G}$. We will prove that $S\left(f_{i j}, f_{k l}\right) \xrightarrow{\mathcal{G}}$ 0 . Let us first examine the case that $\operatorname{in}_{\prec}\left(f_{i j}\right)=x_{i}^{d_{i}} y_{j}^{d_{j}}$ and $\operatorname{in}_{\prec}\left(f_{k l}\right)=x_{k}^{d_{k}} y_{l}^{d_{l}}$. If $i \neq k$ and $j \neq l$, then $S\left(f_{i j}, f_{k l}\right) \xrightarrow{\mathcal{G}} 0$ since the initial monomials are relatively prime. Suppose that $i=k$, so $j \neq l$. Without loss of generality we can assume that $j<l$. We have that $S\left(f_{i j}, f_{k l}\right)=x_{l}^{d_{l}} y_{j}^{d_{j}} y_{k}^{d_{k}}-x_{j}^{d_{j}} y_{l}^{d_{l}} y_{k}^{d_{k}} \xrightarrow{f_{j l}} 0$. Let $j=l$, then $i \neq k$. Without loss of generality we can assume that $i>k$. We have that $S\left(f_{i j}, f_{k l}\right)=x_{i}^{d_{i}} y_{k}^{d_{k}} x_{j}^{d_{j}}-x_{k}^{d_{k}} y_{i}^{d_{i}} x_{j}^{d_{j}} \xrightarrow{f_{k i}} 0$. Using similar arguments we take that $S\left(f_{i j}, f_{k l}\right) \xrightarrow{\mathcal{G}} 0$ in the remaining cases, namely the cases
(1) $\operatorname{in}_{\prec}\left(f_{i j}\right)=x_{i}^{d_{i}} y_{j}^{d_{j}}$ and $\mathrm{in}_{\prec}\left(f_{k l}\right)=x_{l}^{d_{l}} y_{k}^{d_{k}}$.
(2) $\operatorname{in}_{\prec}\left(f_{i j}\right)=x_{j}^{d_{j}} y_{i}^{d_{i}}$ and $\operatorname{in}_{\prec}\left(f_{k l}\right)=x_{k}^{d_{k}} y_{l}^{d_{l}}$.
(3) $\operatorname{in}_{\prec}\left(f_{i j}\right)=x_{j}^{d_{j}} y_{i}^{d_{i}}$ and $\mathrm{in}_{\prec}\left(f_{k l}\right)=x_{l}^{d_{l}} y_{k}^{d_{k}}$.

Consequently $\mathcal{G}$ is a Gröbner basis of $I_{2}(D)$, with respect to any term order $\prec$. Clearly it is also a reduced Gröbner basis of $I_{2}(D)$.

Remark 4.2. It is clear that $\mathcal{G}$ is a minimal generating set of the ideal $I_{2}(D)$.

Proposition 4.3. The ideal $I_{2}(D)$ is a lattice ideal of height $m-1$.
Proof. By Theorem 4.1 the set $\mathcal{G}$ is the reduced Gröbner basis of $I_{2}(D)$ with respect to the graded reverse lexicographic term order induced by any ordering of the variables $x_{i}$ and $y_{i}, 1 \leq i \leq m$. Lemma 12.1 of [16] applies and guarantees that $I_{2}(D): x_{i}^{\infty}=I_{2}(D)$ and $I_{2}(D): y_{i}^{\infty}=I_{2}(D)$, for every $1 \leq i \leq m$. Thus

$$
\left(I_{2}(D):\left(x_{1} \cdots x_{m}\right)^{\infty}\right)=\left(\left(\left(\left(I_{2}(D): x_{1}^{\infty}\right): x_{2}^{\infty}\right) \cdots\right): x_{m}^{\infty}\right)=I_{2}(D)
$$

and similarly $\left(I_{2}(D):\left(y_{1} \cdots y_{m}\right)^{\infty}\right)=I_{2}(D)$. Therefore

$$
\left(I_{2}(D):\left(x_{1} \cdots x_{m} y_{1} \cdots y_{m}\right)^{\infty}\right)=I_{2}(D)
$$

so we deduce, from Corollary 2.5 of [2], that $I_{2}(D)$ is a lattice ideal. As a consequence $I_{2}(D)$ is of the form $I_{L}$, for a lattice $L \subset \mathbb{Z}^{2 m}$. For $1 \leq i<j \leq m$ we let $\mathbf{u}_{i j} \in \mathbb{Z}^{m}$ the vector with coordinates

$$
\left(\mathbf{u}_{i j}\right)_{k}= \begin{cases}d_{i}, & \text { if } k=i \\ -d_{j}, & \text { if } k=j \\ 0, & \text { otherwise }\end{cases}
$$

Since $\mathcal{G}$ is a set of generators for $I_{2}(D)$, we have, from Lemma 2.5 in [9], that the set of all vectors $\mathbf{v}_{i j}:=\left(\mathbf{u}_{i j},-\mathbf{u}_{i j}\right) \in \mathbb{Z}^{2 m}, 1 \leq i<j \leq m$, generates the lattice $L$. Furthermore, for every $1<i<j \leq m$ we have that $\mathbf{v}_{i j}=\mathbf{v}_{1 j}-\mathbf{v}_{1 i}$. Thus $L$ is generated by all the vectors $\mathbf{v}_{1 j}=\left(\mathbf{u}_{1 j},-\mathbf{u}_{1 j}\right), 2 \leq j \leq m$. Since all the above vectors are $\mathbb{Z}$-linearly independent, we have that $\operatorname{rank}(L)=m-1$. Thus $h t\left(I_{2}(D)\right)=m-1$.

Remark 4.4. Consider the monomial ideals $\mathcal{M}_{1}=\left(x_{1}^{d_{1}} y_{j}^{d_{j}} \mid 2 \leq j \leq m\right)$ and $\mathcal{M}_{2}=\left(x_{i}^{d_{i}} y_{j}^{d_{j}} \mid 2 \leq i<j \leq m\right)$. Then the initial ideal of $I_{2}(D)$ with respect to the lexicographic term order $\prec$ induced by $x_{1} \succ x_{2} \succ \cdots \succ x_{m} \succ y_{1} \succ \cdots \succ y_{m}$ is equal to the $\operatorname{sum} \mathcal{M}_{1}+\mathcal{M}_{2}$.
Notation 4.5. For the rest of this section we will keep the notation introduced in Theorem 4.1 and Proposition 4.3.

Proposition 4.6. The ideal $I_{2}(D)$ is generated by its indispensable.
Proof. By Remark 2.3 the set $\left\{x_{i}^{d_{i}} y_{j}^{d_{j}}, x_{j}^{d_{j}} y_{i}^{d_{i}} \mid 1 \leq i<j \leq m\right\}$ generates the monomial ideal $\mathcal{M}_{L}$. Actually it is a minimal generating set for the ideal $\mathcal{M}_{L}$, so for every $1 \leq i<j \leq m$ the monomials $x_{i}^{d_{i}} y_{j}^{d_{j}}$, $x_{j}^{d_{j}} y_{i}^{d_{i}}$ are indispensable of $I_{2}(D)$. Let $\mathcal{P}=\left\{B_{1}, \ldots, B_{s}\right\}$ be a minimal binomial generating set of $I_{2}(D)$. The monomial $x_{i}^{d_{i}} y_{j}^{d_{j}}:=\mathbf{x}^{\mathbf{u}}$ is indispensable of $I_{2}(D)$, so there exists $1 \leq k \leq s$ such that $B_{k}=\mathbf{x}^{\mathbf{u}}-\mathbf{x}^{\mathbf{v}}$. Our aim is to prove that $B_{k}=f_{i j}$. Notice that none of the variables $x_{i}$ and $y_{j}$ divides $\mathbf{x}^{\mathbf{v}}$. If at least one of the variables $x_{i}, y_{j}$ divides $\mathbf{x}^{\mathbf{v}}$, then $\mathbf{x}^{\mathbf{w}}=\operatorname{gcd}\left(\mathbf{x}^{\mathbf{u}}, \mathbf{x}^{\mathbf{v}}\right) \neq 1$ and therefore the binomial $\mathbf{x}^{\mathbf{u}-\mathbf{w}}-\mathbf{x}^{\mathbf{v}-\mathbf{w}} \in I_{2}(D)$. Thus $\mathbf{x}^{\mathbf{u}-\mathbf{w}} \in \mathcal{M}_{L}$ and properly divides $\mathbf{x}^{\mathbf{u}}$, a contradiction to the fact that $\mathbf{x}^{\mathbf{u}}$ is a minimal generator of $\mathcal{M}_{L}$. Assume that $\mathbf{x}^{\mathbf{v}} \neq x_{j}^{d_{j}} y_{i}^{d_{i}}$ and consider now the non-zero binomial $g=x_{j}^{d_{j}} y_{i}^{d_{i}}-\mathbf{x}^{\mathbf{v}}$. Since the monomial $x_{j}^{d_{j}} y_{i}^{d_{i}}$ is indispensable of $I_{2}(D)$, using similar arguments as before we take that none of the variables $x_{j}$ and $y_{i}$ divides $\mathbf{x}^{\mathbf{v}}$. By Theorem 4.1 we have that $B_{k} \xrightarrow{\mathcal{G}} 0$, because $B_{k} \in I_{2}(D)$, and this can happen only if $\mathbf{x}^{\mathbf{v}}=x_{j}^{d_{j}} y_{i}^{d_{i}}$. Thus $B_{k}=f_{i j}$. Analogously it can be proved
that $f_{i j}$ is the only binomial in $\mathcal{P}$ which contains $x_{j}^{d_{j}} y_{i}^{d_{i}}$ as a monomial.

Remark 4.7. Clearly the support of any indispensable monomial of $I_{2}(D)$ belongs to $\mathcal{T}_{\text {min }}$. Thus $\Gamma_{L}$ has exactly $m(m-1)$ vertices.

The next theorem asserts that the equality $\operatorname{bar}\left(I_{2}(D)\right)=\mu\left(I_{2}(D)\right)$ holds.
Theorem 4.8. For the lattice ideal $I_{2}(D)$ we have $\operatorname{bar}\left(I_{2}(D)\right)=\frac{m(m-1)}{2}$.
Proof. By Remark 4.7 the simplicial complex $\Gamma_{L}$ has $m(m-1)$ vertices and therefore, from Proposition 2.15, $\operatorname{bar}\left(I_{2}(D)\right) \geq \frac{m(m-1)}{2}$. Since $\mu\left(I_{2}(D)\right)$ equals $\frac{m(m-1)}{2}$, we have that also $\operatorname{bar}\left(I_{2}(D)\right) \leq \frac{m(m-1)}{2}$, so $\operatorname{bar}\left(I_{2}(D)\right)=\frac{m(m-1)}{2}$.

Consider the vector configuration $\mathcal{B}=\left\{b_{1}, \ldots, b_{m}\right\} \subset \mathbb{N}$, for

$$
b_{i}=\prod_{\substack{j=1 \\ j \neq i}}^{m} d_{j}, 1 \leq i \leq m
$$

Let $\mathcal{A}$ be the set of columns of the Lawrence lifting of $\mathcal{B}$, namely the $(m+1) \times 2 m$ matrix

$$
\Lambda(\mathcal{B})=\left(\begin{array}{cc}
\mathcal{B} & \mathbf{0}_{1 \times m} \\
\mathbf{I}_{m} & \mathbf{I}_{m}
\end{array}\right)
$$

where $\mathbf{I}_{m}$ is the $m \times m$ identity matrix and $\mathbf{0}_{1 \times m}$ is the $1 \times m$ zero matrix. The toric ideal $I_{\mathcal{A}} \subset S$ is the kernel of the $K$-algebra homomorphism $\phi: S \rightarrow K\left[t_{1}, \ldots, t_{m+1}\right]$ given by $\phi\left(x_{i}\right)=t_{1}^{b_{i}} t_{i+1}$ and $\phi\left(y_{i}\right)=t_{i+1}$, for $1 \leq i \leq m$. From the definitions $I_{2}(D)$ is contained in the toric ideal $I_{\mathcal{A}}$ which has height $m-1$. By [2, Corollary 2.2] $I_{S a t(L)}$ is the only minimal prime of $I_{L}$ which is a binomial ideal. Thus $\operatorname{Sat}(L)=\operatorname{ker}_{\mathbb{Z}}(\mathcal{A})$. For every $1 \leq i \leq m$ we let $d_{i}^{\star}=\frac{d_{i}}{\operatorname{gcd}\left(d_{i}, d_{j}\right)}$.
Proposition 4.9. The ideal $I_{2}(D)$ is prime if and only if it holds that $\operatorname{gcd}\left(d_{i}, d_{j}\right)=$ 1 , for every $1 \leq i<j \leq m$.

Proof. Let us assume that $I_{2}(D)$ is prime, i.e. $I_{2}(D)=I_{\mathcal{A}}$, and also that there exist $1 \leq i<j \leq m$ such that $\operatorname{gcd}\left(d_{i}, d_{j}\right) \neq 1$. Since the vector $\mathbf{v}_{i j}$ belongs to $L$, we have that $\frac{1}{\operatorname{gcd}\left(d_{i}, d_{j}\right)} \mathbf{v}_{i j}$ belongs to $\operatorname{Sat}(L)=\operatorname{ker}_{\mathbb{Z}}(\mathcal{A})$ and therefore the binomial $x_{i}^{d_{i}^{\star}} y_{j}^{d_{j}^{\star}}-x_{j}^{d_{j}^{\star}} y_{i}^{d_{i}^{\star}}$ belongs to $I_{2}(D)$. Thus $x_{i}^{d_{i}^{\star}} y_{j}^{d_{j}^{\star}} \in \mathcal{M}_{L}$ and properly divides $x_{i}^{d_{i}} y_{j}^{d_{j}}$, a contradiction to the fact that $x_{i}^{d_{i}} y_{j}^{d_{j}}$ is a minimal generator of $\mathcal{M}_{L}$. Conversely assume that $\operatorname{gcd}\left(d_{i}, d_{j}\right)=1$, for every $1 \leq i<j \leq m$. Notice that $\operatorname{gcd}\left(b_{1}, \ldots, b_{m}\right)=1$. We have, from Proposition 10.1.8 of [18], that the lattice $k e r_{\mathbb{Z}}(\mathcal{B})$ is generated by all vectors $\mathbf{u}_{i j}, 1 \leq i<j \leq m$, and therefore $k e r_{\mathbb{Z}}(\mathcal{A})$ is generated by all vectors $\mathbf{v}_{i j}$. Thus $L=\operatorname{ker}_{\mathbb{Z}}(\mathcal{A})$ and therefore $I_{2}(D)$ is prime.

The following theorem provides a lower bound for the binomial arithmetical rank of $I_{\mathcal{A}}$.
Theorem 4.10. For the toric ideal $I_{\mathcal{A}}$ we have $\operatorname{bar}\left(I_{\mathcal{A}}\right) \geq \frac{m(m-1)}{2}$.
Proof. Given a monomial $\mathbf{x}^{\mathbf{v}} \mathbf{y}^{\mathbf{w}} \in S$, we let $\operatorname{supp}\left(\mathbf{x}^{\mathbf{v}} \mathbf{y}^{\mathbf{w}}\right)=\operatorname{supp}(\mathbf{z})$, for $\mathbf{z}=$ $(\mathbf{v}, \mathbf{w}) \in \mathbb{N}^{2 m}$. First we show that $I_{\mathcal{A}}$ contains no binomials of the form $x_{i}^{u_{i}}-\mathbf{x}^{\mathbf{v}} \mathbf{y}^{\mathbf{w}}$ or $y_{j}^{u_{j}}-\mathbf{x}^{\mathbf{v}} \mathbf{y}^{\mathbf{w}}$. Let, say, that $I_{\mathcal{A}}$ has a binomial $B=x_{i}^{u_{i}}-\mathbf{x}^{\mathbf{v}} \mathbf{y}^{\mathbf{w}}$. Since
$\operatorname{Sat}(L)=\operatorname{ker}_{\mathbb{Z}}(\mathcal{A})$, there exists a positive integer $d$ such that $x_{i}^{d u_{i}}-\mathbf{x}^{d \mathbf{v}} \mathbf{y}^{d \mathbf{w}} \in I_{2}(D)$. Thus $x_{i}^{d u_{i}} \in \mathcal{M}_{L}$ and therefore it should be divided by an indispensable monomial of $I_{2}(D)$, a contradiction. Similarly we can prove that $I_{\mathcal{A}}$ has no binomials of the form $y_{j}^{u_{j}}-\mathbf{x}^{\mathbf{v}} \mathbf{y}^{\mathbf{w}}$.
For every $1 \leq i<j \leq m$ we have that both monomials $x_{i}^{d_{i}} y_{j}^{d_{j}}, x_{j}^{d_{j}} y_{i}^{d_{i}}$ are in the monomial ideal $\mathcal{M}_{\operatorname{ker}_{\mathbb{Z}}(\mathcal{A})}$, so the ideal $\mathcal{M}_{\operatorname{ker}_{\mathbb{Z}}(\mathcal{A})}$ has two minimal generators $M_{i j}, M_{j i}$ such that $\operatorname{supp}\left(M_{i j}\right)=\operatorname{supp}\left(x_{i}^{d_{i}} y_{j}^{d_{j}}\right)$ and $\operatorname{supp}\left(M_{j i}\right)=\operatorname{supp}\left(x_{j}^{d_{j}} y_{i}^{d_{i}}\right)$. By Proposition 1.5 of [6], the monomials $M_{i j}, M_{j i}$ are indispensable of $I_{\mathcal{A}}$. Also their support is minimal with respect to inclusion, i.e. there exists no monomial $N \in \mathcal{M}_{k e r_{\mathbb{Z}}(\mathcal{A})}$ with $\operatorname{supp}(N) \varsubsetneqq M_{i j}$ or $\operatorname{supp}(N) \varsubsetneqq M_{j i}$. Thus $\Gamma_{k e r_{\mathbb{Z}}(\mathcal{A})}$ has at least $m(m-1)$ vertices and therefore we have, from Proposition 2.15, that $\operatorname{bar}\left(I_{\mathcal{A}}\right) \geq \frac{m(m-1)}{2}$.

We give now an example of a toric ideal $I_{\mathcal{A}}$ such that $\operatorname{bar}\left(I_{\mathcal{A}}\right)=\frac{m(m-1)}{2}$.
Example 4.11. Let $d_{1}=2, d_{2}=4, d_{3}=5$ and $d_{4}=7$. Then $b_{1}=140, b_{2}=70$, $b_{3}=56$ and $b_{4}=40$. Thus $\mathcal{A}$ is the set of columns of the matrix

$$
\left(\begin{array}{cccccccc}
140 & 70 & 56 & 40 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1
\end{array}\right)
$$

The toric ideal $I_{\mathcal{A}}$ is minimally generated by the following 8 binomials:
$B_{1}=x_{1} y_{2}^{2}-x_{2}^{2} y_{1}, B_{2}=x_{1}^{2} y_{3}^{5}-x_{3}^{5} y_{1}^{2}, B_{3}=x_{1}^{2} y_{4}^{7}-x_{4}^{7} y_{1}^{2}, B_{4}=x_{2}^{4} y_{3}^{5}-x_{3}^{5} y_{2}^{4}$, $B_{5}=x_{2}^{4} y_{4}^{7}-x_{4}^{7} y_{2}^{4}, B_{6}=x_{3}^{5} y_{4}^{7}-x_{4}^{7} y_{3}^{5}, B_{7}=x_{1} x_{2}^{2} y_{3}^{5}-x_{3}^{5} y_{1} y_{2}^{2}, B_{8}=x_{4}^{7} y_{1} y_{2}^{2}-x_{1} x_{2}^{2} y_{4}^{7}$. Here $m=4$, so Theorem 4.10 implies that $\operatorname{bar}\left(I_{\mathcal{A}}\right) \geq 6$. Furthermore, we have that $\operatorname{rad}\left(I_{\mathcal{A}}\right)=\operatorname{rad}\left(B_{1}, \ldots, B_{6}\right)$, since the second power of $B_{7}$, as well as the second power of $B_{8}$, belongs to the ideal generated by the binomials $B_{1}, \ldots, B_{6}$. Thus $\operatorname{bar}\left(I_{\mathcal{A}}\right)=6$.

As it was proved in Proposition 4.3 the set $\left\{\mathbf{v}_{1 j} \mid 2 \leq j \leq m\right\}$ is a $\mathbb{Z}$-basis for the lattice $L$. Let $J_{L} \subset S$ be the ideal generated by all binomials $f_{1 j}=x_{1}^{d_{1}} y_{j}^{d_{j}}-x_{j}^{d_{j}} y_{1}^{d_{1}}$ where $2 \leq j \leq m$. The ideal $J_{L}$ is commonly known as the lattice basis ideal of $L$. We will compute the minimal primary decomposition of $\operatorname{rad}\left(J_{L}\right)$, when $I_{2}(D)$ is prime.

Lemma 4.12. The set $\mathcal{R}=\left\{f_{12}, f_{13}, \ldots, f_{1 m}\right\} \cup\left\{g_{i j}:=y_{1}^{d_{1}} f_{i j} \mid 2 \leq i<j \leq m\right\}$ is a Gröbner basis of the lattice basis ideal $J_{L}$ with respect to the lexicographic term order $\prec$ induced by $x_{1} \succ x_{2} \succ \cdots \succ x_{m} \succ y_{1} \succ \cdots \succ y_{m}$.

Proof. First we prove that $\mathcal{R} \subset J_{L}$. Since $\left\{f_{1 k} \mid 2 \leq k \leq m\right\} \subset J_{L}$, it is enough to show that $g_{i j} \in J_{L}$. For every $2 \leq i<j \leq m$ we have that

$$
g_{i j}=y_{1}^{d_{1}}\left(x_{i}^{d_{i}} y_{j}^{d_{j}}-x_{j}^{d_{j}} y_{i}^{d_{i}}\right)=y_{i}^{d_{i}} f_{1 j}-y_{j}^{d_{j}} f_{1 i} \in J_{L}
$$

Let $f_{1 k}=x_{1}^{d_{1}} y_{k}^{d_{k}}-x_{k}^{d_{k}} y_{1}^{d_{1}}$ and $f_{1 l}=x_{1}^{d_{1}} y_{l}^{d_{l}}-x_{l}^{d_{l}} y_{1}^{d_{1}}$, where $2 \leq k<l \leq m$. It holds that

$$
S\left(f_{1 k}, f_{1 l}\right)=y_{1}^{d_{1}} x_{l}^{d_{l}} y_{k}^{d_{k}}-y_{1}^{d_{1}} x_{k}^{d_{k}} y_{l}^{d_{l}} \xrightarrow{g_{k l}} 0
$$

We will prove that $S\left(f_{1 k}, g_{i j}\right) \xrightarrow{\mathcal{R}} 0$. If $j \neq k$, then the initial monomials in $\prec_{\prec}\left(f_{1 k}\right)=$ $x_{1}^{d_{1}} y_{k}^{d_{k}}, \operatorname{in}_{\prec}\left(g_{i j}\right)=x_{i}^{d_{i}} y_{1}^{d_{1}} y_{j}^{d_{j}}$ are relatively prime and therefore $S\left(f_{1 k}, g_{i j}\right) \xrightarrow{\mathcal{R}} 0$. If $j=k$, then

$$
S\left(f_{1 k}, g_{i j}\right)=x_{1}^{d_{1}} x_{k}^{d_{k}} y_{1}^{d_{1}} y_{i}^{d_{i}}-x_{i}^{d_{i}} y_{1}^{d_{1}} x_{k}^{d_{k}} y_{1}^{d_{1}} \xrightarrow{f_{1 i}} 0
$$

Proposition 4.13. For the lattice basis ideal $J_{L}$ we have $J_{L}=I_{2}(D) \cap\left(x_{1}^{d_{1}}, y_{1}^{d_{1}}\right)$.
Proof. Clearly $J_{L} \subset I_{2}(D) \cap \mathcal{Q}$, where $\mathcal{Q}=\left(x_{1}^{d_{1}}, y_{1}^{d_{1}}\right)$. It remains to prove that $I_{2}(D) \cap \mathcal{Q} \subset J_{L}$. Consider the lexicographic term order $\prec$ in $S$ induced by $x_{1} \succ x_{2} \succ \cdots \succ x_{m} \succ y_{1} \succ \cdots \succ y_{m}$. Since

$$
\operatorname{in}_{\prec}\left(J_{L}\right) \subset \operatorname{in}_{\prec}\left(I_{2}(D) \cap \mathcal{Q}\right) \subset \operatorname{in}_{\prec}\left(I_{2}(D)\right) \cap \operatorname{in}_{\prec}(\mathcal{Q})
$$

it is enough to prove that $\operatorname{in}_{\prec}\left(I_{2}(D)\right) \cap \operatorname{in}_{\prec}(\mathcal{Q}) \subset \operatorname{in}_{\prec}\left(J_{L}\right)$. Notice that $\operatorname{in}_{\prec}(\mathcal{Q})=$ $\left(x_{1}^{d_{1}}, y_{1}^{d_{1}}\right)=\mathcal{Q}$ and also $\left\{x_{1}^{d_{1}}, y_{1}^{d_{1}}\right\}$ is a minimal generating set of $\mathcal{Q}$. Consider the monomial ideals $\mathcal{M}_{1}=\left(x_{1}^{d_{1}} y_{j}^{d_{j}} \mid 2 \leq j \leq m\right)$ and $\mathcal{M}_{2}=\left(x_{i}^{d_{i}} y_{j}^{d_{j}} \mid 2 \leq i<j \leq\right.$ $m)$. Lemma 4.12 asserts that the set $\mathcal{R}$ is a Gröbner basis of the lattice basis ideal $J_{L}$ with respect to $\prec$, so in ${ }_{\prec}\left(J_{L}\right)=\mathcal{M}_{1}+y_{1}^{d_{1}} \mathcal{M}_{2}$. We have, from Remark 4.4, that $\operatorname{in}_{\prec}\left(I_{2}(D)\right)$ is equal to the sum $\mathcal{M}_{1}+\mathcal{M}_{2}$. Actually $\left\{x_{1}^{d_{1}} y_{j}^{d_{j}} \mid 2 \leq j \leq\right.$ $m\} \cup\left\{x_{i}^{d_{i}} y_{j}^{d_{j}} \mid 2 \leq i<j \leq m\right\}$ is a minimal generating set of $\operatorname{in}_{\prec}\left(I_{2}(D)\right)$. For every $2 \leq j \leq m$ it holds that $\operatorname{lcm}\left(x_{1}^{d_{1}} y_{j}^{d_{j}}, x_{1}^{d_{1}}\right)=x_{1}^{d_{1}} y_{j}^{d_{j}} \in \mathcal{M}_{1} \subset \operatorname{in}_{\prec}\left(J_{L}\right)$ and $\operatorname{lcm}\left(x_{1}^{d_{1}} y_{j}^{d_{j}}, y_{1}^{d_{1}}\right)=y_{1}^{d_{1}} x_{1}^{d_{1}} y_{j}^{d_{j}} \in \mathcal{M}_{1}$. Furthermore, for every $2 \leq i<j \leq m$ we have that $\operatorname{lcm}\left(x_{i}^{d_{i}} y_{j}^{d_{j}}, x_{1}^{d_{1}}\right)=x_{i}^{d_{i}} x_{1}^{d_{1}} y_{j}^{d_{j}} \in \mathcal{M}_{1}$ and $\operatorname{lcm}\left(x_{i}^{d_{i}} y_{j}^{d_{j}}, y_{1}^{d_{1}}\right)=y_{1}^{d_{1}} x_{i}^{d_{i}} y_{j}^{d_{j}} \in$ $y_{1}^{d_{1}} \mathcal{M}_{2} \subset \operatorname{in}_{\prec}\left(J_{L}\right)$. Proposition 1.2.1 of [3] implies that

$$
\operatorname{in}_{\prec}\left(I_{2}(D)\right) \cap \mathcal{Q} \subset \operatorname{in}_{\prec}\left(J_{L}\right)
$$

Theorem 4.14. Suppose that for every $1 \leq i<j \leq m$ it holds that $\operatorname{gcd}\left(d_{i}, d_{j}\right)=1$. Then the minimal primary decomposition of the radical of the ideal $J_{L}$ is

$$
\operatorname{rad}\left(J_{L}\right)=I_{2}(D) \cap\left(x_{1}, y_{1}\right)
$$

Proof. Using Proposition 4.13 we have that

$$
\operatorname{rad}\left(J_{L}\right)=\operatorname{rad}\left(I_{2}(D)\right) \cap \operatorname{rad}\left(x_{1}^{d_{1}}, y_{1}^{d_{1}}\right)=I_{2}(D) \cap\left(x_{1}, y_{1}\right)
$$
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