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## 1. INTRODUCTION

Suppose one is interested in a certain random stationary phenomenon. To study it, one makes a series of measurements and thus obtains a stationary sequence $\xi:=\left(\xi_{n}\right)_{n \in \mathbb{Z}^{\prime}}$. Then one often models $\xi$ as a functional on an underlying Markov chain (or perhaps as a Markov chain itself). This approach is of great value; it provides a nice probabilistic structure that can be used in the statistical analysis of the phenomenon. However we shall show below that there are quite reasonable situations where, in a certain sense, such an approach can never be entirely correct.

Throughout this article we restrict our attention to strictly stationary processes.

Let $\xi:=\left(\xi_{n}\right)_{n \in \mathbb{Z}}$ be a stationary process and $Y:=\left(Y_{n}\right)_{n \in \mathbb{Z}}$ a stationary Markov chain. The process $\xi$ is represented as an instantaneous function of $Y$ if

$$
\begin{equation*}
\xi_{n}=f\left(Y_{n}\right) \quad \text { for } n \in \mathbb{Z} \tag{1.1}
\end{equation*}
$$

where $f$ is a measurable function on the state space of $Y$. We want to consider quite general Markov chains, though we have to impose some assumption to avoid a trivial representation 1ike

$$
\begin{equation*}
Y_{n}:=\left(\ldots, \xi_{n-1}, \xi_{\mathrm{n}}\right), \quad \xi_{\mathrm{n}}=\mathrm{f}\left(\mathrm{Y}_{\mathrm{n}}\right) \tag{1.2}
\end{equation*}
$$

with $f$ denoting projection onto the last coordinate. Of course $Y$ in (1.2) is a Markov chain. Nevertheless (1.2) does not describe a useful representation because the random variables $Y_{n}$ retain all information about the past, which is impractical. To avoid such representations we impose a well-known irreducibility assumption on $Y$, to be formulated later. Our aim is to construct examples of stationary processes $\xi$ having some nice properties (e.g. very strong mixing properties) that cannot be represented as in (1.1) with $Y$ being irreducible.

Let us now describe the probabilistic structure of our examples. First let $N$ be the class of stationary processes which can be represented as an instantaneous function of a stationary, finite-state, irreducible,
aperiodic Markov chain. Such processes are well known to have very nice asymptotic properties, including very strong mixing properties. We shall construct a stationary process $R:=\left(R_{n}\right)_{n \in \mathbb{Z}}$ of the form

$$
R_{n}:=\left(X_{n}^{(1)}, X_{n}^{(2)}, \ldots\right), \quad n \in \mathbb{Z}
$$

where for each $k, X^{(k)}:=\left(X_{n}^{(k)}\right)_{n \in \mathbb{Z}}$ is a process in the class $N$. We may see $R_{n}$ as describing "reality" at time $n$, and the $X$-variables as giving the various aspects of "reality". The processes $X^{(k)}$ will be independent of each other. This simplifies the structure (but is perhaps unrealistic). The (infinite dimensional) random vector $R_{n}$ consists of countably many random variables. A statistician is interested in much less information. Say he observes only

$$
\xi_{\mathrm{n}}=\mathrm{g}\left(\mathrm{R}_{\mathrm{n}}\right),
$$

where $g$ is some countably-valued function. The process $\xi:=\left(\xi_{n}\right)_{n \in \mathbb{Z}}$ is stationary. We shall show that there need not exist an irreducible-Markov representation for $\xi$. In our examples $g$ will have a simple form, such that $\xi_{n}$ depends only on finitely many components of $R_{n}$. Of course the number of components on which $\xi_{n}$ depends will not be bounded (for otherwise we would have $\xi \in N$ ).

The examples are presented to show that (non-trivial) Markov representations are not always correct in circumstances that seem quite reasonable. The few examples that we present do not seem to enable one to get a general picture of when Markov representation can or cannot be used. Nevertheless results as presented here lead us to emphasize the importance of a theory of statistical inference for stationary processes (e.g. central limit theory) where no Markov assumptions are present.

Already earlier studies were concerned with Markov representation. We can mention JOHNSON (1974) who discussed representation from a very general and only slightly related point of view. ROSENBLATT (1971) surveys literature on representation in terms of finite-state Markov chains and mentions a necessary and sufficient condition for such a representation.

Let us now formulate the assumption we impose on the Markov chains $Y$
that we consider in relation to representation (1.1). We assume
(1.3)(i) $Y$ is a real, stationary Markov chain, and
(ii) $Y$ is irreducible with respect to the distribution $\pi$ of $Y_{0}$. The assumption (1.3)(i) is not very restrictive. Because we are only interested in representation, if the state space of a Markov chain $Y$ can be imbedded bimeasurably in the real line it is for our purpose real-vaiued. For example stationary, positive-recurrent Markov chains with a countable state space satisfy in essence our assumptions.

The assumption (1.3) (ii) means that for every real number $x$ and every Borel set $B$ with $\pi(B)>0$ one has

$$
P^{\mathrm{n}}(\mathrm{x}, \mathrm{~B})>0 \quad \text { for some } \mathrm{n} \geq 1 .
$$

Here $P^{n}(.,$.$) denotes the n$-th iterate of a regular transition probability for $Y$. This assumption is a quite natural generalization of the irreducibility concept for Markov chains with countable state space, and also the wellknown limit theorems for transition probabilities carry over (see OREY (1971)). In particular, Y satisfies the Harris recurrence property, i.e. if $x \in \mathbb{R}$ and $B$ is a Borel set with $\pi(B)>0$ then $P\left(Y_{n} \in B\right.$ for infinitely many $n \geq 1 \mid Y_{0}=x$ ) $=1$; This can be deduced (with a little work) from OREY (1971), p.38, Theorem 8.1 and our assumption of stationarity.

Let us denote by $M$ the class of processes $\xi$ that can be represented (possibly after extension of the probability space) as an instantaneous function of a Markov chain $Y$ satisfying (1.3).

Though $M$ is a large class it certainly does not contain all stationary processes. It is well known that processes in $M$ satisfy a mixing-type property. Our aim is to show that also assumptions of a different nature are implicit in the restriction to $M$. But let us first describe this mixing-type property. Assume for the moment that $Y$ satisfies (1.3) and is aperiodic. Then using OREY (1971), p.30, Theorem 7.1 it is easily seen that $Y$ is i strongly mixing, and if (1.1) holds then also $\xi$ is strongly mixing. This argument can be used to show that in fact $Y$ and $\xi$ are absolutely regular. Absolute regularity is a lesser known, stronger mixing property, discussed e.g. in VOLKONSKII and ROZANOV (1959) and, under the name "weak Bernoulli",
in SHIELDS (1973). We assumed Y is aperiodic; the argument above is however easily adapted to cover the periodic case too, and we leave the reader to formulate which restriction of a similar nature it implies for $\xi \in M$ in general.

We use the notation $P_{Z}$ for the distribution of a random vector $Z$. If a term 1ike $a_{n}$ is a subscript or superscript, it is usually written $a(n)$.

We want to develop necesssary conditions for $\xi \in M$. Markov chain theory leads easily to an interesting condition for $\xi \in M$, as follows. Suppose Y satisfies (1.3). From irreducibility we have by OREY (1971), p.7, Theorem 2.1 that there exists a (positive) measure $\phi \neq 0$ (meaning $\phi(\mathbb{R}>0$ ) and an integer $k>0$ such that

$$
\begin{equation*}
\mathrm{P}_{\mathrm{Y}(0), \mathrm{Y}(\mathrm{k})} \geq \phi \times \phi . \tag{1.4}
\end{equation*}
$$

If (1.1) holds then we also have

$$
\begin{equation*}
\mathrm{P}_{\xi(0), \xi(\underline{k})} \geq \widetilde{\phi} \times \widetilde{\phi} \tag{1.5}
\end{equation*}
$$

where $\tilde{\phi}:=\phi \circ \mathrm{f}^{-1}$. Thus in order that $\xi \in M$ there must exist a measure $\tilde{\phi} \neq 0$ such that ( 1.5 ) holds for some $k>0$. In section 3 we discuss a process that violates this condition. The reader may verify easily that such processes are necessarily uncountably-valued. To remedy for this we derive in section 4 a more restrictive necessary condition for $\xi \in M$, to be used in our discussion of countably-valued processes.

The examples that we construct are $\phi$-mixing and have an even stronger mixing property. Define the $\psi^{*}$-dependence between two $\sigma$-fields of a probability space by

$$
\begin{align*}
\psi^{*}(A, B)= & \sup \frac{P(A \cap B)}{P(A) P(B)}  \tag{1.6}\\
& A \in A, B \in B, P(A)>0, P(B)>0
\end{align*}
$$

Obviously $\psi^{*}(A, B) \geq 1$ and equality holds if and only if $A$ and $B$ are independent $\sigma$-fields. A stationary process $\xi$ will be called $\psi^{*}$-mixing if its past and future are asymptotically independent in the sense that

$$
\psi_{\mathrm{n}}^{*}:=\psi^{*}\left(B\left(\xi_{\mathrm{k}}, \mathrm{k} \leq 0\right), \quad B\left(\xi_{\mathrm{k}}, \mathrm{k} \geq \mathrm{n}\right)\right) \rightarrow 1 \quad \text { as } \mathrm{n} \rightarrow \infty
$$

Here the notation $B\left(\xi_{k}, k \in K\right)$ means the Borel $\sigma$-field of events generated by the family of r.v.'s $\left(\xi_{k}, k \in K\right), K$ being any set of integers. To avoid ambiguity when other stationary sequences are present, we sometimes write $\psi_{n}^{*}(\xi)$ instead of $\psi_{n}^{*}$.

Our main result is stated as follows:

THEOREM 1.1. There exists a stationary countably-valued process $\xi$ such that (i) $\xi \notin M$, so $\xi$ cannot be represented as an instantaneous function of $a$ Markov chain satisfying (1.3)
(ii) $\psi_{\mathrm{n}}^{*}-1 \rightarrow 0$ with exponential rate as $\mathrm{n} \rightarrow \infty$.

We shall discuss three examples of stationary $\psi^{*}$-mixing processes that do not belong to the class $M$. The first and simplest one, which we shall call X , has the structure of the process $R$ mentioned above. It has exponential mixing rate (as in Theorem l.l(ii)) but is uncountably-valued. Its purpose is to help clarify the second and third examples. The process $X$ will be constructed at the end of this section and is discussed in sections 2 and 3.

The second example is the process $\xi$ of Theorem 1.1 . It will be constructed and studied in section 5. Section 4 develops a criterion that will be used to show $\xi \notin M$.

The third example, discussed in section 6, will also be countably-valued and will have finite entropy; its mixing rate will be slower than exponential.

CONSTRUCTION OF THE PROCESS X:

As "building blocks" we shall use a class of simple finite-state Markov chains. For each $m \geq 3$ let $S(m)$ denote the distribution of a stationary Markov chain $W:=\left(W_{n}\right)_{n \in \mathbb{Z}}$ with state space $\{1,2, \ldots, m\}$, with invariant marginal distribution ( $1 / \mathrm{m}, \ldots, 1 / \mathrm{m}$ ), and with one-step transition probabilities given by

$$
\begin{align*}
p_{i j} & =0 \quad \text { if } \quad i=j  \tag{1.7}\\
& =\frac{1}{m-1} \text { otherwise. }
\end{align*}
$$

Such a process has small and rapidly decreasing $\psi^{*}$-mixing coefficients, especially if m is large (Lemma 2.1). Also note that $\mathrm{W}_{0} \neq \mathrm{W}_{1}$ a.s.

Let us specify the integers

$$
\begin{equation*}
m_{k}:=9^{k} \quad \forall k \geq 1 \tag{1.8}
\end{equation*}
$$

For each $k \geq 1$ let $X^{(k)}:=\left(X_{n}^{(k)}\right)_{n \in \mathbb{Z}}$ be a process such that the subsequence $\left(X_{n k}^{(k)}\right)_{n \in \mathbb{Z}}$ has the distribution $S\left(m_{k}\right)$ and is independent of the family of r.v.'s ( $X_{n}(k): n \neq 0 \bmod k$ ) outside of this subsequence; we also require that $\mathrm{X}^{(\mathrm{k})}$ be stationary, and thus its distribution is completely determined. Also we assume that $X^{(1)}, X^{(2)}, \ldots$ are independent processes.

The process $X:=\left(X_{n}\right)_{n \in \mathbb{Z}}$ is defined by

$$
\begin{equation*}
\mathrm{X}_{\mathrm{n}}:=\left(\mathrm{X}_{\mathrm{n}}^{(1)}, \mathrm{X}_{\mathrm{n}}^{(2)}, \ldots\right) \quad \forall \mathrm{n} \in \mathbb{Z} \tag{1.9}
\end{equation*}
$$

Of course $X$ is not countably-valued. The random variable $X_{0}$ is of course dependent on the "past", ( $\left.\ldots, X_{-2}, X_{-1}\right)$. Note however that the $k-t h$ component $\mathrm{X}_{0}^{(\mathrm{k})}$ depends on the past only via $\mathrm{X}_{-\mathrm{k}}^{(\mathrm{k})}$ and in particular $\mathrm{X}_{0}^{(\mathrm{k})} \neq \mathrm{X}_{-\mathrm{k}}^{(\mathrm{k})}$ a.s. One might say that the process is built such that it "learns" not to attain certain values in certain situations. This viewpoint suggests a formulation of the process as a learning model as discussed in IOSIFESCU and THEODORESCU (1969).

In sections 2 and 3 we show that X is exponentially $\psi^{*}$-mixing. A quite simple argument based on the fact (noted above) that

$$
\begin{equation*}
\mathrm{x}_{\mathrm{j}}^{(\mathrm{k})} \neq \mathrm{x}_{\mathrm{j}+\mathrm{k}}^{(\mathrm{k})} \text { a.s. } \forall \mathrm{k} \geq 1 \quad \forall \mathrm{j} \in \mathbb{Z} \tag{1.10}
\end{equation*}
$$

will be used to disprove (1.5) and thus show that $\mathrm{X} \notin M$; this is done in Lemma 3.2.

The countably-valued process $\xi$ of section 5 (our second example) will be obtained from X as follows:

$$
\xi_{\mathrm{n}}=\left(\lambda_{\mathrm{n}}, X_{\mathrm{n}}^{(\lambda(n))}\right), \quad n \in \mathbb{Z}
$$

Here $\lambda:=\left(\lambda_{n}\right)_{n \in \mathbb{Z}}$ is a certain i.i.d. sequence, independent of $X$ and with values in the positive integers. With a little work the reader will be able to show that this process has the form

$$
\xi_{\mathrm{n}}=\mathrm{g}\left(\mathrm{R}_{\mathrm{n}}\right), \quad \mathrm{n} \in \mathbb{Z}
$$

where ( $R_{n}$ ) is a process having precisely the structure described earlier and $\xi_{n}=g\left(R_{n}\right)$ depends only on a finite (random) number of components of $R_{n}$. The third example, given in section 6 , will have a quite similar structure.
2. $\psi^{*} \div$ MIXING

First we study the mixing rates of the finite-state Markov chains with the distributions $S(m), m \geq 3$, for which the transition probabilities are given in (1.7).

LEMMA 2.1. If $\mathrm{m} \geq 3$ then a Markov chain $\mathrm{W}:=\left(\mathrm{W}_{\mathrm{n}}\right)_{\mathrm{n} \in \mathbb{Z}}$ with the distribution $S(m)$ is exponentially $\psi^{*}$-mixing, such that

$$
\log \psi_{\mathrm{n}}^{*}(\mathrm{~W}) \leq\left(2 / \mathrm{m}^{1 / 2}\right)^{\mathrm{n}} \quad \forall \mathrm{n} \geq 1
$$

This inequality is crude but simple; in fact we shall use it only for $m \geq 9$ (the smallest $m_{k}$ in (1.8)).

PROOF. The transition probability matrix $\mathbb{P}:=\left(p_{i j}\right)$ in (1.7) can be written as

$$
\mathbb{P}=[\mathrm{m} /(\mathrm{m}-1)] \mathrm{J}_{\mathrm{m}}-[1 /(\mathrm{m}-1)] \mathrm{I}_{\mathrm{m}}
$$

where $I_{m}$ is the $m \times m$ identity matrix and $J_{m}$ is the $m \times m$ matrix with all entries equal to $1 / \mathrm{m}$. Using induction and the fact that $J_{m}^{2}=J_{m}$, we have that

$$
\mathbb{P}^{\mathrm{n}}=\mathrm{J}_{\mathrm{m}}+[-1 /(\mathrm{m}-1)]^{\mathrm{n}}\left(\mathrm{I}_{\mathrm{m}}-\mathrm{J}_{\mathrm{m}}\right) \quad \forall \mathrm{n} \geq 1
$$

For each $n$ the diagonal elements of $\mathbb{P}^{n}$ are equal to some common value $d_{n}$ and the off-diagonal elements are equal to some common value $c_{n}$. For each $n$ one can show that

$$
\begin{aligned}
\psi_{n}^{*}(W) & =\psi^{*}\left(B\left(W_{0}\right), B\left(W_{n}\right)\right) \\
& =\max _{1 \leq i, j \leq m} \frac{P\left(W_{0}=i, W_{n}=j\right)}{P\left(W_{0}=i\right) \cdot P\left(W_{n}=j\right)}=m \cdot \max \left(c_{n}, d_{n}\right)
\end{aligned}
$$

The first equality here follows from the Markov property, the second can be proved with an elementary argument, and the third is trivial.

Since $m \geq 3$ (by assumption) we have that for odd $n \geq 1$,

$$
\begin{aligned}
d_{n}<c_{n} & =(1 / m) \cdot\left(1+[1 /(m-1)]^{n}\right) \\
& \leq(1 / m) \cdot\left(1+\left[1 / m^{1 / 2}\right]^{n}\right)
\end{aligned}
$$

and for even $n \geq 2$,

$$
\begin{aligned}
c_{\mathrm{n}}<\mathrm{d}_{\mathrm{n}} & =(1 / \mathrm{m}) \cdot\left(1+(\mathrm{m}-1) \cdot[1 /(\mathrm{m}-1)]^{\mathrm{n}}\right) \\
& \leq(1 / \mathrm{m}) \cdot\left(1+\mathrm{m} \cdot[2 / \mathrm{m}]^{\mathrm{n}}\right) \\
& \leq(1 / \mathrm{m}) \cdot\left(1+\left[2 / \mathrm{m}^{1 / 2}\right]^{\mathrm{n}}\right) .
\end{aligned}
$$

Hence $\psi_{\mathrm{n}}^{*}(\mathrm{~W})-1 \rightarrow 0$ at the general rate $[1 /(\mathrm{m}-1)]^{\mathrm{n}}$, and we also have $\psi_{\mathrm{n}}^{*}(\mathrm{~W}) \leq\left(1+\left[2 / \mathrm{m}^{1 / 2}\right]^{\mathrm{n}}\right) \forall \mathrm{n} \geq 1$, which implies $\log \psi_{\mathrm{n}}^{*}(\mathrm{~W}) \leq\left(2 / \mathrm{m}^{1 / 2}\right)^{\mathrm{n}}$.

The next step is to use Lemma 2.1 to get bounds on the mixing rate for each of the processes $X^{(k)}, k \geq 1$ (see (1.9)); this will be done in Section 3. Because these processes $X^{(k)}, k \geq 1$, are independent we have

$$
\begin{equation*}
\psi_{\mathrm{n}}^{*}(\mathrm{X})=\prod_{\mathrm{k} \geq 1} \psi_{\mathrm{n}}^{*}\left(\mathrm{X}^{(\mathrm{k})}\right) \quad \forall \mathrm{n} \tag{2.1}
\end{equation*}
$$

by Lemma 2.2 below, and (2.1) will be used in Section 3 to get an exponential bound on the mixing rate for the process $X$.

LEMMA 2.2. Suppose $A_{n}$ and $B_{n}, n=1,2, \ldots$ are $\sigma$-fields. If the $\sigma$-fields $A_{n} \vee B_{n}, n=1,2, \ldots$ are independent then

$$
\psi^{*}\left(\underset{n \geq 1}{\vee} A_{n}, \vee B_{n \geq 1}\right)=\prod_{n \geq 1} \psi^{*}\left(A_{n}, B_{n}\right)
$$

The proof is elementary and is sketched in BRADLEY (1981), Lemma 1.
3. THE PROPERTIES OF THE EXAMPLE X.

Two properties of the (uncountably-valued) process $X$ defined by (1.9) are given here.

LEMMA 3.1. $\psi_{\mathrm{n}}^{*}(\mathrm{X})-1 \rightarrow 0$ exponentially as $\mathrm{n} \rightarrow \infty$.
PROOF. For each fixed $k \geq 1$ the process $X^{(k)}$ can be split up into subsequences $\left(X_{j k+i}^{(k)}\right){ }_{j \in \mathbb{Z}}$ for $i=1,2, \ldots, k$. These subsequences are independent and have the distribution $S\left(m_{k}\right)$. Let $W$ by any process with the distribution $S\left(m_{k}\right)$. If $n$ is any positive integer, then it can be written as $n=j k+i$ where $1 \leq i \leq k$ and $j \geq 0$, and we have

$$
\begin{align*}
\log \psi_{n}^{*}\left(X^{(k)}\right) & \leq \log \psi_{j k+1}^{*}\left(X^{(k)}\right)  \tag{3.1}\\
& =k \log \psi_{j+1}^{*}(W) \leq k \cdot\left[2 / m_{k}^{1 / 2}\right]^{j+1} \\
& =k \cdot\left(2 / 3^{k}\right)^{j+1} \leq(2 / 3)^{\max (n, k)}
\end{align*}
$$

Here the first inequality is trivial. The first equality follows from Lemma 2.2 and the structure of $X^{(k)}$. The second inequality holds by Lemma 2.1 (see also (1.8)). The last inequality holds by the definition of $j$ in terms of $n$.

By (2.1) we may conclude

$$
\begin{aligned}
\log \psi_{n}^{*}(X) & \leq \sum_{k \geq 1}(2 / 3)^{\max (n, k)} \\
& =(n+2) \cdot(2 / 3)^{n}=\sigma\left((3 / 4)^{n}\right) \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

and Lemma 3.1 follows.

LEMMA 3.2. $\mathrm{X} \notin \mathrm{M}$.

PROOF. The process $X$ has its values in a space $\Gamma$ of sequences of integers. As we mentioned in the first section, it suffices to show that there cannot exist a positive integer $k$ and measure $\tilde{\phi} \neq 0$ on $\Gamma$ such that (1.5) holds.

Suppose such a $k$ and $\tilde{\phi}$ exist. Partition $\Gamma$ as $\Gamma=U_{i} \Gamma_{i}$ where $\Gamma_{i}$ consists of all sequences in $\Gamma$ with $i$ as their $k t h$ coordinate. Then $\tilde{\phi}\left(\Gamma_{i}\right)>0$ for some $i$, and so by (1.5),

$$
\begin{aligned}
P\left(X_{0}^{(k)}\right. & \left.=X_{k}^{(k)}=i\right)=P\left(X_{0} \in \Gamma_{i}, X_{k} \in \Gamma_{i}\right) \\
& \geq \widetilde{\phi} x \tilde{\phi}\left(\Gamma_{i} x \Gamma_{i}\right)>0
\end{aligned}
$$

This contradicts the fact $X_{0}^{(k)} \neq X_{k}^{(k)}$ a.s. which holds by (1.10). Hence Lemma 3.2 holds.

We have verified that $X$ satisfies (i) and (ii) of Theorem 1.1. To prove $\xi \notin M$, where $\xi$ is the countably-valued process to be constructed in section 5 (for Theorem 1.1), the argument in Lemma 3.2 cannot be used, as we noted earlier, because the existence of such $a k$ and $\tilde{\phi}$ is automatic in the count-able-state case. So in the next section we give another criterion which is similar to but stronger than (1.5).
4. MARKOV CHAINS

Suppose $Y$ satisfies (1.3). Because of (1.3) (ii) there exists by Orey (1971), p. 7, Theorem 2.1 a C-set, i.e. a Borel set $C$ with $\pi(C)>0$, an integer $m>0$ and a number $c>0$ such that

$$
\begin{equation*}
\mathrm{P}^{\mathrm{m}}(\mathrm{x}, \mathrm{~A}) \geq \mathrm{c} \cdot \pi(\mathrm{~A}) \quad \forall \mathrm{x} \in \mathrm{C} \quad \forall \mathrm{~A} \subset \mathrm{C} . \tag{4.1}
\end{equation*}
$$

Here $P^{m}(.,$.$) denotes the m-step transition probability of Y$ as before, and it is understood that $A$ is restricted to the class of Borel sets. Obviously (4.1) implies (1.4). The existence of a C-set has strong consequences for the distribution of a Markov process. In Orey (1971) and also Nummelin
(1978) such sets play a central role in the study of the limit behavior of Y. We shall use another consequence of the existence of a C-set.

LEMMA 4.1: Suppose Y is a Markov chain satisfying (1.3), and let p denote its period. Then there exists a number $\gamma>0$ and integers $m>0$ and $n_{0}>0$ such that $\mathrm{p} \mid \mathrm{m}$ and for all $\mathrm{n} \geq \mathrm{n}_{0}$ with $\mathrm{p} \mid \mathrm{n}$ there exists a measure $\phi_{\mathrm{n}}$ on $\mathbb{R}^{\mathrm{n}+1}$ with $\phi_{\mathrm{n}}\left(\mathbb{R}^{\mathrm{n}+1}\right)=\gamma$ such that

Of course the restriction p in is superfluous for aperiodic Markov chains. The existence of a period $p(=1$ if $Y$ is aperiodic) is a well known property of stationary irreducible Markov chains; see Orey (1971), p. 13, Theorem 3.1..

PROOF: Let $C$ be a C-set, and let $m$ and $c$ be as in (4.1). Also define the measure $\pi_{C}():.=\pi(. n C)$. We have $p \mid m$ because $p$ is the period of $Y$. If $n>2 m$ and if A and B are Borel sets then

$$
\begin{aligned}
P_{Y(0), Y(n)}(A x B) & \geq \iint_{A} \int_{C} P^{m}(z, B) P^{n-2 m}(y, d z) P^{m}(x, d y) \pi(d x) \\
& \geq \int_{A} \int_{C} \int_{C} c \pi_{C}(B) P^{n-2 m}(y, d z) c \pi(d y) \pi_{C}(d x) \\
& =c^{2} \pi_{C} x \pi_{C}(A x B) P\left(Y_{m} \in C, Y_{n-m} \in C\right)
\end{aligned}
$$

Orey (1971), p. 30, Theorem 7.1 implies that $P\left(Y_{m} \in C, Y_{n-m} \in C\right) \rightarrow p[\pi(C)]^{2}$ as $n \rightarrow \infty$ under the restriction $p \mid n$. Hence there exists $c^{\prime}>0$ and $n_{0}>0$ such that if $n \geq n_{0}$ and $p \mid n$ then $P_{Y(0), Y(n)} \geq c^{\prime} \pi_{C} x \pi_{C}$. Using this fact twice (with stationarity) a similar argument will show that there exists c " > 0 such that if $n \geq n_{0}$ and $p / n$ then

$$
\begin{equation*}
P_{Y(-n), Y(0), Y(m), Y(m+n) \geq c " \pi_{C} \times \pi_{C} x \pi_{C} x \pi_{C} .} . \tag{4.3}
\end{equation*}
$$

For each n define the measure $\phi_{\mathrm{n}}$ on $\mathbb{R}^{\mathrm{n}+1}$ by

$$
\begin{array}{r}
\phi_{n}(B):=\left(c^{\prime \prime}\right)^{1 / 2} \int_{\mathbb{R}^{2}} P\left(\left(Y_{0}, \ldots, Y_{N}\right) \in B \mid Y_{0}=\right. \\
\left.x, Y_{n}=y\right) \\
d \pi_{C} \times \pi_{C}(x, y)
\end{array}
$$

for Borel sets $B \subset \mathbb{R}^{n+1}$. Then for $\gamma:=\left(c^{\prime \prime}\right)^{1 / 2}[\pi(C)]^{2}$ we have that $\phi_{\mathrm{n}}\left(\mathbb{R}^{\mathrm{n}+1}\right)=\gamma \forall \mathrm{n}$, and using the Markov property and (4.3) one proves (4.2).

REMARK. 4.2: Suppose $\xi$ is a stationary process satisfying (1.1). We noted earlier that (1.4) for $Y$ implies (1.5) for $\xi$. Similarly the property of $Y$ in Lemma 4.1 transfers to $\xi$, with the measures $\phi_{n}$ replaced by the obvious related measures $\tilde{\phi}_{n}$. (Thus a process $\xi$ which fails to have this property cannot be in M.)

REMARK. 4.3: $\psi$-mixing is a property stronger than $\psi^{*}$-mixing and is discussed in e.g. BLUM, HANSON, and KOOPMANS (1963). A stationary $\psi$-mixing process has the properties referred to in the above remark, and it is an open question whether there are such processes outside $M$.

## 5. PROOF OF THEOREM 1.1 .

To construct the process $\xi$ for Theorem 1.1 we consider again the process $X$ defined by (1.9). Suppose $\lambda:=\left(\lambda_{n}\right)_{n \in \mathbb{Z}}$ is an i.i.d. sequence which takes its values on the set of positive integers and which is independent of $X$ and so independent of the processes $X^{(1)}, X^{(2)}, \ldots$. The stationary process $\xi:=\left(\xi_{n}\right)_{n \in Z Z}$ defined by

$$
\begin{equation*}
\xi_{\mathrm{n}}:=\left(\lambda_{\mathrm{n}}, \xi_{\mathrm{n}}(\lambda(\mathrm{n})), \quad \forall \mathrm{n} \in \mathbb{Z}\right. \tag{5.1}
\end{equation*}
$$

is countably-valued. By (1.10) we have

$$
\begin{equation*}
P\left(\xi_{n}=\xi_{n-k} \text { and } \lambda_{n}=\lambda_{n-k}=k\right)=0 \quad \forall k \geq 1 \quad \forall n \in \mathbb{Z} \tag{5.2}
\end{equation*}
$$

Below we shall specify the distribution of $\lambda_{0}$. Property (5.2) will then be used along with Lemma 4.1 and Remark 4.2 in order to show that $\xi$ cannot belong to $M$.

But first let us quickly show that Theorem l.1(ii) holds (regardless of the distribution of $\lambda_{0}$ ). Defining the process $Z:=\left(Z_{n}\right)_{n \in Z Z}$ by $Z_{n}:=\left(\lambda_{n}, X_{n}\right) \quad \forall n \in \mathbb{Z}$, we have

$$
\begin{equation*}
\psi_{\mathrm{n}}^{*}(\xi) \leq \psi_{\mathrm{n}}^{*}(Z)=\psi_{\mathrm{n}}^{*}(\lambda) \cdot \psi_{\mathrm{n}}^{*}(X) \tag{5.3}
\end{equation*}
$$

The first inequality holds because $\xi_{n}$ is $Z_{n}$-measurable (for each fixed $n$ ), and the latter equality holds by Lemma 2.2. Because $\lambda$ is i.i.d., $\psi_{n}^{*}(\lambda)=1$ and using Lemma 3.1 we obtain Theorem 1.1(ii).

To prove Theorem $1.1(i)$ we impose the following restrictions on the r.v. $\lambda_{0}$ and on a set $K$ :
(5.4) (i) $P\left(\lambda_{0}=k\right)=p_{k} \quad \forall k \in K$.

$$
P\left(\lambda_{0} \notin K\right)=0 . \quad\left(\sum_{k \in K} p_{k}=1 .\right)
$$

(5.4) (ii) $\quad k p_{k} \rightarrow \infty$ as $k \rightarrow \infty$ along $K$.
(5.4) (iii) $K$ is a set of positive integers such that for each integer p > 0 the set $K$ contains arbitrarily large multiples of $p$.

For example one could take

$$
\begin{aligned}
& K:=\left\{1^{2}, 2^{2}, 3^{2}, \ldots\right\} \\
& p_{k}:=n^{-1 / 2}-(n+1)^{-1 / 2} \text { for } n^{2}=k \in K
\end{aligned}
$$

With $\xi$ defined by (5.1) and $\lambda$ such that (5.4) holds we have:

LEMMA 5.1. $\xi \notin M$.
PROOF. The sequence $\xi$ has its values in $Z Z^{2}$. Suppose $\xi$ has the form (1.1) with $Y$ a Markov chain satisfying (1.3) with period p. By Lemma 4.1 and Remark 4.2, there exist $\gamma>0$ and integers $m, n_{0}>0$ such that $p \mid m$ and for all $n \geq n_{0}$ with $p \mid n$ there exists a measure $\tilde{\phi}_{n}$ on $\left(\mathbb{Z}^{2}\right)^{n+1}$ with total mass $\gamma$ such that

$$
\begin{equation*}
P_{\xi(-n), \ldots, \xi(0), \xi(m), \ldots, \xi(m+n)} \geq \tilde{\phi}_{n} \times \tilde{\phi}_{n} \tag{5.5}
\end{equation*}
$$

Let $\mathrm{k}=\mathrm{n}+\mathrm{m}$ where $\mathrm{n} \geq \mathrm{n}_{0}, \mathrm{k} \in \mathrm{K}, \mathrm{k}$ and n are both multiples of p , and $k$ is sufficiently large, such that

$$
\begin{align*}
P\left(\lambda_{j}=k \text { for some }-n \leq j \leq 0\right) & =1-\left(1-P\left(\lambda_{0}=k\right)\right)^{n+1}  \tag{5.6}\\
& >1-\gamma^{2} .
\end{align*}
$$

This is possible because by (5.4),

$$
(n+1) P\left(\lambda_{0}=k\right)=(k-m+1) p_{k} \rightarrow \infty
$$

as $k \rightarrow \infty$ along $k \in K$.
With $k$ and $n$ fixed as above, let $\Lambda$ be a subset of $\left(Z^{2}\right)^{n+1}$ such that the following equality of events holds:

$$
\begin{equation*}
\left\{\lambda_{j}=k \text { for some }-n \leq j \leq 0\right\}=\left\{\left(\xi_{-n}, \ldots, \xi_{0}\right) \in \Lambda\right\} \tag{5.7}
\end{equation*}
$$

Because by (5.6) and (5.5)

$$
\gamma^{2}>P\left(\left(\xi_{-n}, \ldots, \xi_{0}\right) \notin \Lambda\right) \geq \tilde{\phi}_{n} \times \tilde{\phi}_{n}\left(\Lambda^{c} \times\left(\mathbb{Z}^{2}\right)^{n+1}\right)=\gamma \tilde{\phi}_{n}\left(\Lambda^{c}\right)
$$

we have $\tilde{\phi}_{\mathrm{n}}\left(\Lambda^{c}\right)<\underset{\sim}{\gamma}$, and so $\tilde{\phi}_{\mathrm{n}}$ has positive mass on the (countable) set $\Lambda$. Take $y \in \Lambda$ with $\tilde{\phi}_{n}(\{y\})>0$. By (5.5) the event

$$
\left\{\left(\xi_{-n}, \ldots, \xi_{0}\right)=y,\left(\xi_{m}, \ldots, \xi_{m+n}\right)=y\right\}
$$

has probability at least $\left[\tilde{\phi}_{n}(\{y\})\right]^{2}>0$. On this event $\xi_{j}=\xi_{j+k}$ for all $-\mathrm{n} \leq \mathrm{j} \leq 0$ and moreover because $\mathrm{y} \in \Lambda$ there is by (5.7) such a j with $k=\lambda_{j}\left(=\lambda_{j+m+n}\right)$. Hence for this $j$ with positive probability

$$
\xi_{j}=\xi_{j+k} \text { and } \lambda_{j}=\lambda_{j+k}=k
$$

which contradicts (5.2) So $\xi \notin M$.

Thus we have proved Theorem 1.1.

## 6. A FINITE ENTROPY EXAMPLE.

The entropy $H(Z)$ of a countably-valued random variable $Z$ is defined as

$$
H(Z):=\sum q_{i} \cdot{ }^{2} \log \left(1 / q_{i}\right)
$$

where $q_{i}=P(Z=i)$ and $i$ runs over the values in the range of $Z$ with $q_{i}>0$. We construct a $\psi^{*}$-mixing stationary process $\xi$ with $H\left(\xi_{0}\right)<\infty$ that does not belong to $M$. This process has the form (5.1) except that we choose integers $m_{k}, k \geq 1$, different from (1.8). The distribution of $\lambda_{0}$ satisfying (5.4) will also be chosen more carefully.

Because $\lambda_{0}$ is $\xi_{0}$-measurable we have by a familiar rule for entropy (see SMORODINSKY (1971), Theorem 4.12a) that

$$
H\left(\xi_{0}\right)=H\left(\lambda_{0}\right)+\sum_{k \in K} H\left(\xi_{0} \mid \lambda_{0}=k\right) \cdot P\left(\lambda_{0}=k\right)
$$

where $H\left(\xi_{0} \mid \lambda_{0}=k\right)$ denotes the entropy of $\xi_{0}$ under the conditional probability $P\left(\cdot \mid \lambda_{0}=k\right)$. By (5.1) and because $\xi_{0}^{(k)}$ is independent of the event $\left\{\lambda_{0}=k\right\}$ and attains $m_{k}$ values, each with the same probability, we have $H\left(\xi_{0} \mid \lambda_{0}=k\right)=$ $={ }^{2} \log _{\mathrm{k}}$ and so

$$
\begin{equation*}
H\left(\xi_{0}\right)=H\left(\lambda_{0}\right)+E^{2} \log m_{\lambda(0)} \tag{6.1}
\end{equation*}
$$

Obviously an exponential choice for $m_{k}$ (as in (1.8)) would make $H\left(\xi_{0}\right)=\infty$ by (5.4)(ii). But let us choose

$$
\begin{aligned}
& \mathrm{K}:=\left\{\mathrm{n}^{\mathrm{n}}, \mathrm{n} \geq 3\right\} \\
& \mathrm{p}_{\mathrm{k}}:=\mathrm{c} / \mathrm{n}^{\mathrm{n}-1} \text { for } \mathrm{n}^{\mathrm{n}}=\mathrm{k} \in \mathrm{~K}
\end{aligned}
$$

for some normalizing constant $c>0$. Then we have (5.4) and we can take $m_{k}$
quite large such that as $k \rightarrow \infty$ along $K$,

$$
{ }^{2} \log _{k} \approx n^{n-3} \text { for } n^{n}=k \in K
$$

and then one concludes easily that $H\left(\xi_{0}\right)<\infty$ using (6.1). By Lemma 5.1 (whose proof holds verbatim in this new context) we have $\xi \notin M$. Using (5.3) and an argument like Lemma 3.1 one can prove that $\xi$ is $\psi^{*}$ - mixing, i.e. $\psi_{n}^{*}(\xi)-$ $-1 \rightarrow 0$, but with a rate that is slightly slower than exponential.

REMARK 6.1. It seems clear that one can construct a two-state stationary process $\xi \notin M$ that still satisfies the absolute regularity condition. A binary coding of an example like the one above, of course with entropy less than 1 , might achieve this. Because of the technical complications this will not be investigated here. A stronger mixing property like $\dot{\phi}$-mixing or $\psi^{*}$ mixing might be attainable. However this is complicated by the fact that the coding of a single $\xi$-value may affect a long stretch of time extending far into both the negative and positive indices.
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