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TW 97)
if $H[i, 1]>0$ then $\operatorname{VADIPUFUNC}(1,0,3)$ else
if $H[i, 1]=-1$ then

real procedure VADIPUCOMPFORM(i,n,1); value i; integer i, $n, 1$;
begin real $a, b ;$ integer $p, q$; switch $S S:=$ value,diff,output,sum,product,quotient;
procedure $A(a, b, s t)$; real $a ;$ integer $b ;$ string st;
begin if $1=1$ then VADIPUCOMPFORM:= a else if $1=2$ then $1:=b$ else
begin PUTEXT1(st); OUTPUT(H[i,3]); PUTEXT1( $(4)$ ) end; goto END
end; VADIPUCOMPFORM:= 1; goto $\mathrm{SS}[1]$;
value: $\mathrm{a}:=\operatorname{VALUE}(\mathrm{H}[\mathrm{i}, 1]) ; \mathrm{b}:=\operatorname{VALUE}(\mathrm{H}[\mathrm{i}, 3])$; goto $\mathrm{SS}[\mathrm{H}[\mathrm{i}, 2]+3]$;
diff: $\mathrm{p}:=\operatorname{DIFF}(\mathrm{H}[\mathrm{i}, 1], \mathrm{n})$; $\mathrm{q}:=\operatorname{DIFF}(\mathrm{H}[\mathrm{i}, 3], \mathrm{n})$; goto $\mathrm{SS}[\mathrm{H}[\mathrm{i}, 2]+3]$;
output: PUTEXT1 $(\nmid()$ ); OUTPUT( $\mathrm{H}[\mathrm{i}, 1]$ ); goto $\mathrm{SS}[\mathrm{H}[\mathrm{i}, 2]+3]$;
sum: $A\left(a+b_{9} S(p, q), \phi+\ngtr\right)$;
product: $\mathrm{A}(\mathrm{a} \times \mathrm{b}, \mathrm{S}(\mathrm{P}(\mathrm{p}, \mathrm{H}[\mathrm{i}, 3]), \mathrm{P}(\mathrm{H}[\mathrm{i}, 1], \mathrm{q})), \mathrm{X} \times \nmid)$;
quotient: $A(a / b$, if $p=0 \wedge q=0$ then 0 else $Q(D(P(p, H[i, 3]), P(H[i, 1], q))$, $\mathrm{P}(\mathrm{H}[\mathrm{i}, 3], \mathrm{H}[1,3]), \nmid \nmid$ ) ;
END: end:
real procedure VADIPUFUNC( $i, n, 1$ ); value $i$ integer $i, n_{0} 1 ;$ if $1=3$ then
begin VADIPUFUNC:= 1; INFORM FUNC( $\left.0_{0}-\mathrm{H}[\mathrm{i}, 1], 1\right)$; PUTEXT1 $(\nmid(\psi)$;
OUTPUT(H[i,3]); PUTEXT1(\$) $\ddagger$ )
end:
real procedure VADIPUST( $i, n, 1$ ); value $i$ is integer $i, n, 1$;
begin VADIPUST: $=0$; if $1=3$ then
begin if $H[i, 1]=-2 \vee H[i, 1]=-3$ then
begin if $H[i, 1]=-2$ then $\operatorname{PUTEXT1}(\nmid x \uparrow(\$)$ else $\operatorname{PUTEXT} 1(\Varangle y \uparrow(\$) ; \operatorname{ABSFIXP}(2,0, \mathrm{H}[\mathrm{i}, 3]) ; \operatorname{PUTEXT}(\$) \nmid)$
end else if $H[i, 1]=-10$ then
begin if $\mathrm{H}[1,2]<0$ then PUTEXT1 $(\nmid \alpha \downarrow)$; PUTEXT1 ( $(\mathrm{U}[\downarrow)$;
$\operatorname{ABSFIXP}(1,0, H[i, 3])$; PUTEXT1 $(\$ \psi)$; if $H[i, 2]<0$ then

end end end;
real procedure INFORM FUNC( $a, i, j$ ); value $i, j$; real $a ;$ integer $i, j$;
begin integer fk ; Boolean PU; switch SS:= SIN,COS,EXP,LN,SQRT,ARCTAN;
procedure $A(f, s t, p s i)$; integer psi; real procedure $f$; string st;
begin integer $n$; if $i=0$ then begin $\mathrm{fk}:=\mathrm{fk}+1 ; \operatorname{PSI}\left[f k_{8} 1\right]:=\mathrm{psi} ; \operatorname{PSI}[\mathrm{fk}, 0]:=1$ end else if PU then begin PUTEXT1(st); goto END end else
begin comment Test program for the Cauchy problem R1050 RPR 310565/39492;
integer kmax,kcmax; kmax:= XEEN(1023); kcmax:= XEEN(1023 $\times$ 1024) ${ }^{\text {1024; }}$
begin integer $\mathrm{k}_{9} \mathrm{kc}_{9} \mathrm{ka}_{\boldsymbol{\rho}} \mathrm{kf}_{\mathrm{o}} \mathrm{Xf}$; integer array $\operatorname{PSI}[1: 6,0: 2]_{9} \mathrm{PHI}[1: 2], \mathrm{H}[0: \mathrm{kmax}, 1: 3] ;$
array $H C[0: k c m a x]$,fac[0:20];
integer procedure $\operatorname{STORE}(\mathrm{i}, 1, \mathrm{j})$; value $\mathrm{i}, \mathrm{j}$; integer $\mathrm{i}, 1, \mathrm{j}$;
begin STORE: $=\mathrm{k}:=\mathrm{k}+1 \mathrm{i}$ if $\mathrm{k}>\mathrm{kmax}$ then begin PUTEXT1 ( $\nless \mathrm{k}$ too large $\ngtr$ ); stop end;
$\mathrm{H}[\mathrm{k}, 1]:=\mathrm{i} ; \mathrm{H}\left[\mathrm{k}_{9} 2\right] \mathrm{o}=1 ; \mathrm{H}[\mathrm{k}, 3] \mathrm{o}=\mathrm{j}$
end:
integer procedure $S(i, j)$; value $i, j$ integer $i, j ; S:=$
if $i=0$ then $j$ else if $j=0$ then $i$ else $\operatorname{STORE}(\mathbf{i}, 1, j)$;
integer procedure $D(i, j)$; integer $i, j ; D:=S(i, P(\operatorname{NUMBER}(-1), j))$;
integer procedure $P(i, j)$; value $i, j$ integer $i, j ; P_{i}=$
if $i=0 \vee j=0$ then 0 else if $i=1$ then $j$ else
if $j=1$ then $i$ else $\operatorname{STORE}(i, 2, j)$;
integer procedure $Q(i, j)$ integer $i, j ; Q:=\operatorname{STORE}(i, 3, j)$;
integer procedure $\operatorname{SIN}(i)$; integer $i ; \operatorname{SIN}:=\operatorname{STORE}(1,0, i)$;
integer procedure $\operatorname{COS}(i)$; integer $i ; \operatorname{COS}:=\operatorname{STORE}(2,0, i)$;
integer procedure $\operatorname{EXP}(\mathrm{i})$; integer i; EXP:= $\operatorname{STORE}\left(3,0_{\mathrm{s}} \mathrm{i}\right)$;
integer procedure $L N(i)$; integer $i ; L N:=\operatorname{STORE}(4,0, \mathrm{i})$;
integer procedure $\operatorname{SQRT}(\mathrm{i})$; integer $i ; \operatorname{SQRT}:=\operatorname{STORE}(5,0, \mathrm{i})$;
integer procedure ARCTAN(i); integer i; ARCTAN:= $\operatorname{STORE}(6,0, i)$;
integer procedure NUMBER(c); real c;
begin $\mathrm{kc}:=\mathrm{kc}+1$ if $\mathrm{kc}>\mathrm{kcmax}$ then begin PUTEXT1 ( $\neq \mathrm{kc}$ too large $\not$ ); stop end;
HC $[\mathrm{kc}]_{\circ}=\mathrm{c} ; ~ \mathrm{NUMBER}:=\operatorname{STORE}(-1,0, \mathrm{kc})$
end;
real procedure VALUE(i); value i; integer $i$; VALUE:=
if $\mathrm{H}[\mathrm{i}, 2]>0$ then VADIPUCOMPFORM $(\mathrm{i}, 0,1)$ else
if $H[i, 1]>0$ then VADIPUFUNC $(i, 0,1)$ else
if $H[i, 1]=-1$ then $H C[H[i, 3]]$ else $\operatorname{VADIPUST}(i, 0,1)$;
integer procedure DIFF $(i, n)$; value $i, n$; integer $i, n$;
begin integer $j ; j \circ=2$; if $i=n$ then DIFF:= 1 else if $H[i, 1]=-1$ then DIFF:= 0 else begin if $\mathrm{H}[\mathrm{i}, 2]>0$ then VADIPUCOMPFORM(i,n,j) else
if $H[i, 1]>0$ then $\operatorname{VADIPUFUNC(~} i, n, j)$ else $\operatorname{VADIPUST}(i, n, j) ; \operatorname{DIFF}:=j$
end end;
procedure OUTPUT(i); value is integer is
if $H[i, 2]>0$ then VADIPUCOMPFORM $(i, 0,3)$ else

S2: $\mathbb{I P}:=\operatorname{SUM}\left(i, 0, n[1], \operatorname{SUM}\left(j_{9} 1, n[2], j \times a[r p, c[i, j]] \times a\left[1 p, c\left[n[1]-i_{\rho} n[2]-j\right]\right]\right)\right) ;$
END: $a[1 \mathrm{p}, \mathrm{c}[\mathrm{n}[1], \mathrm{n}[2]]]:=\operatorname{alp} ; \mathrm{a}[\mathrm{rp}, \mathrm{c}[\mathrm{n}[1], \mathrm{n}[2]]]:=\operatorname{arp}$
end;
integer procedure CALC ARRAY(i); value i; integer i;
if $H[i, 1]=-1$ then begin CALC ARRAY:= $\mathrm{ka}:=\mathrm{ka}+1 ; \mathrm{a}[\mathrm{ka}, 0]_{\mathrm{o}}=\mathrm{HC}[\mathrm{H}[\mathrm{i}, 3]]$ end
else if $H[i, 1]=-2 \vee H[i, 1]=-3$ then
begin integer $\mathrm{p} ; \mathrm{p}:=-\mathrm{H}[\mathrm{i}, 1]-1$; CALC ARRAY:= ka:= ka + 1; a[ka, $\mathrm{c}[\mathrm{n}[1], \mathrm{n}[2]]]:=$ if $n[p]>H[i, 3] \vee n[3-p] \neq 0$ then 0 else if $H[i, 3]=n[p]$ then 1 else $F A C(H[i, 3])$ $/(\operatorname{FAC}(n[p]) \times \operatorname{FAC}(H[i, 3]-n[p])) \times($ if $p=1$ then $x 0$ else $y 0) A(H[i, 3]-n[p])$ end else if $\mathrm{H}[\mathrm{i}, 1]=-10$ then
begin integer $p ; p:=H[i, 3] ;$ CALC ARRAY:= ka:= ka +1 ; if type[p]=-H[i,2] $\wedge$
$7(\mathrm{n}[1]=0 \wedge \mathrm{n}[2]=0$ ) then $\mathrm{f}[\mathrm{ka}]:=$ unknown[p] else $a[\mathrm{ka}, \mathrm{c}[\mathrm{n}[1], \mathrm{n}[2]]]:=$ (if $\mathrm{H}[\mathrm{i}, 2]=$
0 then $u[p, n[1], n[2]]$ else if $H[i, 2]=-1$ then $u[p, n[1]+1, n[2]] \times(1+n[1])$ else
if $H[i, 2]=-2$ then $u[p, n[1], n[2]+1] \times(1+n[2])$ else 1$)$
end else if $\mathrm{H}[\mathrm{i}, 2]>0$ then
begin integer m1,m2; switch SS:= sum,product,quotient;
procedure $A(a 1, b, c 1)$; real $\mathrm{a} 1, \mathrm{~b}, \mathrm{c} 1$;
begin switch $\mathrm{SP}:=\mathrm{SO}, \mathrm{S} 1, \mathrm{~S} 2, \mathrm{~S} 3$; goto $\mathrm{SP}[(\operatorname{sign}(f[\mathrm{~m} 1]+.1)+1): 2+\operatorname{sign}(f[m 2]+.1)+2]$;
S0: $a[k a, c[n[1], n[2]]]:=a 1+b \times a[m 1, c[n[1], n[2]]]+c 1 \times a[m 2, c[n[1], n[2]]] ;$ goto END;
S1: $\mathrm{f}[\mathrm{ka}] \mathrm{o}=\mathrm{S}(\mathrm{NUMBER}(\mathrm{a} 1+\mathrm{c} 1 \times \mathrm{a}[\mathrm{m} 2, \mathrm{c}[\mathrm{n}[1], \mathrm{n}[2]]]), \mathrm{P}(\mathrm{NUMBER}(\mathrm{b}), \mathrm{f}[\mathrm{m} 1]))$; goto END;
$\mathrm{S} 2: \mathrm{f}[\mathrm{ka}]$ : $=\mathrm{S}(\operatorname{NUMBER}(\mathrm{a} 1+\mathrm{b} \quad \times \mathrm{a}[\mathrm{m} 1, \mathrm{c}[\mathrm{n}[1], \mathrm{n}[2]]]), \mathrm{P}(\operatorname{NUMBER}(\mathrm{c} 1), \mathrm{f}[\mathrm{m} 2])$ ); goto END;
S3: $\mathrm{f}[\mathrm{ka}]:=\mathrm{S}(\mathrm{NUMBER}(\mathrm{a} 1), \mathrm{S}(\mathrm{P}(\mathrm{NUMBER}(\mathrm{b}), \mathrm{f}[\mathrm{m} 1]), \mathrm{P}(\mathrm{NUMBER}(\mathrm{c} 1), \mathrm{f}[\mathrm{m} 2]))$ ); goto END
end; m1:= CALC $\operatorname{ARRAY}(H[i, 1]) ; m 2:=\operatorname{CALC} \operatorname{ARRAY}(H[i, 3])$;
CALC ARRAY:= ka:= $\mathrm{ka}+1$; goto $\mathrm{SS}[\mathrm{H}[\mathrm{i}, 2]]$;
sum: $A(0,1,1)$;
product: $A(\operatorname{IP}(\mathrm{~m} 1, \mathrm{~m} 2,0), \mathrm{a}[\mathrm{m} 2,0]$, (if $\mathrm{n}[1]=0 \wedge \mathrm{n}[2]=0$ then 0 else $a[m 1,0])$ );
quotient: $\mathrm{A}(-\mathrm{IP}(\mathrm{m} 2, \mathrm{ka}, 0) / \mathrm{a}[\mathrm{m} 2,0], 1 / \mathrm{a}[\mathrm{m} 2,0],-\mathrm{a}[\mathrm{ka}, 0] / \mathrm{a}[\mathrm{m} 2,0])$;
END: end else if $H[i, 1]>0$ then
begin integer $p, j, m 1 ; m 1:=\operatorname{CALC} \operatorname{ARRAY}(H[i, 3]) ; \mathrm{kpsi}:=\mathrm{kpsi}+1 ; \mathrm{psi}[\mathrm{kpsi},-1]:=\mathrm{i} ;$
$\operatorname{psi}[\mathrm{kpsi}, 0]:=\mathrm{m} 1$; for $\mathrm{j}:=1$ step 1 until $\operatorname{PSI}[\mathrm{H}[\mathrm{i}, 1], 0]$ do phi $[\mathrm{kpsi}, \mathrm{j}] \mathrm{o}=\mathrm{ka}:=\mathrm{ka}+1$;
CALC ARRAY:= phi[kpsi,1]; $p:=$ if $n[1]=0$ then 2 else $1 ;$
for $j:=1$ step 1 until $\operatorname{PSI}[H[i, 1], 0]$ do
begin $\operatorname{INFORM}$ FUNC: $=f(a)$; goto END end
end; INFORM FUNC: $=0 ;$ PU: $=1<0 ; i:=\operatorname{abs}(i)$; if $i=0$ then
begin fk: $=0$; goto $\operatorname{SIN}$ end else goto $\operatorname{SS}[i]$;
SIN: if $j=2$ then goto COSS; $A\left(\sin , \nless \sin \chi_{,} \mathrm{PH}[2]\right)$;

COS: if $j=2$ then goto SINN; A(cos, $\nless \cos \ngtr, \mathrm{P}(\operatorname{NUMBER}(-1), \mathrm{PHI}[2])) ;$
SINN: A(sin, $4 \hat{\text { d }}, \mathrm{PHI}[1]) ; \operatorname{PSI}[2,2]:=\operatorname{PSI}[\mathrm{fk}, 1] ; \mathrm{fk}:=2 ; \operatorname{PSI}[2,0]:=2 ;$
EXP: A(exp, $\nless \exp \ngtr, \mathrm{PHI}[1])$;
$\mathrm{LN}: \mathrm{A}\left(\ln , \nmid \ln \chi_{\rho}, \mathrm{Q}(1, \mathrm{Xf})\right)$;
SQRT: A(sqrt, $\nless$ sqrt $\neq$, Q(NUMBER(.5),PHI[1]));
ARCTAN: A(arctan, $\neq \arctan \not{ }_{\rho}, \mathrm{Q}(1, \mathrm{~S}(1, \mathrm{P}(\mathrm{Xf}, \mathrm{Xf})))$ );
END: end;
procedure TAYLOR(dimension, $\mathrm{M}, \mathrm{F}, \mathrm{N}, \mathrm{x} 0, \mathrm{y} 0, \mathrm{u}$ ); value dimension, $\mathrm{M}, \mathrm{F}, \mathrm{N}, \mathrm{x} 0, \mathrm{y} 0$;
integer dimension, $M, N$; real $x 0, y 0$; array $u$; integer array $F$;
begin integer nu,m,ka,kpsi,K,KC,AB, $1, \mathrm{j}$; integer array type[1:M];
procedure INITIALIZE(i); value i; integer $1 ;$
begin $\mathrm{AB}:=\mathrm{AB}+1$; if $\mathrm{H}[\mathrm{i}, 2]>0$ then
begin $\operatorname{INITIALIZE}(\mathrm{H}[\mathrm{i}, 1])$; INITIALIZE ( $\mathrm{H}[\mathrm{i}, 3]$ ) end else if $\mathrm{H}[\mathrm{i}, 1]>0$ then
begin integer $\mathrm{k}, 1 ; \mathrm{kpsi}:=\mathrm{kpsi}+1$; INITIALIZE(H[i,3]); AB:=AB-1;
$\mathrm{k}:=\operatorname{PSI}[\mathrm{H}[\mathrm{i}, 1], 0] ; \mathrm{nu}:=\mathrm{if} \mathrm{k}>\mathrm{nu}$ then k else $n u$; for $1:=1$ step 1 until $k$ do begin $A B:=A B+1 ;$ INITIALIZE(PSI[ $[1,1], 1])$ end
end else if $H[i, 1]=-4$ then $A B:=A B-1$ else if $H[i, 1]=-10$ then
begin if $H[i, 2]=-2$ then type[ $\mathrm{H}[\mathrm{i}, 3]]:=2$ else if $\mathrm{H}[\mathrm{i}, 2]=-1 \wedge$ type[ $\mathrm{H}[\mathrm{i}, 3]] \neq 2$ then type[H[i,3]]:= 1
end end;
for $1:=1$ step 1 until $M$ do type[1]:= 0; AB:= 0; kpsi:= nu:= 0;
for $1:=1$ step 1 until $M$ do INITIALIZE(F[1]);
begin array $a[1: A B, 0:$ (if dimension $=2$ then $((N-1) \times(N+2)): 2$ else $N-1)]$;
integer array $c[0: N-1,0: N-1]$, tp $[1: M, 1: 2]$, unknown,formula $[1: M], n[1: 2], f[1: A B]$,
phi[0:kpsi, $0: n u$ ],psi[0:kpsi,-1:nu];
real procedure $I P(1 p, r p$, diff); integer $1 p, r p$,diff;
begin integer $\mathrm{i}, \mathrm{j} \rho$ real alp,arp; switch $\mathrm{S}:=\mathrm{SO}, \mathrm{S} 1, \mathrm{~S} 2$;
alp:= $\mathrm{a}[1 \mathrm{p}, \mathrm{c}[\mathrm{n}[1], \mathrm{n}[2]]]$; arp: $=\mathrm{a}[\mathrm{rp}, \mathrm{c}[\mathrm{n}[1], \mathrm{n}[2]]]$;
$\mathrm{a}[1 \mathrm{p}, \mathrm{c}[\mathrm{n}[1], \mathrm{n}[2]]]:=\mathrm{a}[\mathrm{rp}, \mathrm{c}[\mathrm{n}[1], \mathrm{n}[2]]]:=0$; goto $\mathrm{S}[$ diff +1$]$;
S0: IP:= $\operatorname{SUM}(\mathrm{i}, 0, \mathrm{n}[1], \operatorname{SUM}(\mathrm{j}, 0, \mathrm{n}[2], \mathrm{a}[1 \mathrm{p}, \mathrm{c}[\mathrm{i}, \mathrm{j}]] \times \mathrm{a}[\mathrm{rp}, \mathrm{c}[\mathrm{n}[1]-\mathrm{i}, \mathrm{n}[2]-\mathrm{j}]])$ ); goto END;
S1: IP: $=\operatorname{SUM}\left(\mathrm{i}, 1_{0} \mathrm{n}[1], \operatorname{SUM}(\mathrm{j}, 0, \mathrm{n}[2], \mathrm{i} \times \mathrm{a}[\mathrm{rp}, \mathrm{c}[\mathrm{i}, \mathrm{j}]] \times \mathrm{a}[1 \mathrm{p}, \mathrm{c}[\mathrm{n}[1]-\mathrm{i}, \mathrm{n}[2]-\mathrm{j}]])\right)$; goto END:

N do begin PUSPACE(8); ABSFIXP( $1,0, j$ ) end; PUNLCR; PUSPACE(16); PUTEXT1 $(\Varangle u[\$) ; \operatorname{ABSFIXP}(1,0,1)$; PUTEXT1 $(\Varangle, i, j \Downarrow)$
end; PUNLCR
end
end TAYLOR;
real procedure $F A C(n)$; value $n$; integer $n$;
begin integer i; A: if $n \leq k f$ then $F A C:=f a c[n]$ else
begin for $i:=1$ step 1 until 5 do fac[kf+i]:= fac[kf+i-1] $\times(k f+i)$;
$\mathrm{kf}:=\mathrm{kf}+5$; goto A
end end;
procedure CHANGE( $i, j$ ); value $i, j$; integer $i, j$;
begin $H[i, 1]:=H[j, 1] ; H[i, 2]:=H[j, 2] ; H[i, 3]:=H[j, 3]$ end;
procedure CALCULATE( $n, i, u n k n o w n$ ) ; value $n$; integer $n$; integer array $i, u n k n o w n ;$
begin integer $j, m, K$ array $c[0: n] ; K:=k ; m:=n-1$;
$A:$ for $j:=1$ step 1 until $n$ do $c[j]:=\operatorname{VALUE}(D I F F(i[n]$, unknown[j]));
$c[0]:=-\operatorname{VALUE}(i[n]) ;$ if $\operatorname{abs}(c[n])<{ }_{10}-10$ then
begin if $m=0$ then begin PUTEXT1(\$system is unsolvable $\not$ ); stop end;
$\mathrm{k}:=\mathrm{K} ; \mathrm{j}:=\mathrm{i}[\mathrm{m}]$; $\mathrm{i}[\mathrm{m}]:=\mathrm{i}[\mathrm{n}] ; \mathrm{i}[\mathrm{n}]:=\mathrm{j} ; \mathrm{m}:=\mathrm{m}-1$; goto $A$
end; $j:=\operatorname{NUMBER}(c[0] / c[n])$ for $m:=1$ step 1 until $n-1$ do
$\mathrm{j}:=$ if $\operatorname{abs}(\mathrm{c}[\mathrm{m}])<{ }_{10}-10$ then j else $\mathrm{S}(\mathrm{j}, \mathrm{P}($ NUMBER( $-\mathrm{c}[\mathrm{m}] / \mathrm{c}[\mathrm{n}])$, unknown[m]));
CHANGE(unknown[n], j ); if $\mathrm{n}>1$ then
begin CALCULATE(n-1,i,unknown); CHANGE(unknown[n],NUMBER(VALUE(unknown[n])))
end end;
$\mathrm{kc}:=\mathrm{k}:=-1$; NUMBER(0); NUMBER(1); kf:= 0; fac[0]:= 1; $\mathrm{Xf}:=\operatorname{STORE}(-4,0,0)$;
$\operatorname{PHI}[1]:=\operatorname{STORE}(-4,0,0) ; \operatorname{PHI}[2]:=\operatorname{STORE}(-4,0,0)$; $\operatorname{INFORM} \operatorname{FUNC}(0,0,0)$;
begin if $f[m 1]<0$ then $a[p h i[k p s i, j], c[n[1], n[2]]]:=$ (if $n[1]=0 \wedge n[2]=0$ then INFORM FUNC( $\left.a[m 1,0], H\left[{ }_{i}, 1\right], j\right)$ else $\operatorname{IP}(p s i[k p s i, j], m 1, p) / n[p]+$
$\left.\mathrm{a}\left[\mathrm{psi}\left[\mathrm{kpsi}{ }_{\mathrm{g}}^{\mathrm{n}}, \mathrm{j}\right], 0\right] \times \mathrm{a}[\mathrm{m} 1, \mathrm{c}[\mathrm{n}[1], \mathrm{n}[2]]]\right)$
else $f[p h i[k p s i, j]]:=S(N U M B E R(\operatorname{IP}(p s i[k p s i, j], m 1, p) / n[p])$, P(NUMBER(a[psi[kpsi, j$], 0]), f[\mathrm{~m} 1])$ )
end end else if $H[i, 1]=-4$ then CALC ARRAY:= $H[i, 3]$;
comment Continuation of TAYLOR; $\mathrm{K}:=\mathrm{k} ; \mathrm{KC}:=\mathrm{kc} ; \mathrm{n}[1]:=0 ; \mathrm{n}[2]:=0$;
for $k:=1$ step 1 until $A B$ do
begin $f[k]:=-1$; for $j:=0$ step 1 until (if dimension $=2$ then $((N-1) \times(N+2)): 2$ else $N-1$ ) do $a[k, j]:=0$
end; for $1:=0$ step 1 until $N-1$ do for $j:=0$ step 1 until $N-1-1$ do $c[1, j]=(j \times(2 \times N+1-j))_{2} 2+1$; for $1:=1$ step 1 until $M$ do
begin $\operatorname{tp}[1,1]:=$ type[1] $-2 \times$ (type[1]: 2); $\operatorname{tp}[1,2]:=$ type[1]: 2 end;
$\mathrm{AA}: \mathrm{k}:=\mathrm{K} ; \mathrm{kc}:=\mathrm{KC}$; for $1:=1$ step 1 until M do unknown[1]:= $\operatorname{NUMBER}(0)$; $\mathrm{kpsi}:=\mathrm{ka}:=0$; for $1:=1$ step 1 until M do formula[1]:= f[CALC ARRAY(F[1])]; if $n[1]=0 \wedge n[2]=0$ then goto CALC PSI; CALCULATE(M,formula, unknown); for $1:=1$ step 1 until $M$ do $u[1, n[1]+\operatorname{tp}[1,1], n[2]+\operatorname{tp}[1,2]]:=\operatorname{VALUE}(u n k n o w n[1]) /(1+$ (if type[1] $=0$ then 0 else $n[$ type[1]])); for $j:=1$ step 1 until ka do begin if $\mathrm{f}[\mathrm{j}] \geq 0$ then
begin $a[j, c[n[1], n[2]]]:=\operatorname{VALUE}(f[j]) ;$ CHANGE(f[j],NUMBER(a[j,c[n[1],n[2]]]))
end end;
CALC PSI: for $j:=1$ step 1 until kpsi do
begin $1:=\mathrm{H}[\mathrm{psi}[j,-1], 1] ; \mathrm{H}[\mathrm{Xf}, 3]:=\mathrm{psi}[j, 0] ; \mathrm{f}[\mathrm{psi}[\mathrm{j}, 0]]:=-1$; for $\mathrm{m}:=1$ step 1
until $\operatorname{PSI}[1,0]$ do begin $H[P H I[m], 3]:=\operatorname{phi}[j, m] ; f[p h i[j, m]]:=-1$ end; for $m:=1$
step 1 until $\operatorname{PSI}[1,0]$ do $p s i\left[j_{0} m\right]:=$ CALC ARRAY(PSI[ $\left.1, m\right]$ )
ends if dimension $=2$ then
begin $n[1]:=n[1]-1 ; n[2]:=n[2]+1 ;$ if $n[1]=-1$ then
begin $n[1]:=n[2] ; n[2]:=0$ end; if $n[1] \neq N$ then goto AA end else
begin $n[1]:=n[1]+1 ;$ if $n[1] \neq N$ then goto AA end;
$\mathrm{k}:=\mathrm{K} ; \mathrm{kc}:=\mathrm{KC}$; for $1:=1$ step 1 until M do
begin PUNLCR; for $K:=$ (if dimension $=1$ then 0 else if type[1] $=0$ then $N-1$
else N) step -1 until 0 do
begin PUNLCR; ABSFIXP $(1,0, K)$; for $j:=0$ step 1 until $N-K-$ (if type[1] $=0$ then 1 else 0$)$ do $\operatorname{FLOP}(5,1, u[1, j, K])$
end; PUNLCR; PUTEXT1 $(\Varangle$ j,i $\neq$ ); $\operatorname{ABSFIXP}(1,0,0)$; for $j:=1$ step 1 until

```
    PUTEXT1(&
    Results of test program for the Cauchy problem RPR 310565/39492$);
    begin integer K,KC, n,un,x,y,xy; integer array F,U,dUdx,dUdy,xttp,yttp[1:2];
    array u[1:2,0:4,0:4];
    procedure A(d,M,F1,F2,x0,y0); integer d,M,F1,F2; real x0,y0;
    begin k:= K; kc:= KC; F[1]:= F1; F[2]:= F2; PUNLCR;
        PUTEXT1(&The differential equation(s) &); PUNLCR; OUTPUT(F[1]);
        PUTEXT1(& = 0$); if M = 2 then
        begin PUNLCR; OUTPUT(F[2]); PUTEXT1仡 = 0申) end;
        PUNLCR; PUTEXT1(łdimension M x0 (y0) >); PUNLCR;
        PUSPACE(2); ABSFIXP(1,0,d); PUSPACE(10); ABSFIXP(1,0,M); PUSPACE(6);
        FLOP(2,1,x0); if d = 2 then FLOP(2,1,y0); TAYLOR(d,M,F,4,x0,y0,u)
    end; for n:= 1,2 do
    begin U[n]:= STORE(-10,0,n); dUdx[n]:= STORE(-10,-1,n); dUdy[n]:= STORE(-10,-2,n);
        xttp[n]:= STORE(-2,0,n); yttp[n]:= STORE(-3,0,n)
    end; x:= xttp[1]; y:= yttp[1]; xy:= P(x,y); K:= k; KC:= kc;
    n:= -1; for un:= 1,1,0,0,0 do begin n:= n + 1; u[1,n,0]:= un end; u[1,0,1]:= 0;
    A(2,1,S(P(U[1],dUdy[1]),x),0,0,0);
    u[1,0,0]:= 1;
    A(2,1,S(LN(U[1]),y),0,0,0);
    u[1,0,0]:= 1;
    A(1,1,D(ARCTAN(Q(SIN(U[1]),COS(U[1]))),EXP(xttp[2])),0,0,0);
    u[1,0,0]:= u[2,1,1]:= 0;u[1,1,0]:= u[2,0,0]:= 1;
    A(1,2,D(dUdx[1],U[[2]), S(dUdx[2],U[1]),0,0);
    u[1,0,0]:= 0; u[2,0,0]:= 1;
    A(2,2,D(U[1],LN(xy)), D(U[2],SQRT(xy)),1,1);
    u[1,0,0]:=u[2,0,0]:= -1;
    A(2,2,S(Q(1,U[1]),Q(COS(x),S(xy,1))), S(S(xy,1),P(U[2],COS(x))),0,0);
    for n:= 0,1,2,3,4 do u[1,0,n]:= u[2,n,0]:= 1/FAC(n); u[1,1,0]:= u[2,0,1]:= 0;
    A(2,2,D(LN(S(dUdx[1],S(dUdy[2],1))),LN(S(xy,1))),
        D(SQRT(S(D(dUdx[1],dUdy[2]),1)),SQRT(S(xy,1))),0,0)
    end
end
end
```

Results of test program for the Cauchy problem RPR 310565/39492 The differential equation(s)

```
\(((U[1] x d U[1] / d y)+x \uparrow(1))=0\)
\begin{tabular}{clll} 
dimension & M & \(\mathrm{x0}\) & \((\mathrm{y} 0)\) \\
2 & 1 & +.00 & +.00
\end{tabular}
4 -. 00000
3 -. 00000 -. 00000
\(2-.00000 \quad+.00000 \quad-.50000_{10}+0\)
\(1+.00000-.10000_{10}+1+.10000_{10}+1-.10000_{10}+1\)
\(0+.10000_{10}+1+.10000_{10}+1+.00000+.00000+.00000\)
\(\begin{array}{llllll}j_{0} \mathrm{i} & 0 & 1 & 2 & 3 & 4\end{array}\)
    \(u\left[1,{ }_{\mathrm{o}}^{\mathrm{i}, \mathrm{j}} \mathrm{]}\right]\)
```

The differential equation(s)

| dimension | M | $x 0$ |
| :---: | :---: | :---: |
| 2 | 1 | +. 00 |

$3-.16667_{10}+0$
$2+.50000_{10}+0-.00000$
$1-.10000_{10}+1-.00000-.00000$
$0+.10000_{10}+1-.00000-.00000-.00000$

| $\mathrm{j}, \mathrm{i}$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $u[1, i, j]$ |  |  |  |  |

The differential equation(s)
$\left(\arctan ((\sin (U[1]) / \cos (U[1])))+\left(\left(-.100_{10}+1\right) \times \exp (x \uparrow(2))\right)\right)=0$
dimension $\quad \mathrm{M} \quad \mathrm{x0} \quad$ ( y 0 )
$1 \quad 1 \quad+.00$
$0+.10000_{10}+1-.00000+.10000_{10}+1+.00000$
$\begin{array}{llllll}j & 0 & 1 & 2 & 3 & 4\end{array}$
$u[1, i, j]$


The differential equation(s)
$\left(U[1]+\left(\left(-.100_{10}+1\right) \times \ln ((x \uparrow(1) \times y \uparrow(1)))\right)\right)=0$
$\left(\mathrm{U}[2]+\left(\left(-.100_{10}+1\right) \times \operatorname{sqrt}((\times \uparrow(1) \times y \uparrow(1))(1))\right)=0\right.$
dimension $\quad \mathrm{M} \quad \mathrm{x} 0 \quad(\mathrm{y} 0)$
$2 \quad 2 \quad+.10_{10}+1+.10_{10}+1$

$$
\begin{array}{lllll}
3 & +.33333_{10}+0 & & & \\
2 & -.50000_{10}+0 & +.00000 & & \\
1 & +.10000_{10}+1 & -.00000 & +.00000 & \\
0 & +.00000 & +.10000_{10}+1 & -.50000_{10}+0 & +.33333_{10}+0 \\
\mathrm{j}_{9} \mathrm{i} & 0 & 1 & 2 & 3
\end{array}
$$

$$
3+.62500_{10}-1
$$

$$
2-.12500_{10}+0-.62500_{10}-1
$$

$$
1+.50000_{10}+0+.25000_{10}+0-.62500_{10}-1
$$

$$
0+.10000_{10}+1+.50000_{10}+0-.12500_{10}+0+.62500_{10}-1
$$

$\mathrm{j}_{\mathrm{g}} \mathbf{i} \quad 0$
1
2
3
4
$u[2, i, j]$

```
The differential equation(s)
\(\left(\left(\left(+.100_{10}+1\right) / \mathrm{U}[1]\right)+\left(\cos (x \uparrow(1)) /\left(\left(x \uparrow(1) \times y \uparrow\left(\begin{array}{ll}1 & 1\end{array}\right)\right)+\left(+.100_{10}+1\right)\right) 9\right)=0\right.\)
\(\left(\left((x \uparrow(1) \times y \uparrow(1))+\left(+.100_{10}+1\right)\right)+(U[2] \times \cos (x \uparrow(1)))\right)=0\)
\begin{tabular}{clll} 
dimension & M & x 0 & \((\mathrm{y} 0)\) \\
2 & 2 & +.00 & +.00
\end{tabular}
    \(3-.00000\)
    2 -. 00000 -. 00000
    \(1-.00000-.10000_{10}+1-.00000\)
    \(0-.10000_{10}+1-.00000-.50000_{10}+0-.00000\)
    \(\begin{array}{lllll}\text { j, } \mathbf{i} & 0 & 1 & 2 & 3\end{array}\)
        \(\mathrm{u}[1, \mathrm{i}, \mathrm{j}]\)
    3 -. 00000
    2 -. 00000 -. 00000
    \(1-.00000-.10000_{10}+1-.00000\)
    \(0-.10000_{10}+1-.00000-.50000_{10}+0-.00000\)
    \(\begin{array}{llllll}\mathrm{j}, \mathrm{i} & 0 & 1 & 2 & 3 & 4\end{array}\)
        u[ 2 , \(\mathbf{i}, \mathbf{j}]\)
```

```
The differential equation(s)
\(\left(\ln \left(\left(d U[1] / d x+\left(d U[2] / d y+\left(+.100_{10}+1\right)\right)\right)\right)+\right.\)
    \(\left.\left(\left(-.100_{10}+1\right) \times \ln \left(\left((x \uparrow(1) \times y \uparrow(1))+\left(+.100_{10}+1\right)\right)\right)\right)\right)=0\)
(sqrt(((dU[ 1 ]/dx+((-. \(\left.\left.\left.\left.\left.100_{10}+1\right) \times d U[2] / d y\right)\right)+\left(+.100_{10}+1\right)\right)\right)+\)
    \(\left.\left(\left(-.100_{10}+1\right) \times \operatorname{sqrt}\left(\left((x \uparrow(1) \times y \uparrow(1))+\left(+.100_{10}+1\right)\right)\right)\right)\right)=0\)
dimension \(\quad M \quad x 0 \quad(y 0)\)
    \(2 \quad 2+.00+.00\)
    \(4+.41667_{10}-1\)
    \(3+.16667_{10}+0-.00000\)
    \(2+.50000_{10}+0-.00000-.00000\)
    \(1+.10000_{10}+1-.00000 \quad+.50000_{10}+0-.00000\)
    \(0+.10000_{10}+1+.00000-.00000-.00000-.00000\)
    \(\begin{array}{llllll}\text { j,i } & 0 & 1 & 2 & 3 & 4\end{array}\)
            \(u[1, i, j]\)
\(4+.00000\)
\(3+.00000+.00000\)
\(2+.00000+.00000+.00000\)
\(1+.00000+.00000+.00000+.00000\)
\(0+.10000_{10}+1+.10000_{10}+1+.50000_{10}+0+.16667_{10}+0+.41667_{10}-1\)
\(\mathrm{j}_{\mathbf{g}} \mathrm{i} \quad 0\)
1
2
3
                                    4
    \(u[2, i, j]\)
```
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## 1. Introduction

Many physical problems lead to the somcalled Cauchy problem (see ref [2] po 39) , i。e the partial differential equations

$$
\begin{equation*}
F_{1}\left(\frac{\partial U_{k}}{\partial x}, \frac{\partial U_{k}}{\partial y}, U_{k}, x, y\right)=0 \tag{1,1}
\end{equation*}
$$

for $k=1,0008 \mathrm{M}$ and $1=1,000, M$
and the initial conditions

$$
\begin{equation*}
U_{k}(x, 0)=G_{k}(x) \quad \text { for } k=1, \ldots 00 M_{0} \tag{1,2}
\end{equation*}
$$

Sometimes it is possible to express the functions $U_{k}$ in the form of Taylor series

$$
\begin{equation*}
U_{k}(x, y)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} u_{k, i, j} x^{i} y^{j} . \tag{1.3}
\end{equation*}
$$

In this report we will be concerned with the calculation of the Taylor coefficients $u_{k, i} j^{\circ}$
In general this is an elementary but tedious calculation, we made there fore an ALGOL 60 procedure (called TAYLOR), by means of which a digital computer can calculate these coefficients.

Extensive use is made in this procedure of a set of ALGOL 60 procedures by which one can do algebra with the computer. These procedures will be described in section 4 , they enable the user to store, differentiate, evaluate, or output a rather general type of formulae. We remark that a similar set of procedures was used by the author in ref [1], to calculate a secondmorder approximation of the solution of a complicated non-linear problem。

We require in the sequel that the Cauchy problem (1.1), (1.2) satisfies the following conditions

1. The differential equations (1.1) and initial functions (1.2) are analytic in their variables in a nabourhood of the point $x=0, y=0$

2。

$$
\begin{equation*}
\operatorname{det}\left\{\frac{\partial F_{1}}{\partial Q_{k}}\right\} \neq 0 \text { in } x=0, y=0 \tag{1.4}
\end{equation*}
$$

with

$$
Q_{k}=\frac{\partial U_{k}}{\partial y}
$$

3．The $M$ equations

$$
\begin{equation*}
F_{1}\left(\left.\left.\frac{\partial U_{k}}{\partial x}\right|_{x=0, y=0} \cdot \frac{\partial U_{k}}{\partial y}\right|_{x=0, y=0} \cdot U_{k}(0,0), 0,0\right)=0 \tag{1.5}
\end{equation*}
$$

are explicitely solvable for the quantities $\left.\frac{\partial U_{k}}{\partial y}\right|_{x=0, y=0}{ }^{\circ}$
We require that these quantities are given as part of the initial conditions。

There are two cases for which condition 2 is not satisfied but for which the Taylor coefficients may still be calculatable．
i．For a certain $k_{\%}$ the variable $\frac{\partial U_{k}}{\partial y}$ ，does not occur in the equations （1． 1 ），but condition（1．4）still holds if $Q_{k}$ is replaced by $\frac{\partial U_{k}}{\partial X}$ 。
The initial conditions should then be replaced by $U_{k}(0, y)=G_{k}(y)$ ， and $\left.\frac{\partial U_{k}}{\partial x}\right|_{x=0, y=0}$ should be given beforehand．
2．For a certain $k$ neither one of the variables $\frac{\partial U_{k}}{\partial x}$ or $\frac{\partial U_{k}}{\partial y}$ enter in equations（ 1.1 ），but condition（ 1.4 ）still holds if $Q_{k}$ is replaced by $U_{k}$ 。
In this case one does not need an initial condition for $U_{k}$ ．
We require however（condition 3）that $U_{k}(0,0)$ is given。
Important examples of these cases are
io ordinary differential equations：$F_{1}\left(\frac{\partial U_{k}}{\partial x}, U_{k}, x\right)=0$
2．implicit equations $F_{I}\left(U_{k}, x, y\right)=0$ 。
In section 2 we will define the process by which the Taylor coefficients can be calculated．
In section 3 a motivation of the general form of the Cauchy problem will be giveng together with a discussion of some literature。 Section 4 is devoted to the ALGOL 60 procedures for doing algebra on the computer．

The procedure TAYLOR will be discussed in section 5 and in section 6 we reproduce the program by which some test cases were calculated． We remark that the procedure TAYLOR is very inefficient with respect to memory space and calculation time。

In a forthocoming report however we will describe a procedure which generates an ALGOL program。
The generated ALGOL program is then intended for the actual calculation of the Taylor coefficients，and it is made as efficient as is reasonably possible with respect to memory space and calculation time．

## 2．1．The Cauchy problem

Consider the differential equations（101）and differentiate the $F_{1}$ $n$ times with respect to $x$ and $m$ times with respect to $y_{s}$ obtaining for $n+m>0$

$$
\begin{equation*}
\sum_{k=1}^{M}\left(\frac{\partial F_{1}}{\partial P_{k}} \frac{\partial^{n+m} P_{k}}{\partial x^{n} \partial y^{m}}+\frac{\partial F_{1}}{\partial Q_{k}} \frac{\partial^{n+m} Q_{k}}{\partial x^{n} \partial y^{m}}\right)+000=0 \tag{2,1}
\end{equation*}
$$

in which $P_{k}=\frac{\partial U_{k}}{\partial x}$ and $Q_{k}=\frac{\partial U_{k}}{\partial y}$ ．
Terms involving derivatives of $P_{k}{ }^{g} Q_{k}$ and $U_{k}$

and terms involving partial derivatives of $F_{I}$ with respect to $x$ and $y$ are represented by the dots in（2．1）。

The Taylor series for $U_{k}$ is

$$
\begin{equation*}
U_{k}=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} u_{k, n, m} x^{n} y^{m} \tag{1,3}
\end{equation*}
$$

(Here and in the sequel we denote the function ky a capital letter and its Taylor coefficients'by a small letter)。

Since
and

$$
\frac{\partial^{n+m} P_{k}}{\partial x^{n} \partial y^{m}}=(n+1)!m_{\circ}^{\&} u_{k_{\theta} n+1} m
$$

$$
\begin{equation*}
\frac{\partial^{n+m} Q_{k}}{\partial x^{n} \partial y^{m}}=n!(m+1): u_{k_{g} n_{g} m+1} \tag{2,2}
\end{equation*}
$$


relation (2.1) is a linear relation between the coefficients $u_{k, n}, m+1$ and $u_{k_{\vartheta} n+i_{8} m^{\circ}}$
We may therefore $u_{k_{0} n_{8} m+1}$ express as a function of the $u_{1_{8}} i_{0} j^{\text {b }}$ with $i=1,000, M$ and $(i, j) V_{n_{\theta} m}$ (see figs 1 )

fig go 1 represents a grid of points $(i, j)$ corresponding to the index pairs igj。

Thus

$$
\begin{equation*}
u_{k_{9} n_{9} m+1}=A\left(u_{1, i, j}\right) \tag{2.3}
\end{equation*}
$$

with

$$
\begin{equation*}
\left(i_{8} j\right) \in V_{n_{\varepsilon} m} . \tag{2.4}
\end{equation*}
$$

From the initial conditions and condition（1．5），the $u_{k, i, 0}$ for $i=0,1,2, \ldots$ and $u_{k, 0,1}$ can be obtained。
We are thus able to calculate consecutively the $u_{k_{g} n_{8} m+1}$ for the points

$$
\begin{aligned}
\left(n_{,} m\right)= & (1,0),(0,1),(2,0),(1,1),(0,2),(3,0),(2,1),(1,2),(0,3), \\
& (4,0),(3,1),(2,2), 000
\end{aligned}
$$

In the sequel we will use the ordering of the grid points（ $i, j$ ）just as is indicated by the above sequence．
This ordering is precisely the order of the grid points lying on the broken line in fig． $2_{8}$ drawn from $(0,0)$ to（ $n g m$ ）。
To each grid point we assign an index $S(n, m)$ ，equal to the number of points preceding and including the point（ $n, m$ ）on this broken line。 Then

$$
\begin{equation*}
S(n, m)=\frac{1}{2}(n+m+1)(n+m)+m+10 \tag{2.5}
\end{equation*}
$$




## fig。 3

The order in which the $u_{k_{g} n} m$ are calculated is such that $S\left(n_{g} m\right)$ increases.
In figo 3 we illustrate which $u_{k_{0}}{ }_{i} j$ are already calculated or known if it is the turn to $u_{k, n_{g} m+1}$ to be calculated, these index pairs (i, i) lie in $W_{n_{g} m^{\circ}}$

Above we sketched how the Taylor coefficients can be calculated for the case that $\frac{k}{\partial y}$ enters in the differential equations.
It is obvious that the whole procedure can also be derived in the cases that $\frac{\partial U_{k}}{\partial y}$ or both $\frac{\partial U_{k}}{\partial y}$ and $\frac{\partial U_{k}}{\partial x}$ are lacking in the differential equations.

The method just described can be laid down in an ALGOL programo This prow gram has to differentiate the differential equations and construct from the derivatiare, the function $A$ in equo (203), by which $u_{k_{g}} n_{9} m+1$ can be calculated. This is already done by Perlis, Iturriagia and Standish [8].
There is however a major disadvantage attached to this approach. This disadvantage is that the derivatives of the differential equations, on the form of which we do not want to impose heavy restrictions, will in genaral become very lengthy so that the memory capacity of the computer will soon be exhausted。

We chose therefore an alternative method which is more arduous to describe but which has the adventages that firstly the memory capacity will not as soon be exhausted and secondly it bears the possibility to separate the algebraic part of the calculation from the numerical part of the calculation in two different programs（which will be the subject of a next report）。

## 2．2．The structure of the differential eguations

Before going on，we have to define the structure of the differential equations。

In section 4 this structure will be defined by means of Backus notation， we will define it now in a less stringent way。

Roughly speaking，the differential equations are formulae in which the only operations are the algebraic operations：sum difference，product and quotient．
These operations will be assumed to be binary．
The other constituants of the formulae are：real numbers，the variables $\frac{\partial U_{k}}{\partial x}, \frac{\partial U_{k}}{\partial y}, U_{k}, x, y$ and functions of a single parameter（the parameter may be a formula itself）。

Since the difference of two formulae：$A=B$ can be replaced by $A+(-1) \cdot B_{8}$ we will assume that the difference operation does not occur in the differential equations．

Putting it more precisely，the differential equations may have the form of the formula $F$ ，which is recursively defined in the table below in which $A$ and $B$ are also of the form $F$ ．We require that $A$ and $B$ are less ＂complicated＂，or contain less algebraic operations and function symbols than $F$ o In other words，$F$ should be built up with a finite number of symbolso

| case | $F$ |  |
| :---: | :---: | :--- |
| 1 | $A+B$ |  |
| 2 | $A_{0} B$ |  |
| 3 | $A / B$ | c is some real number |
| 4 | $c$ | c |
| 5 | $U_{k}$ | $k$ is some positive integer |
| 6 | $\frac{\partial U_{k}}{\partial x}$ | $"$ |
| 7 | $\frac{\partial U_{k}}{\partial y}$ | $" 1$ |
| 8 | $x^{p}$ | $p$ is some positive integer |
| 9 | $y^{p}$ | $" 1$ |
| 10 | $\Phi(A)$ | $\Phi$ is some function symbol |

If $F$ is of the form 1, 2 or 3 we call $F$ a compound formula, in the case $4, F$ is called a number, in the cases 5 until $9, F$ is called a simple term and in the case $10, F$ is called a function.

For the function $\Phi$ we require firstly, that there exists a set of first order ordinary differential equations

$$
\begin{equation*}
\frac{\mathrm{d}_{\mathrm{k}}}{\mathrm{dX}}=\Psi_{k}\left(\mathrm{X}_{0} \Phi_{1}, \ldots, \Phi_{\nu}\right) \quad \text { for } k=1_{0,00, \nu} \tag{2.6}
\end{equation*}
$$

of which $\Phi=\Phi_{1}(X)$ is a solution, and secondly that the value of the functions $\Phi_{V}(X)$ is well defined for every real $X$.
For the form of the functions $\Psi_{k}$ we require that it is the same form as the form of the function $\psi$, defined in table 2, in which $A$ and $B$ are also of the form $\Psi_{0}$
Also for $\psi$ require that it has a finite structure

| Case | $\psi$ |  |
| :---: | :---: | :---: |
| 7 | $A+B$ |  |
| 2 | $A 0 B$ |  |
| 3 | $A / B$ |  |
| 4 | 0 | ois some neai number |
| 5 | 0 | 0 is some positive wisescz |
| 6 | $X$ |  |

## table 2

The functions used in this report are the standard functions of the ALGOL 60 report (ref [4]) (excluding abs and sign).

The differential equations of these functions are listed in table 30

| $\Phi_{1}$ | v | \% |
| :---: | :---: | :---: |
| $\sin$ | 2 |  |
| cos | 2 | $\Psi_{4}=\Phi_{2} \Psi_{2} \Psi_{2}=\Phi_{4} \dot{Q}_{2}=\sin$ |
| $\exp$ | 1 | $\psi_{1}=\Phi_{1}$ |
| 1 n | 1 | $\psi_{y}=1 / X$ |
| sqret | 1 | $\Psi_{q}=0.5 / \Phi_{1}$ |
| arctan | 1 | $\Psi_{1}=1 /\left(1+X_{0} X\right)$ |

## table 3

Let us illustrate the form of $F$ by means of the following examples. aich will also be used further on.
Example The differential equation $F_{f}=U_{4} \frac{1}{\partial y}+x=0$ can be brought in the form of a formula by defining the $A_{4}$ ooog $A_{5}$

$$
\begin{aligned}
A_{9} & =U_{1} \\
A_{2} & =\frac{\partial U_{1}}{\partial y} \\
A_{3} & =A_{9} \cdot A_{2} \\
A_{4} & =x \\
F_{9}=A_{5} & =A_{3}+A_{4}
\end{aligned}
$$

Example 2. The implicit equation $F_{q}=\ln U_{1}+y=0$

$$
\begin{gathered}
A_{1}=U_{1} \\
A_{2}=\ln \left(A_{9}\right)=\Phi_{1}\left(A_{1}\right) \\
A_{3}=y \\
F_{7}=A_{4}=A_{2}+A_{3} \\
A_{5}=1 \\
A_{6}=X \\
\frac{d \Phi_{1}}{d X}=\Psi_{8}=A_{7}=A_{5} / A_{6}
\end{gathered}
$$

We will now describe the recursive process for calculating the Taylor coefficients $f_{n_{9} m}$ of $F_{0}$ if it is assumed that the $u_{k_{8} i_{g} j}$ are known for all ( $i, j$ )。
In section 2.2 .5 we will clerify this odd assumption.

### 2.2.8 The zero th order Taylor coefficients

To start the calculation process wo have to define $f_{0,0^{\circ}}$
If $F$ is of the form 4 until 9 ins table $1_{\text {, then }} f_{0,0}$ follows from table 5 at the next page.

Let $F$ be of the form $1,2,3$ or 10 in table 10 Assume $a_{O_{8}} 0$ and $b_{0_{8}} 0$ are already calculated then $f_{0_{9}} 0$ follows from

| case | $\mathrm{f}_{0} \mathrm{O}_{0}$ |
| :---: | :---: |
| 1 | $\mathrm{a}_{\mathrm{O}_{8} \mathrm{O}}+b_{\mathrm{O}_{8} \mathrm{O}}$ |
| 2 | ${ }^{a_{0} 0_{8}}{ }^{\circ}{ }^{b_{0}} 0^{0}$ |
| 3 | $\mathrm{a}_{0,0} / \mathrm{b}_{0,0}$ |
| 10 | $\Phi\left(\mathrm{a}_{0} \mathrm{O}_{0}\right)$ |

table 4

Using the fact that $A$ and $B$ are defined in the same way as $F$ but are "less complicated", it follows that all zeroth order Taylor coefficients of the formulae constituting the differential equations (\% \% are definedo

### 2.2.2 The Taylor coefficients of a number or a simple term

If $F$ is of the form 4 until 9 in table $\theta_{0}$ then $f_{n_{g} m}$ can be calculated by means of

| case | $f_{\mathrm{n}_{\mathrm{g}} \mathrm{m}}$ |
| :---: | :---: |
| 4 | $c \circ \delta_{n_{8} \mathrm{O}}{ }^{\circ} \delta_{\mathrm{m}_{8} \mathrm{O}}$ |
| 5 | $u_{k_{\delta,} n_{\theta} m}$ |
| 6 | $(n+1) u_{k_{\theta} n+1}{ }_{0} m$ |
| 7 | $(m+1) u_{k_{8} n_{8} m+1}$ |
| 8 | $\delta_{n_{\delta} p} \delta^{m_{\delta} 0}$ |
| 9 | $\delta_{n_{8} O} \delta_{m_{8} p}$ |

table 5

## 

Let $F$ be of the form $\% 2$ ar 3 in table 1 。
We assume:
 $S$ is defined in (2.5)

Then $f_{n_{0} m}$ follows from the following teble


By means of this table $f_{n_{\varepsilon} m}$ is recursively defined, fixstly with respect to its indexes and secondyy whe zatpect to the way in which $F$ is defined.

If the original differential quations (fo') did not contain function symbols, then the calculation process, concerning $f_{n, m}$ would be sompletely defined.

Let us illustrate therefore this case by means of example io
If the coecfichents $u_{y}$, $j$ were known then each rightwhand side of the equations below is a well-derined number.

Exampe $\quad$ (cortinued $\}^{n} \quad n=0$

$$
\begin{aligned}
& 3_{1,0,0}=4,0,0 \\
& \mathrm{a}_{2,0,0}=\mathrm{a}_{8,0} \mathrm{O}_{8} \\
& \mathrm{a}_{3, \mathrm{O}_{8} \mathrm{O}}=\mathrm{a}_{18 \mathrm{D}_{8} 0} \mathrm{a}_{2_{8} \mathrm{O}_{2} 0} \\
& a_{4_{2} 0_{0} 0}=0 \\
& \mathrm{f}_{2,0,0}=\mathrm{a}_{5,0,0}=a_{3,0,0}+a_{4,0,0} \\
& n=m=0 \\
& a_{8,1,0}=u_{1,1,0} \\
& a_{2,1,0}=u_{1,1} \\
& a_{3,0_{2} 0}=a_{1,0,0} a_{2,1,0}+a_{1,1,0} a_{2,0,0} \\
& a_{4,1,0}=9
\end{aligned}
$$

$$
\begin{aligned}
& \text { etc. }
\end{aligned}
$$

2.2.4 The Taylor coefficients of a function

Let $F$ be of the form 10 in table
Assume:

1) The Tayior coefficients $a_{i, j}$ are already calculated for $S(i, j)$ S $S\left(n_{i, m}\right)$
c) The Taylor coefficients $\phi_{q_{i}} j$ ooos $\phi_{v_{i}}$ ig are already calculated for $S(i, j) \notin S\left(n_{i} m\right) \infty$
2) The Taylor coefficients $\psi_{i, j}, 000 \psi_{v_{0}}{ }_{j} j$ are already calculated for $S(i, j) \leq S\left(n_{z} m\right)=1$

We remark that the zeronth coefficients $\phi_{k, 0,0}$ and $\psi_{k, 0,0}$ easily follow from

$$
\begin{equation*}
\phi_{k_{\varepsilon}, 0,0}=\Phi_{k}\left(a_{0,0}\right) \tag{2,8}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{k_{8}, 0}=\psi_{k}\left(a_{0,0} 0 \phi_{1,0,0}, 000, \phi_{v_{8} O_{8}, 0}\right) \tag{2.9}
\end{equation*}
$$

Differentiating the functions $\Phi_{k}(A)$ with respect to $X_{9}$ we obtain

$$
\frac{\partial \Phi_{k}}{\partial \mathrm{x}}=\Psi_{k}\left(A_{0} \Phi_{1}(A), 000 \Phi_{V}(A)\right) \circ \frac{\partial A}{\partial x}, k=10000 \nu_{0} \quad \text { (2,10) }
$$

Hence we have for $\mathrm{n} \neq 0$

$$
\begin{equation*}
\phi_{k_{\vartheta} n_{\vartheta} m}=\frac{1}{n} \sum_{i=1}^{n} \sum_{j=0}^{m} \psi_{k_{\vartheta} n \propto i_{\vartheta} m \propto j} i a_{i_{\vartheta} j \vartheta} \tag{2.11}
\end{equation*}
$$

from which $\phi_{k_{\vartheta} n_{\vartheta} m}$ and thus $f_{n_{\vartheta} m}=\phi_{\gamma_{\vartheta} n_{\theta} m}$ can be calculated.
If $n=0$ then we may differentiate $\Phi_{k}(A)$ with respect to $y$ and we get

$$
\begin{equation*}
\phi_{k_{8} n g m}=\frac{1}{m} \sum_{i=0}^{n} \sum_{j=1}^{m} \psi_{k_{\S} n \propto i_{\theta} m \propto j} j a_{i_{\vartheta} j} \tag{2,12}
\end{equation*}
$$

The $\phi_{k_{9} n_{9} m}$ now being defined, we will determine $\psi_{k_{8} n_{0} m^{\circ}}$
Comparing table 2 and table ${ }^{2}$, we observe that if $F$ does not contain
function symbols, then $\Psi_{k}$ would be an $F_{\%}$ but for the variables $X$ and $\Phi_{\sigma}{ }^{\circ}$
The Taylor series for these variables are however known therefore
the $\psi_{k_{9} n_{8} m}$ can be calculated in the same way as $f_{n_{8} m}$ in section 2.2 .3 is calculated.

We have completely defined now the calculation process of $f_{n_{8}} m^{\circ}$ We close this section with the continuation of example 2 。

Example 2. (continued) $n=0 \quad m=0$

$$
\begin{aligned}
a_{1,0,0} & =u_{1,0,0} \\
\phi_{1,0,0}=a_{2,0,0} & =\ln \left(a_{1,0,0}\right) \\
a_{3,0,0} & =0 \\
f_{1,0,0}=a_{4,0,0} & =a_{2,0,0}+a_{3,0,0}
\end{aligned}
$$

$$
\begin{aligned}
& a_{5, O_{8} 0}=1 \\
& a_{6,0,0}=a_{8,0,0} \\
& \psi_{T_{8}, 0}=a_{7,0} 0=a_{5,0} 0^{1 a_{8}} 6_{8,0} \\
& n=1 \quad m=0 \\
& a_{1,1,0}=u_{1,8,0} \\
& \phi_{0,0}=a_{2,10}=a_{8,0,0} a_{8,1,0} \\
& a_{3,3_{8} 0}=0 \\
& f_{8,1,0}=a_{4,9,0}=a_{2,1,0}+a_{3,1,0} \\
& a_{5,7,0}=0 \\
& a_{3,8,0}=a_{1,180} \\
& \psi_{\gamma_{8,}, 0}=a_{7_{8,}, 0}=\frac{1}{a_{6,0} 0}\left\{a_{5,1,0}=a_{7,0} 0 a_{6,8,0}\right\} \\
& \text { etc. }
\end{aligned}
$$

2．2．5 The Taylor coefficients of the unknown functions
At the end of section 2.2 we assumed that $u_{k_{g}, j}$ were known for all（i，j）． We shall now treat the more realistic case that the $u_{k_{8}}, j$ with $(i, j) W_{n_{0} m}$ （figg．3）are known and the $u_{k_{8} n_{8} m+1}$ are unknowno
Replace these $u_{k_{8} n_{8} m+1}$ by the quantities $X_{k}$ 。
Calculate now in an algebraic way，all Taylor coefficients $f_{n g m}$ according to the remarks in the sections above。

In particular the Taylor coefficients $f_{1_{g} n_{g} m}$ of the differential equations $\mathrm{F}_{\mathrm{I}}$ themselves can be calculated。
The $f_{1_{g} n_{0} m}$ will be functions of the $X_{k}$ 。
From table 6 and formulae（2．11）and（2．12）it follows that these functions are linear in the $X_{k}$ 。

From equation（101）it follows that $f_{1}{ }_{i, n}, m=0$ ．
We have therefore $M$ linear equations in the $M$ unknown quantities $X_{k}$ ．
The condition（104）guarantees that the quantities $X_{k}$ can be calculated． Thus the $u_{k, n_{9} m+1}$ can also be calculated．（We remark that in the progran the quantities $(m+1) u_{k_{9}} n_{\theta} m+1$ are replaced by the quantities $X_{K}$ siace then the matrix of the set of equations $f_{\nu_{9} n_{9} m}=0$ is independent of $n$ and $m$ ）。

Repeating now the same arguments as in section 201 we see that all the coefficients $u_{k_{8,} n}$ are calculatable。
For the examples 1 and 2 we have
Example（continued）Let us choose $u_{1,0,0}=q_{8} u_{1_{8}, 0}=q_{0}$
Then $u_{P_{0}, O_{0}}=0$（here we use the requirement（1．5））。
$a_{8, \mathrm{O}_{8} \mathrm{O}}=1 ; \mathrm{a}_{2, \mathrm{O}, 0}=0 ; a_{3,0_{8} 0}=0 ; a_{4, \mathrm{O}_{8} 0}=0$ ；
$f_{1,0,0}=a_{5,0,0}=0$（as it should be）．
$a_{1,1,0}=1: a_{2,1,0}=x_{18} a_{3,1,0}=x_{9} ; a_{4,1,0}=1 ;$
$f_{1_{8,1}, 0}=a_{5,1,0}=X_{1}+1=0$ thus $X_{1}=-1$ and $u_{1_{8}, 1}=-10$

$$
a_{2,1,0}=-1 ; a_{3,1,0}=-10
$$

Example 2．（continued）Requirement（1．5）gives $u_{18} \mathrm{O}_{8} 0=1$
$a_{8,0,0}=1 ; \phi_{1,0,0}=a_{2,0,0}=0 ; a_{3,0,0}=0 ;$
$f_{1,0,0}=a_{4,0,0}=0$（as it should be）；

$a_{1_{8,}, 0}=X_{1,} \phi_{1,1,0}=a_{2,1,0}=x_{8,} a_{3,1,0}=0$
$f_{1_{8,}, 0}=a_{4_{8} 1_{8} 0}=x_{4}=0_{8}$ thus $X_{1}=0$ and $u_{1_{8} 1_{8} 0}=0$ 。



## 3. A less general Cauchy problen

Gibbons [3], Richtmyer [5] and Moore [6] constructed (not in ALGOL) programs for the calculation of Taylor coefficients.

The Cauchy problem for which these programs are constructed have the form
together with initial conditions of the form ( 1,2 ).
This is a less general type than equations (10.).
If the functions $H_{\perp}$ are of the form of a formula as derined in this section, then we may in the way as described in section 2.2, calculate the Taylor coefficients $h_{1,} n_{\theta} m^{\circ}$
These coeffictents are independent, of the $u_{k_{8} n_{\hat{v}} m+1}$ of course we can therefore calculate immediately the $u_{k_{8}} n_{8} m+1$ from

$$
u_{k_{8} n_{g} m+1}=\frac{1}{(m+1)} h_{k_{8} n_{g} m}
$$

and we do not have to manipulate algebraically with unknowr quantities $X_{k}$. This simplifies the program considerably it is not even necessary to use the procedures for differentiating and evaluating a formula in the computer.

A peculiar fact is that the general form (fol) can be brought into the above form (3:1).
Introduce namely $M$ new functions $V_{k}=\frac{\partial U_{k}}{\partial y}$, differentiate ( $1, t$ ) with respect to $y$ : obtaining

$$
\begin{equation*}
\sum_{k=1}^{M} \frac{\partial F_{1}}{\partial P_{k}} \frac{\partial V_{k}}{\partial x}+\frac{\partial F_{1}}{\partial Q_{K}} \frac{\ddot{V_{k}}}{\partial y}+\frac{\partial F_{1}}{\partial U_{K}} \cdot V_{k}+\frac{\partial F_{1}}{\partial y}=0 \tag{3.2}
\end{equation*}
$$

Let the inverted matrix of $\left.\frac{\partial F_{1}}{\partial Q_{K}}\right\}$ be $\left\{a_{i, j}\right\}$ then we get the system

$$
\left.\begin{array}{l}
\left.\frac{\partial V_{j}}{\partial y}==\sum_{1=1}^{M} a_{j, ~} 1 \sum_{k=1}^{M}\left(\frac{\partial F_{I}}{\partial P_{k}} \frac{\partial V_{k}}{\partial x}+\frac{\partial F_{1}}{\partial U_{k}} V_{k}\right)+\frac{\partial F_{I}}{\partial y}\right\}  \tag{3.3}\\
\frac{\partial U_{k}}{\partial y}=V_{k}
\end{array}\right\}
$$

which is of the desired formo
Thus we could have based ourselves upon the form（ 3.9 ）。
There are however，three disadvantages connected with the translation of the equations（1．1）into（3．3）．

1．One has to do the differentiating and inversion（of a matrix of functions）oneself，with the risk of making errors．

2．The formulae at the rightohand side of（3．3）will in general be far more lengthy than the original formulae $F_{I}$ in（1，1）
3．The initial conditions for the functions $V_{k}$ should be calculated beforehand，which is in general not easy．

These three disadvantages show clearly why we chose in favour of the more general form（ 1.1 ），though the program becomes more complicated． The difficult calculations however，are completely overtaken by the program。
As for the more complicated form of the program，we remark that the procedures for doing algebra within the computers enable us to construct still a rather lucid program。

In the articles of Richtmyer and Moore，the attention is drawn to an important feature，namely that the calculated Taylor coefficients of higher order，may become inaccurate，due to cancellation of significant digits in additioning and subtracting。

They recommend a method of calculation in which the accuracy is also calculated．
In this report we do not enter upon this question．since we are mainly concerned with the general method of calculating implicitly defined Taylor coefficients．

We remark however，that it is possible to construct a program（see the end of section 1）which generates a machine code program in which this method of calculation is built in．

We close this section by remarking that the conditions 1 and 2 of the introduction are sufficient for convergence of the Taylor series for $U_{k}$ in a nabourhood of the point $x=0, y=0$ 。
This follows at once from the Cauchy＝Kowalewski theorem（see Courant Hillbert ref［2］po39）。
We can in fact apply this theorem for the Cauchy problem（3．3），which as was shown，is equivalent to the Cauchy problem（1．1）．
We do not enter upon questions of rate of convergence or region of convergence．

## 4．Doing algebra with the cormputer

We define a formula by means of Backus notation（see the ALGOL 60 report ref［4］）．
$\langle p\rangle: \%=$＜unsigned integer＞${ }^{\text {² }}$ ）
＜simple term $\rangle::=U[\langle p\rangle]|\operatorname{dUdx}[\langle p\rangle]|$ dUdy［ $\langle p\rangle]|\operatorname{xttp}[\langle p\rangle]| y t t p[\langle p\rangle]$
＜function identifier＞$: \%=\sin |\cos | \exp |\ln | \operatorname{sqrt} \mid \arctan$
＜function＞：$:=$＜function identifier＞（＜formula＞）
＜operator＞$: ~:=+1=1 * \mid /$
＜compound formula＞$: \therefore=(\langle$ formula＞＜operator＞＜formula＞）
＜formula＞：：＝＜simple term＞｜＜number＞｜＜function＞｜＜compound formula＞
For the definition of number and unsigned integer see the ALGOL 60 report。
Each formula is represented within the computer by a non＝negative number， which we will call the index of the formule。
The representation is such that different formulae have different indexes， we may therefore identify the formula with its index．
${ }^{1}$ ）We assume that $p$ is unequal to zero。

## 401 Storing a formula

The set of procedures for storing a formula consists of the integer
 The AIGOL 60 definition is given in section 60 The first four procedures stote a compound formula the next six procedures store a function and the procedure NUMBER stores a number.

The word "store" must be undexstood as to mean assigning to each formula an index and storing relevant information in the arrays

$$
\begin{aligned}
& \text { integer array } H[0: \text { kmax, } 1: 3] \\
& \text { and the real array } H C[0: \text { kcmax]. }
\end{aligned}
$$

The integers kmax and kcmax should be chosen large enougho As pointers for the arrays $H$ and $H C$, the non local integers $k$ and kc are used。

Let the index of the stoxed formula be $f_{0}$ the indexes of the formulae $a$ and $b$ in the table below be $a$ and $b$ and $c$ a real number. then we see from this table the ALGOL statement to be used and the information stored in the arrays $H$ and $H C$ 。

| $\mathrm{f}^{(1)}$ | ALGOL statement | $\mathrm{H}\left[\mathrm{S}_{0}, 1\right]=$ | $H\left[f_{0}, 2\right]=$ | $\mathrm{H}\left[\mathrm{f}_{8} 3\right]=$ | HC [kc] $=$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a+b$ | $f:=S(a, b)$ | a | 1 | b |  |
| $a-b$ | $f:=D\left(a_{8} b\right)$ | $\mathrm{a}-\mathrm{b}$ is | converte | by $D$ into | $a+(-1) \cdot b$ |
| $a-b$ | $f:=P\left(a_{8} b\right)$ | a | 2 | b |  |
| $\mathrm{a} / \mathrm{b}$ | $f:=Q\left(a_{8} b\right)$ | a | 3 | b |  |
| $\sin (a)$ | $f:=\operatorname{SIN}(3)$ | 1 | 0 | a |  |
| $\cos (\mathrm{a})$ | $f:=\cos (a)$ | 2 | 0 | a. |  |
| $\exp (\mathrm{a})$ | $\overline{\mathrm{I}}:=\operatorname{EXP}(\mathrm{a})$ | 3 | 0 | a |  |
| $\ln (\mathrm{a})$ | $\mathrm{f}^{0}:=\operatorname{LN}(\mathrm{a})$ | 4 | 0 | a |  |
| sqre(a) | $f:=\operatorname{SQRT}(\mathrm{a})$ | 5 | 0 | a |  |
| $\arctan (\mathrm{a})$ | $\mathrm{f}_{0}=\operatorname{ARCTAN}(\mathrm{a})$ | 6 | 0 | a |  |
| c | $\mathrm{f}^{\circ} \mathrm{f}=\mathrm{NUMBER}(\mathrm{c})$ | - 1 | 0 | kc | $c$ |

table 7

Example 3. The formula $\hat{f}=\arctan \left(\frac{\sin (3.44)}{\cos (3.14)}\right)=3.14$ is stored by means of the statement
$\mathrm{f}^{2}:=\mathrm{D}\left(\operatorname{ARCTAN}\left(\mathrm{Q}\left(\operatorname{SIN}(\operatorname{NUMBER}(3.14))_{8} \operatorname{COS}(\operatorname{MUMBER}(3.94))\right)\right)_{8} \operatorname{NUMBER}(3.14)\right)$
The effect of this statement can be seen from the following table for H and HC

|  | k | $H\left[\mathrm{k}_{8}\right.$, ] ] | $\mathrm{H}[\mathrm{k}, 2]$ | H[k.3] | Ko | HC[k0] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMBER | 2 | $-1$ | 0 | 2 | 2 | 3.14 |
| SIN | 3 | 1 | 0 | 2 |  |  |
| HUMBER | 4 | -1 | 0 | 3 | 3 | 3.14 |
| COS | 5 | 2 | 0 | 4 |  |  |
| Q | ; 6 | 3 | 3 | 5 |  |  |
| ARCTAI | 7 | 6 | 0 | 6 |  |  |
| TMMBER | 8 | -1 | 0 | 4 | 4 | $=9$ |
| InUMBER | 9 | $=1$ | 0 | 5 | 5 | 3.14 |
| D P | 10 | 8 | 2 | 9 |  |  |
|  | 18 | 7 | 1 | 10 |  |  |

table 8

The ultimate effect is that $f$ gets the value $\|_{0}$
We use in the program two formulae with fixed indexes 0 and 1. These formulae correspond to the numbers 0 and respectively. They may be considered as the zero and the unit element in the set of formulae.
The procedures $S$ and $P$ are constructed such that the formulae

$$
\begin{aligned}
& 0+a_{8} a+0,1 \geqslant a_{0} a \neq 1,0 \geqslant a_{8} a \neq 0 \text { are replaced by } \\
& a, a, a, 0,0
\end{aligned}
$$

Use of this zero and unit element is made within the procedure DIFF (for DIFFerentiating)。

Concerning the simple terms we remark that within the program we declare
integer array $U_{0}$ dUdx, dUdy[1:M]. xttp, yttp[1:POWER]。
in which $M$ and POWER are integers $\geq 1$ (see equation (1.1))。 Before the differential equations are stored within the computer. these array elements get the values of the indexes corresponding to the simple terms.
The representation in the array $H$ and the ordinary meaning of these simple terms follow from the table below in which $p$ is some positive integer.

| ordinary notation | k | $H\left[\mathrm{~K}_{0}, 1\right]$ | $H\left[k_{8} 2\right]$ | $\mathrm{H}[\mathrm{K}, 3]$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{U}_{\mathrm{p}}$ | U[p] | $\infty 8$ | 0 | $p$ |
| $\frac{\partial U}{\partial X}$ | dUdx [p] | - 10 | $\infty$ | $p$ |
| $\frac{\partial \mathrm{u}}{\partial \mathrm{y}}$ | dUdy [p] | $=10$ | $-2$ | $p$ |
| $x^{p}$ | $x t t p[p]$ | $-2$ | 0 | $p$ |
| $y^{p}$ | yttp[p] | -3 | 0 | $p$ |

table 9
Example 1 (continued) $F_{q}=U_{q} \frac{\partial U_{q}}{\partial y}+x$ is stored by the statement $F[1]:=S(P(U[I], \operatorname{dUdy}[1]), x t t p[1])$

Example 2 (continued) $F_{q}=\ln \left(U_{q}\right)+y$ is stored by the statement

$$
F[T]:=S(\operatorname{LN}(U[d]) \cdot y t t p[D])
$$

## 4．2 Operations with a Formia

In this section we describe procedures for the following operations
To Evaluating a formula i which can only be done if the formula has a numerical value，such as formula $f$ in example 3 po 21）。 This operation is carried out by the real procedure VALUE（i）。 The calculated value is assigned to the procedure identifier itselfo

2．Differentiating a formula i，with respect to some other formula $n$ ． This is done by the integer procedure $\operatorname{DIFF}\left(i_{\theta} n\right)$ 。 The index of the stored derivative is assigned to the procedure identifier itselfo

3．Definition of the output form of a formula $i$ on output paper tape． This is the task of the procedure OUTPUT（i）。
OUTPUT is used here only for checking if the stored formula is correctiy stored．
It will however，be used in a next paper for generating an ALGOL 60 program。

All these procedures use the real procedure VADIPUCOMP FORM ${ }_{9}$ VADIPU FUNC and VADIPUST．
The procedure VADIPUCOMP FORM determines for a compound formula the value，the derivative and the output．
The procedure VADIPU FUNC determines for a function only the output （use is made of the procedure INFORM FUNC）．
The procedure VADIPUST determines only the output for a simple term．
One may regard the procedures VAIUE，DIFF OUTPUT and VADICOMP FORM as to be rather basic，they may be used for other problems． The procedures VADIPU FUNC and VADIPUST，however，are special purpose procedures，their definition depends strongly on the particular problem under consideration．

## 4．3 The procedure INFORM FUNC

Wi thin the real procedure INFORM FUNC（ $a, i, j$ ）is defined all necessary information for the functions used in this report．

1．If $i>0$ then the value $\Phi(a)$ is assigned to the procedure identifier． 2．If $i<0$ then relevant output is punched on the output paper tape

3o If $i=0$ then the functions $\psi_{k}$ in table 3 are stored in the computer therefore a call INFORM FUNC $(0,0,0)$ should precede the actual computation。

It should be remarked that the functions $\psi_{k}$ do not have the form of a formula as defined in section 4 。

We define therefore a psi formula by means of
$\langle p\rangle: 0=$ ansignea integer $\rangle$
«psi simple term＞：
＜psi formula＞：\％＜psi simple term＞｜＜number＞｜
（＜psi formula＞＜operator＞＜psi formula）
end require that ${ }_{k}$ has the form of a psi formula．
In the same way as in section 4 of we can store a psi formula and assign an index to ite by means of the procedures $S_{\%} D_{8} P_{,}$Q and NUMBER． The internal representation of the psi simple terms is listed below use is made of the non＝1ocal integer Xf and the non＝local integer array PHI［？：2］

| ordinary notation | k | $H\left[K_{0}, 7\right]$ | $\mathrm{H}[\mathrm{k}, 2]$ | $\mathrm{H}[\mathrm{k}, 3]$ |
| :---: | :---: | :---: | :---: | :---: |
| ${ }_{X}^{\Phi} p$ | PHI [p] Xf | $\begin{aligned} & -4 \\ & -4 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \end{aligned}$ |  |

table 10

We remark that the array elements $H[k, 3]$ get values later ons in TAYLOR。

The indexes of the psi formulae are stored in the nonolocal integer array $\operatorname{PSI}[7: 6,0: 2]$ ．

In this report we use six different functions, the number $v$ for each function symbol is stored in PSI [jo 0 .
the indexes are stored in PSI Lj, 1] and in PSI [j, 2]
(the PSI[j,2] is oriy used for asine or a cosine furction. see teble 3).

## 5. The procedure TAYLOR

The heading of TAYLOR reads: procedure TAYLOR (dimension M, $F_{8} \mathrm{~N}_{8} \mathrm{XO}_{8} \mathrm{O}_{8} \mathrm{a}$ )。 The differential equations (1.1) can be stored in the computer by means of the procedures of section 4.1 .

There are $M$ differential equations, the indexes of the leftohana sides of these differential equations are stored in the integer array $F$ 。 Although we treated in sections 1.2 and 3 the case that the point $x=0$. $y=0$ is the point in which the Teylor series are expanded we shall assume here that the point where the Taylor series will be expanded is $x=x 0, y=y 0$.
In principle we want to calculate an infinite number of Taylor coefficients. in prectice we can only calculate a finite number of them namely eogo those $H_{k, n}$ for which $n+m \leq N$ for a certain nositive integer N.
The parameters $M_{8} F_{i} H_{3} x$ and yo are now introduced, the parameter dimension equals for one=dimensional problems and 2 for 2 -dimensimal problems. The parameter $u$ is a real array, the array elements u[x $n$ in] shoula become equal to the $u_{k_{8}} n_{0}\left(\right.$ equ. $\left(\gamma_{0} 3\right)$ ) moreover the initial conditions are stored in uo

Each differentind equation is built up by mans of several formulea For each of these formulae the Taylor coefficients will be calculatedo We have to know therefore the number $A B$ of these formulae.
It is necessary to know the type of the Cauchy problem with respect
to a certain unkom function $U_{k}$ (see section ), we therepoce introduce the integer artay tye[i: M].

It is the task of the procedure INITIALIZE（i）to calculate
To the number of formulae with which $i$ is built up
2．to define the array elements type $[k]$ according to the following table

| $\frac{\partial U_{k}}{\partial x}$ | $\frac{\partial U_{k}}{\partial y}$ | $U_{k}$ | type $[k]$ |
| :---: | :---: | :---: | :---: |
| $\approx$ | $\infty$ | + | 0 |
| + | $\infty$ | $?$ | 1 |
| $?$ | $*$ | $?$ | 2 |

The symbols $+_{8}$ ？and＝mean：

+ the quantity occurs in i
？the quantity may occur in i
－the quantity does not occur in i。

After the statement

$$
\text { for } 1:=\text { step until } M \text { do INITIALIZE(F[1]) }
$$

the number AB and the array elements are known。
Moreover，the number of function symbols in the differential equations and the maximum of the $v^{\prime}$ s of these function symbols（see table 3）are calculated and are assigned to the integers kpsi and nu resp．＂）

Since we are interested in the $u_{k_{\theta} n_{\theta} m}$ for which $n+m \leq N$ ，it follows that the Taylor coefficients $f_{n_{\theta} m}$ of the formulae which build up the differential equations are needed for $n+m \leq N=1$ 。 There are $A B$ formulae we could therefore store the Taylor coefficients in the array $a[8: A B, O: N=\}, O: N=I$ ，however，about half the number of array elements would then be unused．
Therefore we store these Taylor coefficients in the two－dimensional
array a［ ：$A B, 0$ ：if dimension $=2$ then $((N=9) *(N+2)) \div 2$ eise $N=1]$ ， in which the number $i+((\mathbb{N}-1) *(\mathbb{N}+2)) \div 2$ is just the sum of all Taylor coefficients $f_{n_{8} m}$ with $n+m \leq N o l$ 。 The administration in the array a is governed by the integer array $0[0: N=1,0: N=T$ ，whose values are equal to

$$
c[1, j]=(j *(2 * \mathbb{N}+i \times j)) \div 2+i_{0}
$$

）Note that TAYLOR is independent of the special choice of the functions．

In this way the array element $a[k, c[1, j]]$ represents the Taylor coefficient with indexes 1 and $j$ of a certair formula；we call is the Taylor index of this formula．

We note that this is the only time that we think in tems of efficiency The fact that we use for a number，or a simple term corresponding to the variable ${ }_{x} p_{\text {，eogo，a full array }}$ almost completely filled with zeros， is very inefficient but this will be of no interest in this report． It is the purpose of a next report to take away these inefficiencies．

As is already said the initial conditions should be stored in the array $u_{0}$ corresponding of course to the type of the Cauchy problem。 We remark that instead of equations（1．2）we require that the Taylor coefficients $u_{k_{8}} j_{8} 0$ should be given，for $j=0,0008 \mathrm{~N}$ 。 One has to calculate therefore the Taylor coefficients of $G_{k}(x)$ o beforehand，possibly by means of the procedure TAYLOR。 It is further required that $u, O_{0}$ is given，which follows from the solvability condition（3．5）。
It does not need saying that the above remarks concern the case that type $k=2$ ，in the other cases we need similar requirements for the $u_{k, n, m}{ }^{\circ}$ It should be remarked that the integer array elements $n[1]$ and $n[2]$ ． serve as the current inderes $n$ and $m$ respectively．

The piece of the procedure body of TAYLOR from the procedure declarations until the label AA is now described．

## 5．1 Outline of the calculation process

We shall briefily repeat the calculation process just as it is defined in section 2 。

P．All zerowth order Taylor coefficients for $n[0]=0, n[2]=0$
are calculated．
This is possible，due to the initial conditions．
It is done after a call for the procedure CALC ARRAY。

2．For a certain $n[9]$ and $n[2]$ the calculation of the Taylor coefficients $a\left[I_{8}, c[n[1], n[2]]\right]$ ，should be performed。 The unknown quantities $(n[2]+1) u\left[k_{8} n[1]_{8} n[2]+1\right]$ are beforehand replaced by the formulae with indexes unknown［k］，for $k=18000 M_{0}$（The unknown［k］plays the role of the $X_{k}$ in section 2．2．5）。
Some coefficients can then actually be calculated by means of the remarks in section 2 （e．go，the coefficient corresponding to a number or a power of $x$ ）．
Other coefficients may not be calculatable，in the place of them however，formulae in the unknown ${ }^{9}$ s are stored in the integer array $f[ \}: A B]$ 。
This is done again by the procedure CALC ARRAY．
3．Let the indexes of the formulae in the unknown＇s for the Taylor coefficients of the differential equations themselves，be stored in the array elements formula［ 1 ］for $1=1, \ldots 08 M_{0}$ These formulae are linear in the quantities unknown［k］with $\mathrm{k}=1,000 \mathrm{M}_{\mathrm{o}}$
We may therefore calculate the unknown quantities． This is done after a call for the procedure CALCULATE．

4．The unknown quantities being known，we can calculate firstly the $u\left[k_{\Omega} n[1], n[2]+1\right]$ and secondly the until yet uncalculated coefficients $a\left[I_{0}[n[1], n[2]]\right.$ ，for which in $f[1]$ a formula was stored．

5．The eventually used Taylor coefficients for the functions $\Psi$ in section 2.204 can be calculated，again by means of CALC ARRAY．
6．The $n[1]$ and $n[2]$ are changed such that $S(n[1]$ 。 $n[2])$ in equ。（2．5） is augmented by one，and the process is repeated until $n[1]$ becomes N 。

## 502 The procedure CALC ARRAY

The integer procedure CALC ARRAY（i）performs the following operations
1．By means of the non－local integer ka（non－local with respect to CALC ARRAY），CALC ARRAY determines the Taylor index ka of the formulai．The number ka is assigned to the procedure identifier itselfo

2．1 If i is a number or a simple term of the form $x^{p}$ or $y^{p}$ then

202 If i is a simple term of the form $U_{k^{8}} \frac{\partial U_{k}}{\partial x}$ or $\frac{\partial U_{k}}{\partial y}$ then it may be that $a\left[k a_{9} c[r[1]\right.$ ：$\left.n[2]]\right]$ can be calculated by aid of the array elements $u\left[k_{8} I_{2} j\right]$ 。
If however，the corresponding $u[k, j, j]$ is not know，then the array element $f[k a]$ is set equal to the index unknown［ $k$ ］of the formula corresponding to the $X_{k}$ in section 2.2 .5 。
Note that all $f[j]$ are set beforehand equal to－in TAYLOR Therefore if $\mathrm{f}[\mathrm{j}] \geq 0$ it is necessarily equal to the index of a formula．

203 If it is a compound formula say $A * B$ ，then CALC ARRAY determines firstly the Taylor indexes $m$ and $m 2$ of $A$ and $B$ resp．
2.3 .1 We first treat the case that both $f[\mathrm{ml}]$ and $f[\mathrm{~m} 2]$ are negative． then $\left.a[m)_{8} c[n[1], n[2]]\right]$ and $a\left[m 2_{8} c[n[1], n[2]]\right]$ are already calculated and a［ka，c［n［1］．$n[2]]]$ can be calculated by the statement $a\left[k a_{8} c[n[1], n[2] 1]:=a 1+b * a[m 1, c[n[1], n[2]]]+\right.$ c $1 * a[m 2 c[n[1]: n[2]]]$
in which

$$
\begin{aligned}
a r & =\sum_{i=0}^{n} \sum_{j=0}^{n}[2] \\
& a[m, c[i, j]] * a\left[m n_{i} c[n[1] \sim i, n[2]-j]\right] \\
& =I P(m, m 2,0) \quad \text { (see section }(5,4)) .
\end{aligned}
$$

（The symbol $\left[L^{\circ}\right.$ is defined in table 6）。
$b=a\left[m 2_{0} 0\right]=a\left[m 2_{2} c[0,0]\right]$
and
$c t=a[m 0,0]=a[m 10 c[0,0]]$
2.3 .2 Secondly we treat the case that one or both $f[m$ il］and $f[m 2]$ are non＝negative，$e_{0} g_{0} f[m 1] \geq 0$ and $f[m 2]<0$. Then a［m，$c[n[1], n[2]]$ is not yet calculated，instead of it， a formula is stored with index f［my］．
In this case $a\left[k a_{9} c[n[1], n[2]]\right.$ can neither be calculated and we have to store a formula which has in ordinary notation the form（507）。

The following statement stores this formula

$$
\begin{aligned}
f[k a]: & S(\operatorname{NUMBER}(a)+c 1 * a[\operatorname{m2} c[n[8], n[2]]]), \\
& P(\operatorname{NUMBER}(b), f[m]))
\end{aligned}
$$

Note that the actual parameters of NUMBER are ordinary real numberso
The other cases for which $f[m 2] \geq 0$ are treated similarly．
If i is of the form $A+B$ or $A / B$ then we proceed in the same way as for $A$＊$B$ 。
2.4 Let i be a functiong say $\Phi(A)$ 。

The Taylor index $m$ of $A$ is calculated the integer kpsi is augmented by one（in TAYLOR kpsi gets beforehand the value zero）． The index $i$ and the Taylor index $m$ l are stored in the nonelocal array elements psi［kpsi， 1$]$ and psi［kpsi\％0］resp．
The Taylor indexes of the functions $\Phi_{1}$（see equation（2．6））are determined and stored in the nonolocal array elements
phi［kpsi，j］．
If $f[m y]$＜ 0 ，then $a\left[m{ }_{0} c[n[1], n[2]]\right]$ is already calculated and the $a[p h i[k p s i, j], c[n[b], n[2]]$ can be calculated by the formula（2．9）or（2．10）．
If $f[m] \geq 0$ ，the Taylor coffificients for the functions $\Phi_{2}$ can not be calculated and formulae will be stored instead of themo
For another time use is made of the real procedure IP。
2.5 The case that $i$ is a psi simple term ( $H[i, 1]=-4$ ) will be treated in section 508.

### 5.3 The procedure IP

The reai procedure $I P(l p, r p$, diff) becomes equal to
if diff $=0$ then

$$
\sum_{i=0}^{n[1]} \sum_{j=0}^{n[2]} a\left[1 p_{s} c[i, j]\right] \circ a\left[r p_{\theta} c[n[1]=i, n[2]-j]\right]
$$

if diff $=1$ then

$$
\sum_{i=1}^{n[1]} \sum_{j=0}^{n[2]} a[1 p, c[n[1]-i, n[2]-j]] \circ i \circ a[r p, c[i, j]]
$$

if diff $=2$ then

$$
\sum_{i=0}^{n[i]} \sum_{j=1}^{n[2]} a[1 p, c[n[1]-i, n[2]-j]] \cdot j \circ a[r p, c[1, j]]
$$

## 504 The procedure CHANGE

The procedure CHANGE $(i, j)$, changes the formula $i$ into $j 。$

### 5.5 The procedure FAC

The real procedure $F A C(n)$ becomes equal to $n$ !
Use is made of the nonmlocal integer $k f$ and the non-local array fac $[0: 20]$ 。kf and fac[0] get the values 0 and 1 beforehand.

### 5.6 The procedure CALCULATE

The procedure CALCULATE( $n$, $i$, unknown) calculates in a recursive way the n unknown quantities $\mathrm{X}_{\mathrm{k}}$, whose indexes are stored in the integer array unknown from the $n$ linear equations symbolically written as

$$
\begin{equation*}
" i[j] "=0 \quad j=1, \ldots 0 n \tag{5,2}
\end{equation*}
$$

in which the $[j]$ are the indexes of the formulae in $X_{k}$ ．
The indexes unknown［j］are actually the indexes of numbers zero （not the zero element 0）．

By means of the statement
for $j:=1$ step until $n$ do
［J］$=\operatorname{VALUE}(\operatorname{DIFF}(i[\mathrm{n}]$ ，unknown $[j])$ ）
The real array elements $c[j]$ get the values of the coefficients of the $n$ unknown quantities $X_{k}$ ．
In the following statement use is made of the fact that the integers unknown［j］are indexes of numbers zero。
c［0］：$=-\operatorname{VALUE}(i[n])$
The equation（5．2）with index $n$ can now be written as
$\sum_{j=1}^{n} c[j] x_{j}=c[0]$.
If $c[n] \neq 0$ then this equation may be solved for $X_{n}$ and we have

$$
\begin{equation*}
\left.\left.x_{n}=\frac{1}{c[n d} \right\rvert\, c[0] \infty \sum_{j=1}^{n \times i} c[j] x_{j}\right\} \tag{5.4}
\end{equation*}
$$

The array element unknown $[n]$ ，is now set equal to the index of a stored formula corresponding to the rightohand side of（ 504 ），and the number of equations and unknown＇s is reduced by \％ By the procedure call（in the case $\mathrm{n}>$ 1）

CALCULATE $(n=1$ ，$i$ ，unknown $)$
the unknown［j］become indexes which correspond to numbers whose values are precisely the values of the solution vector $X_{j}$
（ $j=1,0000 \mathrm{n} \times 1$ ）。
By means of the statement
CHANGE（unknown［n］，NUMBER（VALUE（unknown［n］））），
the unknown［ n ］becomes equal to the index of the number whose value is the value of $X_{n}$ 。

If $n=1$ ，the rightwhand side of（504）was already a number，and the unknown［fod was already set equal to the index of the number whose value is $X_{q}$ o
If $c[n]=0$ then the formula with index $i[n-1]$ is interchanged with the formula with index $i[n]$ ．And the process is repeated． if again $c[n]$ turns out to be zero then $i[n=2]$ is interchanged with $i[n]$ ，etcog until a formula is found sox which $c[n] \neq 0$ or until the set of formulae is exhausted。
In the latter case the $n$ equations（5．2）are singular． The following sentence is then punched on the output paper tape： ＂system is insolvable＂。

We remark that a direct matrix inversion method would certainly lead to a faster calculation process of the unknown $X_{j}$ 。 The compact and charming procedure which results from using the procedures for doing algebra in the computer urged us to publish it in this report and to use it in the program of section 6 which after all，we do not recommend for general use。

## 5．7 Filling up the open places

We now come to stage 4 of the calculation process of section 5010 By means of CALC ARRAY some Taylor coefficients $a\left[j_{0} c[n[1]\right.$ ．$\left.n[2]]\right]$ are calculated，and some are not．
For the last ones，a formula is stored with index f［j］．
The formulae with indexes unknown $[k$ ］$(k=18000 \mathrm{M})$ ，correspond now to the known numbers $X_{k}$ of section（2．2．5）． We may therefore write down the statement

$$
a[j, c[n[1], n[2]]]:=\operatorname{VALUE}(f[j])
$$

and the uncalculated Taylor coefficient gets its value。 In the same way we can calculate the unknown Taylor coefficients $u[I, i, j]$ ．This is done with the auxiliary integer array elements tp［ $10, j]$ having the values

| type [I] | $\operatorname{tp}[1,1]$ | tp[1;2] |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 1 | 1 | 0 |
| 2 | 0 | 1 |

We write
$u\left[I_{8} n[1]+\operatorname{tp}\left[1_{8} 1\right]: n[2]+\operatorname{tn}\left[y_{2} 2\right]\right]:=$
$\operatorname{VALJE}($ unknown [1]) $/(4+$ (if type [1] $=0$ then 0 else n[type [1]])

### 5.8 Calculating the Taylor coefficients of $\psi$

Recalling section 4.3 and section 5.2 point 2.4 , we know that in all the differential equations ( 1.0 ) the number of times a function symbol occurs is kpsi。
Let us describe the calculation of the $\psi_{k_{8} n}[7]_{8} n[2]$ for the function $i=\Phi(A)$ which occurred the $j$ th time。
In CALC ARRAY the index i of $\Phi(A)$ and the Taylor index $m$ l of $A$ are stored in psi $[j,-1]$ and $p s i[j, 0] ;$ moreover in phi $[j, 0]$, with $p=q_{\varepsilon} 000 v_{\nu}$ the Taylor indexes of the functions $\Phi_{p}(A)$ are stored. (Note that $y=\operatorname{PSI}[1,0]$ and $1=H[i, I]$ ) We now define the $H\left[X_{i}, 3\right]$ and $H\left[\mathrm{PHI}[\mathrm{p}]\right.$. 3] as to be equal to m 1 and phi[ $\left.\mathrm{j}_{0} \mathrm{p}\right]$ respectively. Looking now at the last line of CALC ARRAY which reads if $H[i]=$,-4 then CALC ARRAY $:=H[i, 3]$
it becomes obvious that CALC ARRAY interprets the psi simple term $X f^{\circ}$ as the formula $A$ with Taylor index $m$ ? and the psi simple terms PHI [g] as formulae with Taylor indexes phi[jop].

Finally the Taylor indexes psi[jop] and the Taylor coefficients $a[0 s i[j, n], c[n[I], n[2]]]$ of the formulae $\psi_{p}\left(A_{8} \Phi_{8} \ldots 0 \% \Phi_{v}\right)$ are determined by the statement
for $p:=$ step until PSI $[1,0]$ do psi $[j, p]:=$ CALC ARRAY(PSI[1, I])

## 6. The ALGOL 60 program

The test cases worked out by the program are chosen rather arbitrarilyo
The results are reproduced after the programo
The following problems were calculated:
Po $U_{1} \frac{\partial U_{1}}{\partial y}+x=0$
with initial conditions $U_{1}\left(x_{0} 0\right)=1+x$.
The solution of this problem is obviously
$U_{1}=\sqrt{(1+x)^{2}-2 x y}=1+x-x y+x^{2} y-\frac{1}{2} x^{2} y^{2}-x^{3} y+\frac{3}{2} x^{3} y^{2}-\frac{1}{2} x^{3} y^{3}+\ldots 0$
2。 $\ln U_{1}+y=0$
from which we have
$U_{1}=\exp (-y)=1-y+\frac{1}{2} y^{2}-\frac{1}{6} y^{3}+\frac{1}{24} y^{4}-\ldots$
3. $\arctan \left(\frac{\sin U_{1}}{\cos U_{1}}\right)-\exp \left(x^{2}\right)=0$
thus

$$
U_{1}=\exp \left(x^{2}\right)=1+x^{2}+\frac{1}{2} x^{4}+\ldots
$$

4. $\frac{\partial U_{1}}{\partial \mathrm{X}}-U_{2}=0$

$$
\frac{\partial U_{2}}{\partial x}+U_{1}=0
$$

with initial conditions $U_{1}(0)=0$ and $U_{2}(0)=1$
it is easily seen that

$$
U_{1}=\sin (x)=x-\frac{1}{6} x^{3}+\frac{1}{120} x^{5}+\ldots
$$

and

$$
U_{2}=\cos (x)=1=\frac{1}{2} x^{2}+\frac{1}{24} x^{4}-\ldots
$$

$50 U_{1}=\ln (x y) \cong 0$

$$
u_{2}=\sqrt{x y}=0
$$

Expansion in the point $x=1$ and $y=1$ gives

$$
\begin{aligned}
U_{1}= & \ln (1+(x=1)) \cdot(1+(y=1))= \\
& (x=1)-\frac{1}{2}(x-1)^{2}+\frac{1}{3}(x=1)^{3}=00+ \\
& (y=1)-\frac{1}{2}(y=1)^{2}+\frac{1}{3}(y=1)^{3}=00 \\
U_{2}= & \sqrt{(1+(x=1))(1+(y=1))}= \\
& \left(1+\frac{1}{2}(x-1)=\frac{1}{8}(x-1)^{2}+\frac{1}{16}(x=1)^{3}+\ldots \ldots 111+\frac{1}{2}(y=1)=\frac{1}{8}(y=1)^{2}+\right. \\
& \left.\frac{1}{16}(y=1)^{3}+\ldots 0\right)= \\
= & 1+\frac{1}{2}(x-1)+\frac{1}{2}(y=1)=\frac{1}{8}(x=1)^{2}+\frac{1}{4}(x=1)(y=1)-\frac{1}{8}(y=1)^{2}+ \\
& +\frac{1}{16}(x=1)^{3}=\frac{1}{16}(x=1)^{2}(y=1)=\frac{1}{16}(x=1)(y=1)^{2}+\frac{1}{16}(y=1)^{3}+\ldots 0
\end{aligned}
$$

$6 . \frac{1}{U_{1}}+\frac{\cos x}{x y+1}=0$
$x y+1+U_{2} \cos x=0$
from which it follows that $U_{4}$ and $U_{2}$ are equal.
$U_{4}=U_{2}=-\frac{x y+1}{\cos x}=-1=\frac{1}{2} x^{2}=x y-\frac{5}{24} x^{4}=\frac{1}{2} x^{3} y+\ldots 0$
To $\ln \left(\frac{\partial U_{1}}{\partial x}+\frac{\partial U_{2}}{\partial y}+1\right)=\ln (x y+\eta)=0$
$\sqrt{\left(\frac{\partial U_{1}}{\partial x}=\frac{\partial U_{2}}{\partial y}+\theta\right)}=\sqrt{x y+1}=0$
with initial conditions
$U_{1}(0, y)=e^{y}$ and $U_{2}\left(x_{8} 0\right)=e^{x}$

$$
\begin{aligned}
& \text { Evidently } \frac{\partial U_{1}}{\partial x}=x y \text { thus } U_{1}=\frac{1}{2} x^{2} y+e^{y} \\
& \text { and } \frac{\partial U_{2}}{\partial y}=0 \text { thus } U_{2}=e^{X}
\end{aligned}
$$

## 6．1 Description of standard procedures

As input procedure we use the integer procedure XEEN（n）。 XEEN can be given an integer value by means of the console． The procedure stop，stops the calculation of the machine。 As output procedures we use the procedures： PUTEXTY（st）\＆punching the string st on the output paper tape。 （Note that as string quotes the symbols $f$ and $f$ are used）。 PUNLCR ${ }^{\text {p }}$ punching a＂new inne carriage return＂symbol。
PUSPACE $(n)$ 。 punching $n$ space symbols。 FLOP（i，j，a），punching the real number a in floating point notation $i$ decimals of the mantissa and $j$ decimals of the exponent． ABSFIXP（i，$\left.j_{0} a\right)$ ，punching the absolute value of the real number a
in fixed point notation，$i$ decimals before and $j$ decimals behind the decimal point．

The real procedure $\operatorname{SUM}\left(i_{0} n_{0} m_{0}\right.$ ei）becomes equal to

$$
\sum_{i=n}^{m} \text { ei if } m \geq n_{0} \text { if } m<n \text { then it becomes equal to zero. }
$$

For the integer dirision symbol ${ }^{\circ}$ ，the symbol $\stackrel{\circ}{\circ}$ is used．
Running the program on the Electrologica Xi computer of the Mathematical Centre lasted about half an houro

The integexs kmax and kcmax got the values 320 and 64 resp。 with the aid of XEEN。

Note that the pages of the program are ordered in such a way that one can see every two consecutive pages in one view（except pages 6 and 7）．
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